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## 1. Introduction

Let $\left\{\xi_{j},-\infty<j<\infty\right\}$ be a (not necessarily strictly stationary) sequence of random variables which are defined on a probability space $(\Omega, \mathscr{A}, P)$. For $a \leqq b$, let $\mathscr{M}_{a}^{b}$ denote the $\sigma$-algebra of events generated by $\xi_{a}, \ldots, \xi_{b}$. As in [8,14] and [15], we shall say that the sequence is absolutely regular if

$$
\begin{equation*}
\beta(n)=\sup _{k} E\left\{\sup _{A \in \mathscr{M}_{n+k}^{\infty}}\left|P\left(A \mid \mathscr{M}_{-\infty}^{k}\right)-P(A)\right|\right\} \downarrow 0 \tag{1.1}
\end{equation*}
$$

as $n \rightarrow \infty$. Further, we shall say that $\left\{\xi_{i}\right\}$ satisfies the $\phi$-mixing condition if

$$
\begin{equation*}
\phi(n)=\sup _{k} \sup _{B \in \mathcal{M}^{k} \subseteq} \sup _{\infty}, A \in \mathscr{M}_{n+k}^{\infty}|P(A \cap B)-P(A) P(B)| / P(B) \downarrow 0 \tag{1.2}
\end{equation*}
$$

as $n \rightarrow \infty$. Since $\beta(n) \leqq \phi(n)$, so if $\left\{\zeta_{i}\right\}$ is $\phi$-mixing, then it is absolutely regular (cf. [8]).

Recently, many authors studied limiting behavior of some function of sums of $\phi$-mixing sequence of random variables and obtained many fruitful results. But, so far, for $\phi$-mixing sequence, the general probability inequalities concerning the probability such as $P\left(S_{n}>z\right)$ and $P\left(\max _{1 \leqq j \leqq n}\left|S_{j}\right|>z\right)$ are few known.

In this paper, we shall prove some probability inequalities for sums of absolutely regular processes which are powerful to extend a broad class of probability inequalities for sums of independent random variables such as probability inequalities of Nagaev-Fuk type [5]. We shall prove some fundamental theorems in Section 2, and show some applications of them in Sections 3-5.

## 2. Fundamental Inequalities

In this and following sections, we always assume that $\left\{\xi_{i}\right\}$ is a (not necessarily strictly stationary) absolutely regular sequence of $d$-dimensional random vectors with $\beta(n)$.

The following lemma is proved by the method used in the proof of Lemma 1 in [14].
Lemma. Let $\delta$ be some positive number. Let $g\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ be a Borel function such that

$$
\begin{equation*}
\left.\int_{R^{d k}} \ldots \int \lg \left(x_{1}, x_{2}, \ldots, x_{k}\right)\right|^{1+\delta} d F^{(1)}\left(x_{1}, \ldots, x_{j}\right) d F^{(2)}\left(x_{j+1}, \ldots, x_{k}\right) \leqq M \tag{2.1}
\end{equation*}
$$

where $x_{1}, \ldots, x_{k}$ are d-dimensional vectors and $F^{(1)}$ and $F^{(2)}$ are distribution functions of random vectors $\left(\xi_{i_{1}}, \ldots, \xi_{i_{j}}\right)$ and $\left(\xi_{i_{j+1}}, \ldots, \xi_{i_{k}}\right)$, respectively, and $i_{1}<i_{2}<\cdots<i_{k}$. If

$$
E\left|g\left(\xi_{i_{1}}, \xi_{i_{2}}, \ldots, \xi_{i_{k}}\right)\right|^{1+\delta} \leqq M_{1}
$$

then

$$
\begin{align*}
& \mid E g\left(\xi_{i_{1}}, \xi_{i_{2}}, \ldots, \xi_{i_{k}}\right) \\
& \quad-\int_{R^{d k}} \ldots \int_{1} g\left(x_{1}, \ldots, x_{j}, x_{j+1}, \ldots, x_{k}\right) d F^{(1)}\left(x_{1}, \ldots, x_{j}\right) \cdot d F^{(2)}\left(x_{j+1}, \ldots, x_{k}\right) \mid  \tag{2.2}\\
& \quad \leqq 4 M_{1}^{1 / 1+\delta}\left\{\beta\left(i_{j+1}-i_{j}\right)\right\}^{\delta / 1+\delta} .
\end{align*}
$$

As a special case, if $g\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ is bounded, say, $\left|g\left(x_{1}, x_{2}, \ldots, x_{k}\right)\right| \leqq M_{2}$, then we can replace the right-hand side of (2.2) by $2 M_{2} \beta\left(i_{j+1}-i_{j}\right)$.

Using Lemma, we shall prove some theorems which play fundamental roles to obtain probability inequalities for sums of absolutely regular sequence of random vectors. Put

$$
\begin{equation*}
S_{n}=\sum_{j=1}^{n} \xi_{j}, \quad S_{0}=0 \tag{2.3}
\end{equation*}
$$

and denote the length of a vector $\mathbf{x}$ by $\|x\|$.
Theorem 1. The following inequalities hold for any positive number $z$ and any positive integer $m(\leqq n)$;
(i) for any integer $d(\geqq 1)$

$$
\begin{equation*}
P\left(\left\|S_{n}\right\| \geqq z\right) \leqq \sum_{j=1}^{m} P\left(\left\|Y_{j}+Y_{j+m}+\cdots+Y_{j+k_{j} m}\right\| \geqq m^{-1} z\right)+4 n \beta(m) \tag{2.4}
\end{equation*}
$$

(ii) for $d=1$

$$
\begin{equation*}
P\left(S_{n} \geqq z\right) \leqq \sum_{j=1}^{m} P\left(Y_{j}+Y_{j+m}+\cdots+Y_{j+k_{j} m} \geqq m^{-1} z\right)+4 n \beta(m) . \tag{2.5}
\end{equation*}
$$

Here, for each $j(1 \leqq j \leqq m) k_{j}=k_{n, j}$ is the largest integer for which $j+k_{j} m \leqq n$ and $\left\{Y_{j}\right\}$ are independent random vectors defined on the probability space $(\Omega, \mathscr{A}, P)$ such that each $Y_{i}$ has the same df as that of $\xi_{i}$.

Proof. Let

$$
\begin{equation*}
S_{n}^{(j)}=\xi_{j}+\xi_{j+m}+\cdots+\xi_{j+k_{j} m} \quad(j=1, \ldots, m) \tag{2.6}
\end{equation*}
$$

We note that

$$
[n / m] \leqq k_{j} \leqq k_{1} \quad(j=1, \ldots, m)
$$

where $[s$ ] denotes the largest integer $m$ such that $m \leqq s$. Then

$$
\begin{equation*}
P\left(\left\|S_{n}\right\| \geqq z\right) \leqq P\left(\sum_{j=1}^{m}\left\|S_{n}^{(j)}\right\| \geqq z\right) \leqq \sum_{j=1}^{m} P\left(\left\|S_{n}^{(j)}\right\| \geqq m^{-1} z\right) . \tag{2.7}
\end{equation*}
$$

For each $j(1 \leqq j \leqq m-1)$, let $A_{j}$ be the Borel subset of the $k_{j} d$-dimensional Euclidean space $R^{k_{j d}}$ defined by

$$
A_{j}=\left\{\left(x_{1}, \ldots, x_{k_{j}}\right):\left\|x_{1}+\cdots+x_{k_{j}}\right\| \geqq m^{-1} z\right\}
$$

where $x_{i} \in R^{d}\left(i=1, \ldots, k_{j}\right)$ and put

$$
g_{j}\left(x_{1}, \ldots, x_{k}\right)= \begin{cases}1 & \text { if }\left(x_{1}, \ldots, x_{k}\right) \in A_{j} \\ 0 & \text { otherwise }\end{cases}
$$

Then, $\left|g_{j}\left(x_{1}, \ldots, x_{k_{j}}\right)\right| \leqq 1$ and so it follows from Lemma (with $M_{2}=1$ ) that

$$
\begin{align*}
& P\left(\left\|\xi_{j}+\xi_{j+m}+\cdots+\xi_{j+k_{j} m}\right\| \geqq m^{-1} z\right) \\
& \quad=E g_{j}\left(\xi_{j}, \xi_{j+m}, \ldots, \xi_{j+k_{j} m}\right) \\
& \quad \leqq \int_{R^{k} d} \int_{j}\left(x_{1}, \ldots, x_{k_{j}}\right) d F_{j}\left(x_{1}\right) \ldots d F_{j+k_{j} m}\left(x_{k_{j}}\right)+2 k_{j} \beta(m) \\
& \quad=P\left(\left\|Y_{j}+\cdots+Y_{j+k_{j} m}\right\| \geqq m^{-1} z\right)+2 k_{j} \beta(m) \tag{2.8}
\end{align*}
$$

Therefore, (2.4) follows from (2.7) and (2.8). The proof of (2.5) is similar and so is omitted. Thus, we have the theorem.

Theorem 2. Let $D$ be the subset of $R^{d}$ defined by

$$
D=\left\{\left(x_{1}, \ldots, x_{d}\right): x_{i} \leqq c_{i}(i=1, \ldots, d)\right\}
$$

Further, for any s, let

$$
D_{s}=\left\{\left(x_{1}+s, \ldots, x_{d}+s\right):\left(x_{1}, \ldots, x_{d}\right) \in D\right\}
$$

If $E\left\|\xi_{j}\right\|^{r} \leqq M_{0}$ for some $r>0$ and for all $j$, then

$$
\begin{gather*}
P\left(\sum_{i=1}^{k} Z_{n, i} \in D_{-\varepsilon}\right)-P\left(n^{-1 / r}\left\|S_{n}^{\prime}\right\| \geqq \varepsilon\right)-2 k \beta(q) \leqq P\left(n^{-1 / r} S_{n} \in D\right) \\
\quad \leqq P\left(\sum_{i=1}^{k} Z_{n, i} \in D_{\varepsilon}\right)+P\left(n^{-1 / r}\left\|S_{n}^{\prime}\right\| \geqq \varepsilon\right)+2 k \beta(q) \tag{2.9}
\end{gather*}
$$

for any $\varepsilon>0$ and for all $n$ sufficiently large. Here, $Z_{n . i}(i=1, \ldots, k)$ are independent random vectors such that for each $i(1 \leqq i \leqq k) Z_{n, i}$ has the same df as that of $\eta_{i}$ defined by

$$
\begin{equation*}
\eta_{i}=n^{-1 / r} \sum_{j=1}^{p} \xi_{(i-1)(p+q)+j} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{n}^{\prime}=\sum_{i=1}^{k} \sum_{j=1}^{q} \xi_{k(p+q)+j} \tag{2.11}
\end{equation*}
$$

and $p, q, k$ are integers such that $1 \leqq q<p<n / 2, k=[n /(p+q)]$.
Proof. We note that for any $\varepsilon>0$

$$
\begin{align*}
& P\left(\sum_{i=1}^{k} \eta_{i} \in D_{-\varepsilon}\right)-P\left(n^{-1 / r}\left\|S_{n}^{\prime}\right\| \geqq \varepsilon\right) \leqq P\left(n^{-1 / r} S_{n} \in D\right) \\
& \quad \leqq P\left(\sum_{i=1}^{k} \eta_{i} \in D_{\varepsilon}\right)+P\left(n^{-1 / r}\left\|S_{n}^{\prime}\right\| \geqq \varepsilon\right) \tag{2.12}
\end{align*}
$$

Using the method in the proof of Theorem 1 we have

$$
\begin{equation*}
P\left(\sum_{i=1}^{k} \eta_{i} \in D_{-\varepsilon}\right) \geqq P\left(\sum_{i=1}^{k} Z_{n, i} \in D_{-\varepsilon}\right)-2 k \beta(q) \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\sum_{i=1}^{k} \eta_{i} \in D_{\varepsilon}\right) \leqq P\left(\sum_{i=1}^{k} Z_{n, i} \in D_{\varepsilon}\right)+2 k \beta(q) . \tag{2.14}
\end{equation*}
$$

Thus, from (2.12)-(2.14), we have the theorem.
For the distribution of the maximum of sums, the following theorem holds.
Theorem 3. Let $z$ be any positive number. Then, for any positive integer $m(\leqq n)$, the following inequalities hold:
(i) for any integer $d(\geqq 1)$

$$
\begin{equation*}
P\left(\max _{1 \leqq i \leqq n}\left\|S_{i}\right\| \geqq z\right) \leqq \sum_{j=1}^{m} P\left(\max _{1 \leqq i \leqq n}\left\|T_{n, i}^{(j)}\right\| \geqq m^{-1} z\right)+4 n \beta(m), \tag{2.15}
\end{equation*}
$$

(ii) for $d=1$

$$
\begin{equation*}
P\left(\max _{1 \leqq i \leqq n} S_{n} \geqq z\right) \leqq \sum_{j=1}^{m} P\left(\max _{1 \leqq i \leqq n} T_{n, i}^{(j)} \geqq m^{-1} z\right)+4 n \beta(m) . \tag{2.16}
\end{equation*}
$$

Here, for each $i(\geqq 1)$

$$
\begin{equation*}
T_{n, i}^{(j)}=Y_{j}+\cdots+Y_{j+k_{i, j} m} \quad(j=1, \ldots, m) \tag{2.17}
\end{equation*}
$$

and $k_{i, j}$ and $\left\{Y_{j}\right\}$ are the ones defined in Theorem 1.
Proof. We shall prove (2.15). Define $S_{i}^{(j)}$ by (2.6). Then

$$
P\left(\max _{1 \leqq i \leqq n}\left\|S_{i}\right\| \geqq z\right)=P\left(\max _{1 \leqq i \leqq n}\left\|\sum_{j=1}^{m} S_{i}^{(j)}\right\| \geqq z\right) \leqq \sum_{j=1}^{m} P\left(\max _{1 \leqq i \leqq n}\left\|S_{i}^{(j)}\right\| \geqq m^{-1} z\right)
$$

For each $j(1 \leqq j \leqq m)$, let $B_{j}$ be the Borel subset of the $k_{n, j} d$-dimensional Euclidean space defined by

$$
B_{j}=\left\{\left(x_{1}, \ldots, x_{k_{n, j}}\right): \max _{1 \leqq i \leqq n}\left\|x_{j}+x_{j+m}+\cdots+x_{j+k_{i, j} m}\right\| \geqq m^{-1} z\right\}
$$

and put

$$
h_{j}\left(x_{1}, \ldots, x_{k_{n, j}}\right)= \begin{cases}1 & \text { if }\left(x_{1}, \ldots, x_{k_{n, j}}\right) \in B_{j} \\ 0 & \text { otherwise } .\end{cases}
$$

Then, as in the proof of Theorem 1, we have

$$
\begin{aligned}
& P\left(\max _{1 \leqq i \leqq n}\left\|\xi_{j}+\xi_{j+m}, \ldots, \xi_{j+k_{i, j m}}\right\| \geqq m^{-1} z\right)=E h_{j}\left(\xi_{j}, \xi_{j+m}, \ldots, \xi_{j+k_{i, j} m}\right) \\
& \quad \leqq \int_{R^{k i, j} d} \cdots \int_{j}\left(x_{1}, \ldots, x_{k_{i, j}}\right) d F_{j}\left(x_{1}\right) \ldots d F_{j+k_{i, j m}}\left(x_{k_{i, j}}\right)+2 k_{n, j} \beta(m) \\
& \quad=P\left(\max _{1 \leqq i \leqq n}\left\|T_{n, i}^{(j)}\right\| \geqq m^{-1} z\right)+2 k_{n, j} \beta(m) .
\end{aligned}
$$

From (2.18) and (2.19), we have (2.15). The proof of (2.16) is similar and so is omitted.

## 3. Further Inequalities

## (I) Bernstein's Inequalities

For absolutely regular sequences of bounded random vectors with $\beta(n)$, the followings hold:

Theorem 4. Let $\left\{\xi_{i}\right\}$ be a strictly stationary, absolutely regular sequence of $d$ dimensional random vectors such that $\left\|\xi_{i}\right\| \leqq M_{0}$ and $E \xi_{i}=0$. Then, for the normalized sum $n^{-\frac{1}{2}} S_{n}$, the following inequalities hold when $n$ is sufficiently large:
(i) If $d=1$, then for $0<r<\left(\sigma_{0}^{2} / M_{0}\right) n^{\frac{1}{2}}$

$$
\begin{equation*}
P\left(n^{-\frac{1}{2}}\left|S_{n}\right| \geqq r\right) \leqq 2 m \exp \left\{-\frac{\left(m^{-\frac{1}{2}} r\right)}{2 \sigma_{0}^{2}}\left(1-\frac{M_{0} r}{\sigma_{0}^{2}(m n)^{\frac{1}{2}}}\right)\right\}+4 n \beta(m) \tag{3.1}
\end{equation*}
$$

and for $r \geqq\left(\sigma_{0}^{2} / M_{0}\right) n^{\frac{1}{2}}$

$$
\begin{equation*}
P\left(n^{-\frac{1}{2}}\left|S_{n}\right| \geqq r\right) \leqq 2 m \exp \left\{-\frac{r n^{\frac{1}{2}}}{2 M_{0} m^{\frac{1}{2}}}\right\}+4 n \beta(m) \tag{3.2}
\end{equation*}
$$

where $\sigma_{0}^{2}=\operatorname{Var}\left(\xi_{1}\right)>0$.
(ii) If $d \geqq 1$, then

$$
\begin{equation*}
P\left(\left\|n^{-\frac{1}{2}} S_{n}\right\| \geqq r\right) \leqq 2 m M_{1} \exp \left\{-\frac{r^{2}}{8 e^{2} M_{0}^{2} m}\right\}+4 n \beta(m) \tag{3.3}
\end{equation*}
$$

where $M_{1}$ is a constant depending only on $M_{0}$ and $E\left\|\xi_{1}\right\|^{2}$ (cf. Theorem in [11]).
Corollary. Let $\left\{\xi_{i}\right\}$ be a strictly stationary, absolutely regular sequence of zero-onevalued random variables such that

$$
\begin{equation*}
P\left(\xi_{i}=0\right)=1-P\left(\xi_{i}=1\right)=1-z, \quad 0<z<1 . \tag{3.4}
\end{equation*}
$$

If $\beta(n)=O\left(e^{-\gamma n}\right)$ for some $\gamma>0$, then

$$
\begin{equation*}
P\left(\left|S_{n}-n z\right| \geqq t\right) \leqq M(\log n) e^{-h}+4 n \beta(c \log n) \tag{3.5}
\end{equation*}
$$

for all $t>0$, where $c$ is a positive number and

$$
\begin{equation*}
h=t^{2}(\log n)^{-2}[2\{n z(1-z)+(t / 3 \log n) \max (z, 1-z)\}]^{-1} \tag{3.6}
\end{equation*}
$$

The proofs of Theorem 4 and its corollary are easily obtained from Bernstein's inequalities and Theorem 1.

Using this corollary, from Bahadur's result in [1] we can obtain analogous results to Sen's ones on Bahadur's representation in [12].

## (II) An Estimate for Tail Probabilities of Sums

Using Theorem 17.11 in [3] and Theorem 1, we have an estimate for tail probabilities of sums.
Theorem 5. Let $\left\{\xi_{n}\right\}$ be a strictly stationary, absolutely regular d-dimensional random vectors having zero means and $E\left\|\xi_{1}\right\|^{s}<\infty$ for some integer $s \geqq 3$. Let

$$
\begin{align*}
& V=\operatorname{cov}\left(\xi_{1}\right), \quad \lambda_{*}=\text { smallest eigenvalue of } V, \\
& \lambda^{*}=\text { largest eigenvalue of } V, \quad \rho_{r}=E\left\|\xi_{1}\right\|^{s}  \tag{3.7}\\
& \Delta_{s}=\inf _{0 \leqq \delta \leqq 1}\left[\varepsilon \lambda_{*}^{-\frac{s}{2}} \int_{\left\{\|x\| \leqq \lambda^{\frac{1}{2}} \varepsilon n^{\frac{1}{2}}\right\}}\|x\|^{s} d F(x)+\lambda_{*}^{-\frac{s}{2}} \int_{\left\{\|x\| \leqq \lambda^{\frac{1}{2}} e n^{\left.\frac{1}{2}\right\}}\right.}\|x\|^{s} d F(x)\right] .
\end{align*}
$$

If $\beta(n)=O\left(e^{-\gamma n}\right)$ for some $\gamma>0$, then for any $\delta>0$

$$
\begin{align*}
& \sup _{a \geqq((s-2+\delta) \log n)^{\frac{1}{2}}}\left\{a^{s}(\log n)^{-1} P\left(\left\|n^{-\frac{1}{2}} S_{n}\right\| \geqq \lambda^{* \frac{1}{2}} a(\log n)^{\frac{1}{2}}\right)\right\} \\
& \leqq M n^{-(s-2) / 2}\left(\Delta_{s}+o(1)\right) . \tag{3.8}
\end{align*}
$$

(III) Remark. Using Lemma and Theorems 1-2 we can easily obtain many other probability inequalities for partial sums of absolutely regular process such as Nagaev-Fuk type inequalities (see [5]).

## 4. Central Limit Problems

Theorem 6. Let $\left\{\xi_{i}\right\}$ be a (not necessarily, strictly stationary) absolutely regular sequence of random variables with $\beta(n)$. Assume that $E \xi_{i}^{2} \leqq M_{0}$ for all $i$. Assume that there are functions $p=p(n), q=q(n)$ and $k=k(n)$ satisfying the following conditions for every $\varepsilon>0$ : as $n \rightarrow \infty$

$$
\begin{equation*}
\text { (i) } p \rightarrow \infty, k=[n /(p+q)] \rightarrow \infty, k \beta(q) \rightarrow 0 \text { and } p^{-1} q^{2} \rightarrow 0 \tag{4.1}
\end{equation*}
$$

(ii) $\sum_{j=1}^{k} \int_{|x| \geqq \varepsilon} d V_{n j}(x) \rightarrow 0$,

$$
\begin{align*}
& \text { (iii) } \sum_{j=1}^{k}\left\{\int_{|x|<\varepsilon} x^{2} d V_{n j}(x)-\left(\int_{|x|<\varepsilon} x d F_{n j}(x)\right)^{2}\right\} \rightarrow \sigma^{2}  \tag{4.3}\\
& \text { (iv) } \sum_{j=1}^{k} \int_{|x|<\varepsilon} x d V_{n j}(x) \rightarrow a \tag{4.4}
\end{align*}
$$

where $\varepsilon>0$ is arbitrary and

$$
\begin{equation*}
V_{n j}(x)=P\left((k p)^{-\frac{1}{2}} \sum_{i=1}^{p} \xi_{(j-1)(p+q)+i} \leqq x\right) \quad(j=1, \ldots, k) \tag{4.5}
\end{equation*}
$$

Then the distribution of $n^{-\frac{1}{2}} S_{n}$ will converge weakly to the normal distribution $N\left(a, \sigma^{2}\right)(c f$. Theorem 18.4.1 in [7]).

Proof. Using the method in the proof of Theorem 1, we have that for any $\varepsilon>0$

$$
\begin{align*}
P\left(\left|S_{n}^{\prime}\right|\right. & \left.\geqq 2 \varepsilon n^{\frac{1}{2}}\right) \\
& =P\left(\left|\sum_{j=1}^{k-1} \sum_{i=1}^{q} \xi_{(j-1)(p+q)+p+i}+\sum_{i=(k-1)(p+q)+p+1}^{n} \xi_{i}\right| \geqq 2 \varepsilon n^{\frac{1}{2}}\right) \\
& \leqq P\left(\left|\sum_{j=1}^{k-1} \sum_{i=1}^{q} \xi_{(j-1)(p+q)+p+i}\right| \geqq \varepsilon n^{\frac{1}{2}}\right)+P\left(| |_{i=(k-1)(p+q)+p+1} \xi_{i} \left\lvert\, \geqq \varepsilon n^{\frac{1}{2}}\right.\right) \\
& \leqq P\left(\left|\sum_{j=1}^{k-1} Y_{j}^{\prime}\right| \geqq \varepsilon n^{\frac{1}{2}}\right)+4 k \beta(q)+P\left(\left|\sum_{i=(k-1)(p+q)+p+1}^{n} \xi_{i}\right| \geqq \varepsilon n^{\frac{1}{2}}\right) \tag{4.6}
\end{align*}
$$

where $Y_{j}^{\prime}$ are i.i.d. random variables such that

$$
P\left(Y_{j}^{\prime} \leqq y\right)=P\left(\sum_{i=1}^{q} \xi_{(j-1)(p+q)+p+i} \leqq y\right) \quad(j=1, \ldots, k-1)
$$

Since $E Y_{j}^{\prime 2} \leqq M_{0} q^{2}$, so from (i)

$$
\begin{equation*}
P\left(\left|\sum_{j=1}^{k-1} Y_{j}^{\prime}\right| \geqq \varepsilon n^{\frac{1}{2}}\right) \leqq \frac{1}{\varepsilon^{2} n} \sum_{j=1}^{k} E Y_{j}^{\prime 2} \leqq M \frac{k q^{2}}{n} \rightarrow 0 \tag{4.7}
\end{equation*}
$$

It is obvious from (i) that $k \beta(p) \rightarrow 0$ as $n \rightarrow \infty$. On the other hand, if necessarily, repeating the above procedure, we can prove that

$$
\begin{equation*}
P\left(\left|\sum_{i=(k-1)(p+q)+p+1}^{n} \xi_{i}\right| \geqq \varepsilon n^{\frac{1}{2}}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{4.8}
\end{equation*}
$$

Using the notation in Theorem 2, from (2.9) we have that for every $\varepsilon>0$

$$
\begin{align*}
\mid P\left(S_{n} \leqq\right. & \left.x n^{\frac{1}{2}}\right)-\Phi_{a}(x) \mid \\
\leqq & \max \left\{\left|P\left(\sum_{i=1}^{k} Z_{n, i} \leqq x-2 \varepsilon\right)-\Phi_{a}(x)\right|,\left|P\left(\sum_{i=1}^{k} Z_{n, i} \leqq x+2 \varepsilon\right)-\Phi_{a}(x)\right|\right\} \\
& +P\left(\left|S_{n}^{\prime}\right| \geqq 2 \varepsilon n^{\frac{1}{2}}\right)+2 k \beta(q) \tag{4.9}
\end{align*}
$$

where

$$
\Phi_{a}(x)=\int_{-\infty}^{x} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-a)^{2}}{2 \sigma^{2}}} d t
$$

Since

$$
P\left(Z_{n, j} \leqq z\right)=V_{n, j}(z) \quad(j=1, \ldots, k)
$$

so from condition (ii)-(iv) and Theorem 15, Chapter 4 in [9]

$$
\begin{equation*}
P\left(\sum_{i=1}^{k} Z_{n, i} \leqq z\right) \rightarrow \Phi_{a}(z) \quad \text { as } n \rightarrow \infty \tag{4.10}
\end{equation*}
$$

As $\Phi_{a}(z)$ is continuous, $\varepsilon>0$ is arbitrary and by assumption $k \beta(q) \rightarrow 0$ as $n \rightarrow \infty$, so from (4.7)-(4.9) we have the theorem.

Corollary. Let $\left\{\xi_{i}\right\}$ be a (not necessarily strictly stationary) absolutely regular sequence of random variables with $E \xi_{i}=0$ and $E \xi_{i}^{2} \leqq M_{0}<\infty(i=0, \pm 1, \pm 2, \ldots)$. Suppose that there exists a positive number $\sigma^{2}$ such that as $n \rightarrow \infty$

$$
\begin{equation*}
E\left(\sum_{i=1}^{m} \xi_{j+i}\right)^{2}=n \sigma^{2}(1+o(1)) \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \varlimsup_{n \rightarrow \infty} \int_{|z|>N} z^{2} d F_{n}^{(j)}(z)=0 \tag{4.12}
\end{equation*}
$$

hold uniformly for all $j(j=0,1,2, \ldots)$, where for each $j F_{n}^{(j)}(z)$ denotes the df of the random variable $n^{-\frac{1}{2}} \sum_{i=1}^{n} \xi_{j+i}$. Then

$$
\begin{equation*}
\frac{1}{n^{\frac{1}{2}} \sigma} \sum_{i=1}^{n} \xi_{i} \xrightarrow{\mathscr{Q}} N(0,1) \tag{4.13}
\end{equation*}
$$

(cf. [10]).
Proof. We use the same notations in the proof of Theorem 7. Let $p, q$ and $k$ are some functions of $n$ which satisfy (4.1). Firstly, we note that from (4.11) and (4.12)

$$
\sum_{j=1}^{k} \int_{|x| \geqq \varepsilon} x^{2} d V_{n j}(x)=\sum_{j=1}^{k} k^{-1} \int_{|z| \geqq \varepsilon k^{\frac{1}{2}}} z^{2} d F_{p}^{((j-1)(p+q))}(z) \rightarrow 0
$$

as $n \rightarrow \infty$.
Thus, (4.2) is satisfied obviously. Further, since $E \xi_{i}=0(i=1,2, \ldots)$, so by (4.14)

$$
\begin{equation*}
\sum_{j=1}^{k}\left|\int_{|x|<\varepsilon} x d V_{n j}(x)\right|=\sum_{j=1}^{k}\left|\int_{|x| \geqq \varepsilon} x d V_{n j}(x)\right| \leqq \varepsilon^{-1} \sum_{j=1}^{k} \int_{|x| \geqq \varepsilon} x^{2} d V_{n j}(x) \rightarrow 0 \tag{4.15}
\end{equation*}
$$

as $n \rightarrow \infty$, which implies (4.4) with $a=0$.

Finally, from (4.11) and (4.14)

$$
\begin{align*}
& \sum_{j=1}^{k} \int_{|x|<\varepsilon} x^{2} d V_{n j}(x) \\
& \quad=\sum_{j=1}^{k}\left\{\int x^{2} d V_{n j}(x)-\int_{|x| \geqq \varepsilon} x^{2} d V_{n j}(x)\right\} \\
& \quad=k^{-1} \sum_{j=1}^{k} E\left|p^{-\frac{1}{2}} \sum_{i=1}^{p} \xi_{(j-1)(p+q)+i}\right|^{2}-\sum_{j=1}^{k} \int_{|x| \geqq \varepsilon} x^{2} d V_{n j}(x) \rightarrow \sigma^{2} \tag{4.16}
\end{align*}
$$

as $n \rightarrow \infty$. Hence, from Theorem 6, the desired conclusion follows.
Remark. Let $\left\{\xi_{i}\right\}$ be a strictly stationary, absolutely regular sequence of random variables with $E \xi_{i}=0$ and $E\left|\xi_{i}\right|^{4+\delta}<\infty$. Assume that $\beta(n)=O\left(e^{-\gamma n}\right)$ for some $\gamma>0$. Then, if we put $p=\left[n^{\frac{1}{2}}\right], q=[c \log n](c \gamma>1)$ and $k=[n /(p+q)]$, we can easily cheque the conditions (4.11) and (4.12) and so (4.13) holds. (It is known that (4.13) holds under more less restrictive condition (see [6]).) In this case, we can easily show that

$$
\begin{equation*}
\left|\operatorname{Var}\left(\sum_{i=1}^{n} \xi_{i}\right)-n \sigma^{2}\right|=O(1) \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\sum_{i=1}^{n} \xi_{i}\right)^{4} \leqq K n^{2} \tag{4.18}
\end{equation*}
$$

So, using (4.17), (4.18), Theorems 2 and 5, we can prove that

$$
\begin{equation*}
\sup _{x}\left|P\left(\frac{\sum_{i=1}^{n} \xi_{i}}{\sqrt{n} \sigma}<x\right)-\Phi_{0}(x)\right|=O\left(n^{-\frac{1}{4}}(\log n)^{\frac{3}{2}}\right) . \tag{4.19}
\end{equation*}
$$

But, Stein (Corollary 3.2 in [13]) showed that the left-hand side of (4.19) is bounded by $A n^{-\frac{1}{2}}(\log n)^{2}$ under the slightly restrictive moment condition. It seems impossible that we can obtain the Stein's order $n^{-\frac{1}{2}}(\log n)^{2}$ using the above described method.

## 5. Convergence Rates in the Law of Large Numbers

In this section, we assume that $\left\{\xi_{n}\right\}$ is a strictly stationary, absolutely regular sequence of random variables with $d f F$ and function $\beta(n)=O\left(e^{-\gamma n}\right)$ for some $\gamma>0$.
Theorem 7. Let $t \geqq 0$. If

$$
\begin{equation*}
P\left(\left|\xi_{1}\right| \geqq n\right)=o\left(n^{-t-1}\right) \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{|x|<n} x d F(x)=o(1) \tag{5.2}
\end{equation*}
$$

then for every $\varepsilon>0$

$$
\begin{equation*}
P\left(\left|\frac{S_{n}}{n}\right| \geqq \varepsilon\right)=o\left(n^{-t}(\log n)^{t+1}\right) \tag{5.3}
\end{equation*}
$$

If (5.1) with $t>0$ and (5.2) hold, then for every $\varepsilon>0$

$$
\begin{equation*}
P\left(\sup _{k \geqq n}\left|\frac{S_{k}}{k}\right| \geqq \varepsilon\right)=o\left(n^{-t}(\log n)^{t+1}\right) \tag{5.4}
\end{equation*}
$$

Proof. (5.3) is obvious from Theorem 27, Chapter 9 in [9] and Theorem 1.
To prove (5.4), let $2^{i_{0}-1} \leqq n<2^{i_{0}}$. Let $c$ be a positive integer such that

$$
\begin{equation*}
\beta(c \log n)=o\left(n^{-t-2}\right) . \tag{5.5}
\end{equation*}
$$

From Theorem 3 and (5.5), we have that for every $\varepsilon>0$

$$
\begin{align*}
& n^{t}(\log n)^{-t-1} P\left(\sup _{k \geqq n}\left|\frac{S_{k}}{k}\right| \geqq \varepsilon\right) \\
& \quad \leqq n^{t}(\log n)^{-t-1} P\left(\sup _{i \geqq i_{0}} \max _{2^{i-1} \leqq k<2^{i}}\left|\frac{S_{k}}{k}\right| \geqq \varepsilon\right) \\
& \quad \leqq n^{t}(\log n)^{-t-1} \sum_{i=i_{0}}^{\infty} P\left(\max _{1 \leqq k \leqq 2^{i}}\left|S_{k}\right| \geqq 2^{i-1} \varepsilon\right)  \tag{5.6}\\
& \leqq n^{t}(\log n)^{-t-1} \sum_{i=i_{0}}^{\infty}\left\{\sum_{j=1}^{\left\{c \log 2^{i^{\prime}}\right]} P\left(\max _{1 \leqq k \leqq 2^{i}}\left|T_{2^{i}, k}^{(j)}\right| \geqq 2^{i-1} \varepsilon\left(c \log 2^{i}\right)^{-1}\right)\right. \\
& \left.\quad+2^{i+2} \beta\left(c \log 2^{i}\right)\right\} \\
& \leqq n^{t}(\log n)^{-t-1} \sum_{i=i_{0}}^{\infty} \sum_{j=1}^{[c \log n]} P\left(\left|T_{2^{2}, k}^{(j)}\right| \geqq 2^{i-1} \varepsilon\left(c \log 2^{i}\right)^{-1}\right)+o(1) \\
& \leqq M \sum_{i=i_{0}}^{\infty}\left(\frac{\log 2^{i}}{\log 2^{i 0}}\right)^{t+1} 2^{-t\left(i-i_{0}\right)} \frac{1}{\log 2^{i}} \sum_{j=1}^{\left[c \log 2^{i}\right]}\left(\frac{2^{i}}{\log 2^{i}}\right)^{t} \cdot P\left(\left|T_{2^{\prime}, k}^{(j)}\right|\right. \\
& \left.\quad \geqq 2^{i-1} \varepsilon\left(c \log 2^{i}\right)^{-1}\right)+o(1) \\
& =I_{1}+o(1), \quad(\mathrm{say}) .
\end{align*}
$$

Let $\delta$ be a positive number. We choose $i_{0}$ so that

$$
\begin{equation*}
n^{t} P\left(\left|\frac{S_{n}^{*}}{n}\right| \geqq \frac{\varepsilon}{2}\right)<\delta \tag{5.7}
\end{equation*}
$$

for $n \geqq 2^{i_{0}-1}\left(\log 2^{i_{0}-1}\right)^{-1}$, where $S_{n}^{*}$ is the sum of i.i.d. random variables, each of them having the same $d f$ as that of $\xi_{1}$. (The existence of such $i_{0}$ is easily verified by Theorem 27, Chap. 9 in [9].) Then, from (5.7)

$$
\begin{equation*}
I_{1} \leqq M \sum_{i=i_{0}}^{\infty}\left(\frac{\log 2^{i}}{\log 2^{i_{0}}}\right) 2^{-t\left(i-i_{0}\right)} \delta \leqq M \delta \frac{2^{t^{\prime}}}{2^{t^{\prime}}-1} \tag{5.8}
\end{equation*}
$$

where $0<t^{\prime}<t$. Thus, from (5.6) and (5.8)

$$
n^{t}(\log n)^{-t-1} P\left(\sup _{k \geqq n}\left|\frac{S_{k}}{k}\right| \geqq \varepsilon\right) \rightarrow 0
$$

which implies (5.4), and the proof is completed.
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