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Summary. Let {S,} be any non-trivial random walk on the integers. Then,
almost surely, for all p=>1, for any probability space X, for any mixing
automorphism T on X, for all feL (X),

= |

Y fTSmE(f) in LX),

Let T be an automorphism (that is, a bimeasurable measure-preserving bijec-
tion) of a probability space (X, Z,m). Let {S,}¥ denote a random walk on the

integers (that is, S,=0, S,= ) X, where {X;} are independent identically
i=1
distributed integer-valued random variables) and P be the probability measure
associated with the random walk. Assume P(S, =0)=%1 and 1 Sp < 0.
As a consequence of the random mean ergodic theorem [4,7], if T is totally
ergodic:

1 n
(A) VfeL,(X) P(Z Y foTS"«—L"—>E(f)> =1
i=1
If X (and hence L (X)) is separable, then it follows easily from (A) that:
By P (v;@ 1VfeL , (X) 1 > foTSi——i’—> E(f)) =1,
Bi—y

As a result of the recent work of Reich (Theorem 6.3 of [5]), if the X, are
positive and possess finite mean, then:

(C) P (Vpgl V weakly mixing T on any probability space X

VfeL (X) %Z foTSi—tr, gy f))zl.
i=1
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In contradistinction to (A) or (B), (C) asserts that the set of probability one for
which convergence takes place does not depend upon p, X, T or f.

The objective of this note is to demonstrate that (C) is valid for arbitrary
one-dimensional random walk provided T is mixing. The proof given is similar
in spitit to that of Blum and Hanson [1]. For the sake of completeness, a direct
proof of (C) for random walk having finite first absolute moment is also
provided.

Lemma 1. Let T be an ergodic automorphism of a non-atomic probability space
(X,Z,m), ¢>0, M=1. Then there exists Aec% such that 0<m(A)<e and
m(TH(A)NA) = (1 —e)m(A) for ~MZi<M.

Proof. Choose n so large that (n—2M)/n>1-—¢. Then, according to Rohlin’s
theorem, there exists a set Fe& such that {T~'F|1 <i<n} are pairwise disjoint

and nm(F)>1—¢. Choose G <F such that 0<m(G)<e¢/n. Let A=) T7'G. O
i=1

Lemma 2. Let {S,} be a random walk on the integers and let M =1. Define the

1
random variable Ln=n—2card {@NIS;—Si=M, 15i,j<n}. Then L, -0 as.

Proof. Let 0<e<3. Since L, 20, it suffices to show that P(limsupL, <e)=1. Let
T be any totally ergodic automorphism of a non-atomic probability space
(X, Z,m). As a consequence of Lemma 1, there exists 4% such that 0 <m(4) <e
and m(T'A]A)=1—¢ for —M <i< M. Let f denote the characteristic function of
A. Invoking the random mean ergodic theorem and noting that the family {T**}

n

LY. feT ()

2 i=1

ad 28 )z =(m(4))?* as.

of transformations is ergodic yields —0 a.s. Hence

1 n
- o TSt
. i;f :

Now, a simple calculation shows:

|

Thus

12 2 1
=2 feT™) =—
hiy

2 n

PIRTAE L

1
25 Y KASTH S0, j<n,IS,~S | S M).
n

1
(m(4))* 21im SUPn-ZZ{<ﬁf°TS"‘S’>I1 Sij=nlS,—S|=M}
=(1—¢e)m(4A)limsupL, as.

So, limsup L, £m(A)/(1—g)<2¢ as. [

Theorem 1. Let {S,} be a one-dimensional random walk. Then, with probability
one, for any mixing automorphism T of a probability space X, for all p=1, for all
JeL,(X),
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foTS—"2 E(f),

S| =

s

i=1

n

1
Proof. Let E, denote the event: —5card{(i, /)|l £i,j<n and |S;—S =M} —0; let
n

E= () E,. Lemma 2 asserts that each E,, occurs as.; hence E occurs a.s. Let
M=1
feL,(X),E(f)=0. Then, if E occurs,

L3 T =E()

12 *

:(—z > <f,f°TSi‘S’>) =0
2 Ry i=1
since T is mixing. For arbitrary gelL,(X), replace g by g—E(g). To show
convergence in L (X), p+2, a standard approximation argument will
succeed. [

Lemma 3. Assume the random walk {S,} possesses finite first absolute moment.
Then there exists a set C of probability one such that, for each weC, for every
sequence f of positive integers having zero density,

L card (5 )5 )~ S (@)ef, 1 1 <n} 0.

Proof. Let O0<e<1. Applying the strong law of large numbers and Lemma 2,
there exists a set C of probability one such that for any we C there exist integers

1
K and L satisfying [S (w)<Kn for all n=1 and njcard{(i,j)HS,.(a))

—Siw)lz1,1£i,j<n}>1~¢ for all n=L. Hence, for any weC and for each
n= L, there exists a subset G, of {1,2,...,n} such that cardG,=(1—¢)n and
Si(w)=*S(w) whenever i and j are distinct elements of G,. Let 4;(w)=|S(w)
—S(w)|; note that A,(w)<2Kn if i,j<n. A simple counting argument shows
that, for any integer p, card{(i,j)li,jeG,, 4, (w)=p} £2n. Thus, for each weC
and any sequence f={f;} of zero density,

1 . ..
;lfcard {(lJJ)’Al](w)eﬂ’ 1 _S:lajgn}
1
gn—z((Zs—ez)nz—{— 2ncard {i|B; £2Kn})

1
=2¢—e*+4K (%card{ilﬁi§2Kn})~>28—82. O
2Kn

Theorem 2. Let {S,} be a one-dimensional random walk on the integers having
finite first absolute moment. Then, with probability one, for any weakly mixing
automorphism T of a probability space X, for all p=1, for all feL,(X),

1 n
o X ST B
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Proof. Choose C to be the set of probability one defined in Lemma 3. Let (T, X)
be a weakly mixing dynamical system and let f be any simple function on X.
Then there exists a sequence f§ of positive integers having zero density such that,
if |a,|¢p and |a,|— oo, then lim {f,foT*>=0. If weC then, arguing as in the

n— oo

12 . . .
proof of Theorem 1, - Y. foT*“ - E(f) in L,. A routine approximation
i=1

argument completes the proof of this theorem. [
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