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Summary. A non-uniform estimate of the rate of convergence in the central 
limit theorem for m-dependent random fields is obtained extending the 
work of Maejima (1978) for m-dependent random variables. 

1. Introduction 

Let z k={z :  Z=(Zl,Z2, ...,Zk) , z i~Z  , the set of integers} and for any z ~ Z  k, de- 
fine l[zll=max{lziI, l < i < k } .  For any subsets V 1 and V 2 in Z ~, define d(V1, V2) 
=inf{llz wll:z~Wl,w~V2}. Consider the random field {~(z)} with index 
z ~ Z k. Suppose that E[~(z )J=0  and Var [~(z)]< oo for all z ~ Z  k. Let re(V) be 
the smallest a-algebra with respect to which {~(z): z~V} are measurable for 
any subset V c Z  k. The random field {r z ~ Z  k} is said to be m-dependent if 
the a-algebras re(V1) and re(V2) are independent whenever d(V 1, V2)> m. 

Central limit theorems for m-dependent random fields were obtained in Ro- 
sen (1969) and Zolotukhina and Chugueva (1973). An estimate of the rate of 
convergence in the central limit theorem for m-dependent random fields is ob- 
tained by Leonenko (1975). Our aim in this paper is to obtain a nonuniform 
estimate for the rate of convergence in the central limit theorem for m-de- 
pendent random fields. Recently Maejima (1978) obtained a non-uniform es- 
timate in the central limit theorem for m-dependent random variables and 
Shergin (1976) obtained a uniform estimate for the same problem. 

2. Some Lemmas 

L e m m a l .  For any two random variables X and Y such that 0 < E ( X 2 ) < ~ c ,  
0 < E ( X  + y)2 < oe, the following inequality holds: 

E(x2) 1 <_2 f, E(52) 2; 
! e ( x  + r) ~ I- (E(X+r))  

Proof. Obvious. 
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Lemma 2. If, for a sequence of random variables X1,  X2,  ... , Xk, E IX i 12 +a< 09, 
E X  i = O, 1 <_ i <_ k for some 6 >= O, then 

k 
ElXl  +...+XklZ+a<= kl+a ~ E[Xj] 2+a. 

j = l  

In particular, if supEIXilZ+a<=M < 09, then 
i 

E ] X  1 + ... + Xk[2+a<=Mk 2+a. 

Proof. Follows from extension of Cr-inequality (cf. Lo6ve (1963)). 

Lemma 3. Let X1,  X2,  ..., X , ,  be an m-dependent sequence of random variables 
with E X i = O  and E[Xi12+a<09 for some c~>O. Then there exists a constant 
C o > 0 such that 

E IX1 -~-....q-Xnl2+6~ Ca(m-{- 1) 1 +a/2 n6/2 ~ E [Xj[ 2+6 
j = l  

for all n. In particular, if sup E l Xjl2+a< 09, then 

E IX 1 + . . .  +Xn] 2 + a ~  C~n 1+a/2 

for all n> 1. 

Proof. Follows from a result in Shergin (1976). 

Lemma 4. Let X and Y be random variables and F(x) and H(x) be the distribu- 
tion functions of X and X + Y respectively. Let c~ > O. I f  

K 
IF(x)-  q~(x)l < 

= (1 + Ixl) ~ 

where K > 0, then for any 0 < g < �89 and .for all x, there exists C > 0 such that 

c --) 
I H ( x ) -  r < (1 + txl) ~ 

where g)(.) is the standard normal distribution function. 

Proof. See Maejima (1978). 

3. Main Theorem 

Let {~(z): z ~ Z  k} be an m-dependent random field as defined in Sect. 1. Let 

(~ ~ z i ~ n  i] 
s . . . . . . . . . . . .  (3.ot 

where {...} denotes that the summation later is carried out over the set of 
indices contained in {...}. Note that 

E(S ............ )=0 .  (3.1) 
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Define 

B ........ ~ = Var (S,, , ,  2 ....... ) (3.2) 

and 

F. . . . . . . . .  (x)=P . ( 3 . 3 )  

Let 

A ......... (x) = IF,, ....... (x) - 45 (x)] (3.4) 

and h = m i n ( n  1 . . . .  , nk). 

Theorem 1. Suppose the following conditions are satisfied: 

(i) E I~(z)lZ+a < M  < ~ (3.5) 

for some 0 < 6 < 6 0  and for all z ~ Z  k where 60 is the positive root of 6 2 + 2 6 - 2  
~ 0 .  

(ii) lim inf B ........ ~ > 0. (3.6) 
~ o o  h i ' . . .  ' n  k 

Then there exists a constant C > 0 independent of x and hi, 1 <-i < k such that 

C 
A ......... (x) < {rain (ni, 1 < i < k)} -~ (3.7) 

= ( l + t x l )  2+~ 
where 

6(6+2) 
2(62-1-4 ~5 +2)  " 

Before we give a p roof  of  this theorem, we shall first state and prove an 
extension of  L e m m a  3 to m-dependent  r a n d o m  fields. 

L e m m a 5 .  Let {{(z): z s Z  k} be an m-dependent random field as defined above 
and Sn=_S ........ ~ be given by (3.0). Suppose that (3.5) holds for some 6 >0. Then 
there exists constant C a >0 such that 

EIS,~[2+a<=Ca ni 2 , (3.8) 
i= 

Proof. We shall prove the lemma in case k = 2. The general p roof  is similar. 

Let  ko>m.  Applying L e m m a  3, we can find a constant  B > 0  such that  

E [Snl e +5 ~B(n I n2)l +5/2 (3.9) 

for all n 1 > 1  and n2<2 k~ Suppose that  (3.9) holds for some n2>=2 k~ We shall 
show that it holds for 2 n 2. Let  

T I = S  . . . . .  , 

T2 ~-Snt,2n2+k 0 - -  S ~ 1 ,  }~2 q- kO , 

R~ = S~1,,~+ko- S~,,2, 
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and 
R2 = Sn~, 2n2 - -  Snl,  2n2 +ko" 

Then S,~, 2,2 = T1 + 7~ +R~ + R  e. Hence, by Lemma 2, 

E(S,~,a,~I2+a<41+a{ElT112+~+EITe12+a+EIR~Ie+a+ElRe[2+a}. (3.10) 

In view of (3.9) and the fact that k o < 2  k~ and n e > 2 k~ it follows that 

E IR 112 +~ <=B(n I k0) 1+a/z, 

E [Rel 2 + a ~ B ( n  lkO) 1+a/e, 

E i T112+a <=B(nl n2)l +a/e, 
and 

E l 7~12 +a < B(n, n2) l +a/2 

Hence 
e.~l <13 (nl(2n2)) . E]S,,,  2+a , 1+6/2 

Thus, (3.9) holds for all nl=>l and all n 2 of the form 2 ~, l < r < o o .  The general 
result follows now by writing n z as sums of powers of 2 and applying Lem- 
ma 2. 

Remark. The argument given above is akin to the proof of a similar lemma in 
Deo (1975). 

4. Proof  of  Theorem 1 

We shall now prove the main theorem in case k = 2. The general proof is simi- 
lar but more complex in notation. 

Let k~=l-n~], 0<c~< 1, j = l ,  2. Define hj and r~ by the relations n j = k j h  i 
+rj ,  O < r j < k j ,  j =  1, 2. Let 

A ( j ) -  ( i j -1 )  1< i  <h.  j = l , 2 ,  ij - { z j :  k j + l < z j < i j k j - m } ,  = j =  j, 

zt~)={zj: ( i j k j - m + l < z j < i j k j } ,  l<=ij<hj, j = l ,  2, 

and 
Au )hJ+~=/zj . kjhj + 1 =< z j < kjhj + r j} 

For large n=(n  1, n2), define 

for l < i l  <h  1, 

j = 1 , 2 .  

Yh ie={zJ 6A!j) i=1 ,  2 } ~ ( z ) ,  tj ~d 

w.~2~. = {z 1 ~ ~(1~ z2 e A~2)~ Y, ~(z), ll,12 il ~ --i2 J 

W..(3! = -(J) . _  ,~,,~ {zj~ di j ,  J -  l, 2} ~ ~(z), 

1 < i2 =< he and 

bh>h2 = E  Z Yii,,i2 , 
i 1 = 1  i 2=1  

(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 
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and 

Let 

Observe that 

1 hl h2 

X h l ' h 2 - - ~ h l , h 2  ',=IE 12 =IE Y/1,[2 , (4.6) 

1 ht h2 3 
r/0) - Z Z Z W'O) (4.7) hl,h2 ~ tl,t2 ~ 

]/17Jnt,n 2 i t= l  iz= l j = l  

1 
r/~2) _ (S . . . . .  - Sh,<.h~k~) (4.8) 

hl'h2 ~ l , n  2 

1 1 hi h2 
r/(3) _ ~, ~, Y/,,i~. (4.9) 

,a(1) j_n(2) + . (3)  
~lhl,h2~'lhl,h2 ~ 'lhl,h2 qh~,h2" (4.10) 

1 
~ n n l , n  2 Snt'n2=Xhl'h2-~tlhl'h2" 

L e t  ghl,h2(X ) be the distribution function of Xh, h. By a theorem of Bikelis 
(1966), 

hl h2 

Z E E [~/1,1212+b 
IS.~,.dx)-O(x)l< C1 i1=1 '==1 (4.11) 

=(1 +lxL)2+a ~a ~+a/2 \~hl,h2 ) 

where Ct is a constant independent of x, h~ and h 2 since Y~,~, 1 <i~<h 1 and 
1 < i  2 <h  2 are independent random variables for large n I and n 2. Let 

W~,, ~= = W~(**I~ + W~1212 + W~(3.} . (4.12) 

By independence of W~,,~, l< i ,<h , ,  1 < i 2 < h  2 and the fact that E(W~,,~)=0, 
it follows that 

E = Z E 2 
�9 = zl 1 i 1 i1= 1 i2= 1 

ht h2 3 

< 3 2 E e(w " v 
i1=1 i2=1 j = l  

by Lemma 2. But 

E(W~11}2)2 < C2(k ~ -m)m, 
and 

E(W.32! ~2 < C2 re(k2 -m)  \ tl,t2J 

for some constant C2>0 by Lemma 5 (note that the lemma holds for ~=0), 
Hence 

E(W~(/)~2)2 < C~ max(k~, k2), l < j  < 3 (4.13) 



252 B.L.S. Prakasa Rao 

for sufficiently large n 1 and n 2. In view of Lemma 5 and condition (i) 

g t]'r1,i2}2 +6 <~ C 3 ( k l k 2 )  1+3/2 

uniformly in i 1 and i 2 where C 3 is a positive constant. Therefore 

1Uh~,a2(x)-- ~b(x)[ < C4hi h2 (k1142)1 +6/2 
=(1 + " ~2+6r~ ~1+a/2 

.r~ ] \~hl ,  h21 

where C 4 is independent of x, hi, hE, k 1 and k 2 by (4.11). Now 

[ h, h2 ] 2  
b<,h2=E Sa~k,,h2k2-- 2 2 W~,.,2 

i l=l  12=1 

[ h ~ h 2 w : ~ 2  

,,=1 , ,=1  )/ 
' Bhlkl,h2k 2 ) e-~ 

by Lemma 1. Condition (ii) implies that 

B ....  >a2nlne  for some a > 0  

for sufficiently large n 1 and n 2. Therefore, by (4.13), it follows that 

(hlh2max(kl ,  k2) < [1 +o 
, , \ h lh2klk2  ] J 

=Bh,k~ h~k~ [1 1 ] 

Hence, there exists a constant C s > 0  such that 

bh~,h2 > Cshl  kl h2k2 

for sufficiently large n I and n 2. Clearly 

~11) ' 1 E W/1,i 2 E(~ h~)2=)~,.2 ~ 1 ~= 1 

< C6 hlhzmax(k l 'k2)  (by (4.12) and (4.13)) 
g/1g/2 

max(k1, k2) 
C6 /<;1 k2 

and 
1 E(.(2) ~2 . . . . .  E(S S 2 \*lhlfll2] - B  ' nl'~12-- htkl'h2k2) 

tll ~/12 

and the last term is bounded by 

�9 \n 1 n2] 

(4.14) 

(4. t5)  

(4.16) 

(4.16a) 

(4.17) 

(4.18) 

(4.19) 

(4.20) 

(4.21) 
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for some constant C7>0 by Lemma5 and (4.16a). This can be seen by the 
following argument. Note that 

where 

and 

Then 

S . . . . .  - Shlk~,h2k:-- A1 + A2 

A~ = {1 <=i <= ~l,j,~i~}+ 1} Y~ ~(i,j) 

A 2 = {ieA~l)+ ~, 1 <j__<h:k2} ~ ~(i,j). 

E(so~,,~- s~ 1~,~)~ <=2(F~A~ + EAg. 

Since ~(z) is an m-dependent random field, Lemma 5 implies that 

E A  2 < C' 6 n I r 2 ~ C6 rl 1 k 2 
and 

EA22 < C6rl h2k2 <= C'6kl n 2. 

Combining these inequalities with (4.16a), we obtain the bound given in (4.21). 
Note that 

Bhikt'h2k2--E { Sni'n2 m(2) ]2 

Bnl,n2 \ B]~n~,n2 'lhl'h2] 

= 1 +E(t](2)h2)2-2E ~ 1,2 

= 1 + E(~])~2) 2 + o ([E(~]),~2)2] +) 

by (4.21) for some constant C 9 > 0. Therefore 

b-hi'h2 < 1 + C 9 max 1 
B .... .  = l/m-i ' min(1/~l, I/k22) 

C l i  _< 1 + (4.23) 
- min (]/k~,]/<) 

by (4.17) and (4.22) for some constant Cll >0 since 0<c~<�89 
In view of (4.15) and (4.18), it follows that 

C12 hlh2(klk2) 1+6/2 I Uhl,~2(x) ~(x)[ 
-<(1 + Ixl) 2+6 (hi k 1 h2k2) i +6/2 

Ci2 1 (4.24) 
- (1  +]xl) 2§ (hlh2) 6/2 

By Lemma 4, for every 0 < e < �89 

P{~K=x} -dJ ) ( x )<=(1C13_}_  [Xl)2 +6 { C 1 2 ( h i h 2 ) - 6 / 2 + g q  (4.25) 
2+~'~ 

E ltlhl,h2 ]. 
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We shall now estimate E [/~h~,h212+0. It is clear that 

3 
12+0~'~1+0 ~a(J) 2+6 

E It[hi,h2 } = ~' Z E 'lhl,h2 (4.26) 
j=l 

by the Cr-inequality (Lemma 2). Now 

1 2+0 hi he 
_ 1 (hlh2)6/2 ~ ~ ElY~l,g212+ o 

1,n2 i l~ i2= i 

(by the Marcinkiewicz-Zygmund inequality) 

< C14 ]?b~l,bh, h2 1 2+0 
=b 2 + 0  ]/ klnl ,n 2 - -  ( h l h z ) ' ~ / Z ( k l k 2 ) l + ' ~ / 2 h l h 2  (by (4.14)) 

hl,h2 2 - -  

< C15 ~ 1 ~2+0 
= 2+6 [min (l/k~-, ]/k;) ) (hlh2)l+~/2(klk2) 1+~/2 

(hlh2klk2) 2 

< Ct6 f_ 1 _}2+0 (4.27) 
= [min (]/k~-, I/k;) " 

On the other hand 

1 E .(2) 2 + 0  
'lhl,h2 (2+0)/2 g [Sni,n 2 - S  2+3 Bnl ,n  2 hlkl'h2k2 

{ t < C~7 max - -  < Cls (4.28) 
= \n 1 n2/)  = (rain (1/~-1, l/k2)) 

by arguments similar to those given in deriving (4.21) since 0<c~<�89 Further 
more 

.(1) 2+6 1 h 4 h2 3 12+6 
E I'tht,h21 - -  1 + 6 / 2  E i,~= ~ J~IXF W, (~)i,,i=[I 

" gnu,n2 1 i2= 1 "= 

hi h2 3 
< C~9 (h,h2)6/2 ~ Y, ~,, EIW~(f~212+~ 
= (ill yl2)l +6/2 i 1 = 1 12= I j= 1 

(by the Marcinkiewicz-Zygmund inequality and Lemma 2). (4.29) 

But, by Lemma 5, 

N]W//(tl]z[ 2 + 6 " ~ C 2 0 [ ( k l - m ) m ]  1+6/2, 

E I~}~f  _<- C~ [m(k~ - m ) ]  1 +0/2 

and 
E i w,~?]? 2 + ~ _ < ,  _ G2(m~)~  +~/2. 

Hence 

E ,(1)12+6< (223 (hlh2)~+O/2Emax(kl,k2)]a+o/2 
,'tkl,hel = ( n  1/,/2)1 +6/2 

min(l/k~, 
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Combining the above inequalities, we have 

E tlhth22+6<~C25 min(Tq,k72)] . 

Therefore 

(4.30) 

,~ C26 { 
=(1 + Ixl) 2+a (hi h2)-6/2  +e-t 

1 } 
e2 + a(min (k i, k2))1 + 6/2 

(4.31) 

for some constant C26>0 by (4.25). Since k i - t h ,  it follows that hi~-n 1-~ and 
the right hand side of (4.31) is of the order 

If 

then 

(///1 F/2) -a/2(1 -cO -1- 8 q- 8- (2  +a) 
[rain(n1, n2)]o +a/2)~ �9 

62+36  (5 [ (5+2 1 
where ,<~-  and e = ~ z \ ~ / - g  -v, c~-62 +46+ 2 z 

P ( ~ < x ) - e b ( x ) <  C26 1 
. , .=(1 +[x]) 2+a [min(nl,  n2)] ~ (4.32) 

6 2 + 2 6  
where v = 

2 (62+46+2)  . 

Remarks. The rate obtained above may not be the best as for as the power v is 
concerned. However, it is not possible in general to replace min(nl,n2) by 
n 1 n 2. This was pointed out by a referee of this paper. Leonenko (1975) proved 
that 

supA ..... (x) <= C (n 1 n2) -~ 
x 

for some 7 > 0 under some conditions. It is not clear whether the rate obtained 
by Leonenko (1975) is valid or not as he did not provide the proof in detail. 
The following example, due to the referee, raises doubt regarding the validity 
of the estimate obtained in Leonenko (1975). 

Let {~(i,j),i,j=l,2,...} be a random-field such that {~(i,j),i=l,2,...} be a 
sequence of independent random variables for each j = l , 2 , . . ,  and {~(i,j),j 
=1,2, . . .}  be 1-dependent sequence of random-variables for each i=1 ,2 , . . . .  
Suppose E~(i,j)= 0 and E ~(i,j)2 = 1. Then the random field ~(i,j), i,j = 1, 2,... is 
1-dependent It can be shown that 

C 2 > - -  

= k  2 



256 B.L.S. Prakasa Rao 

for some cons tan t  C > 0  where //(1) is as defined by (4.7) by using the argu- hl,h2 
ments  given above for m = 1. The above inequal i ty  invalidates the relat ion 

used by Leonenko  (1975) (cf. the re la t ion after inequal i ty  (4) in Leonenko  
(1975)) which is crucial in the der ivat ion of his results on the rate. In  the light 
of this discussion, it is conjectured that  the best rate of convergence for the 

r a n d o m  fields is not  of the order  O 1 but  of the order O min(n l ,n2 )  

both  in the uni form as well as non -un i fo rm  cases. 

Acknowledgement. The author thanks the referee for his expert comments and suggestions on an 
earlier version of this paper. 
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