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## A Generalization of Chernoff Inequality Via Stochastic Analysis ${ }^{\star}$
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Summary. Let $\mu$ be a probability measure on $R^{d}$ with density $c(\exp ($ $-2 U(x)$ ), where $U \in C^{2}\left(R^{d}\right),|\nabla U(x)|^{2}-\Delta U(x) \rightarrow \infty$ and $U(x) \rightarrow \infty$ as $|x| \rightarrow \infty$. By using stochastic analysis and theorems in Schrödinger operators we have the following result: there exists a constant $c>0$ such that

$$
\begin{equation*}
\operatorname{Var}_{\mu} f \leqq c E_{\mu}|\nabla f|^{2} \tag{1}
\end{equation*}
$$

for any $f \in L^{1}(\mu)$ with a well-defined distributional gradient $\nabla f$. Under our condition, the operator $-\frac{1}{2} \Delta+\nabla U \cdot V$ in $L^{2}(\mu)$ has discrete spectrum 0 $=\lambda_{1}<\lambda_{2}=\ldots=\lambda_{m}<\lambda_{m+1} \leqq \ldots$ with corresponding eigenfunctions $\left\{\phi_{n}\right\}$ which form a C.O.N.S. (complete orthonormal system). If the R.H.S. of (1) is finite then equality holds iff $f=\sum_{i=1}^{m} b_{i} \phi_{i}$ for some $b_{1}, \ldots, b_{m} \in R$. Moreover, the constant $c$ can be taken as $\left(2 \lambda_{2}\right)^{-1}$.

When $U$ is a quadratic form, (1) is the Chernoff inequality (Chernoff 1981; Chen 1982). The approach here can be generalized to infinite dimensional Gaussian measures, or the case with $\mu$ being a probability measure in a bounded domain of $R^{d}$ or some discrete cases.

## 1. Introduction

Chernoff [4] proved that for a standard normal r.v. $X$ the following inequality holds

$$
\operatorname{Var} g(X) \leqq E\left[\left(g^{\prime}(X)\right)^{2}\right]
$$

for all absolutely continuous $g$ with finite $E g^{2}(X)$. And the equality holds iff $g(x)=a x+b$ for some constants $a, b$. The proof involves expanding $g(x)$ in Hermite polynomials.

[^0]Chen [3] used Schwartz inequality and martingale property to generalize Chernoff's result to multivariate normal case without the finite variance assumption.

A lemma in Geman and Hwang 1984 [6] proved a similar inequality

$$
\operatorname{Var} g(X) \leqq M_{U} E|\nabla g(X)|^{2}
$$

for $X$ with the Gibbs density $c \exp (-2 U(x))$ in a hypercube.
Cacoullos [2] studied the upper and lower bounds for normal, exponential, Poisson and binomial distributions. Due to the "boundary" condition in the last three distributions, extra terms are needed for the upper bounds. In the discrete case difference operator is used instead of the gradient.

Although the approach discussed in this article can be generalized to suitable discrete cases as well as continuous case in bounded domain, still we only consider the following set-up.

Motivated by the fact that the normal density is the stationary solution for the forward equation of Ornstein-Uhlenbeck process (also is the density of the invariant measure), the Gibbs probability measure $\mu$ in $R^{d}$ can be consider as stationary measure of the diffusion process $x(\cdot)$ :

$$
d x(t)=-\nabla U(x(t)) d t+d w(t)
$$

where $w(\cdot)$ is a $d$-dimensional Brownian motion. This gives the connection of our problem to stochastic calculus. $\mu$ is given by

$$
\begin{equation*}
\frac{d \mu}{d x}=p(x) \equiv c \exp (-2 U(x)) \tag{1.1}
\end{equation*}
$$

with $c$ a norming factor. In this paper, we will assume
(A) $U \in C^{2}\left(R^{d}\right), \quad|\nabla U(x)|^{2}-\Delta U(x) \rightarrow \infty$ and $U(x) \rightarrow \infty$ as $|x| \rightarrow \infty$.

For a locally $d x$-integrable real valued function $f$, let $\nabla f$ denote its distributional gradient. Let $L=\frac{1}{2} A-\nabla U \cdot V$ and $L^{*}$ the adjoint of $L$. Clearly $L^{*} p=0$, i.e. $p(\cdot)$ is a stationary solution for the Brownian motion with drift $-\nabla U$. ( $L$ is closely related to the Schrödinger operator $\frac{1}{2} \Delta-\frac{1}{2}\left(|\nabla U(x)|^{2}-\Delta U(x)\right)$. The following are our main results.
Theorem 1. If (A) holds, then there exists a constant $c$ such that

$$
\begin{equation*}
\operatorname{Var}_{\mu} f \leqq c E_{\mu}|\nabla f|^{2} \tag{1.2}
\end{equation*}
$$

for any $\mu$-integrable $f$ for which $\nabla f$ exists. In fact, $-L$ has discrete spectrum 0 $=\lambda_{1}<\lambda_{2} \leqq \lambda_{3} \leqq \ldots$ in $L^{2}(\mu)$ and $c$ can be taken as $\left(2 \lambda_{2}\right)^{-1}$. Moreover the equality holds iff $f$ can be written as $\sum_{n=1}^{m} a_{n} \phi_{n}$, where $\phi_{n}$ is normalized eigenfunction of $-L$ corresponding to $\lambda_{n}$ and $m$ is the number such that $\lambda_{2}=\ldots=\lambda_{m} \neq \lambda_{m+1}$. Note that $\phi_{1}$ is a constant function.

In particular, when $U(x)=\frac{1}{4}|x|^{2}$, we obtain the following result due to Chernoff [4] and Chen [3].

Corollary 2. Let $X_{1}, \ldots, X_{d}$ be i.i.d. $N(0,1)$. Then

$$
\operatorname{Var} f\left(X_{1}, \ldots, X_{d}\right) \leqq E\left|\nabla f\left(X_{1}, \ldots, X_{d}\right)\right|^{2}
$$

the equality holds iff $f(x)=b_{1} x_{1}+\ldots+b_{d} x_{d}+a$ for some $b_{1}, \ldots, b_{d}, a \in R$.
In Sect. 2 we shall relate inequality (2) to the operator $L$ and establish (2) for "nice" function by a Hilbert space argument.

In Sect. 3, certain properties of the process generated by $L$ are used to show that (2) holds for general $f$.

The following notations will also be used: $C^{m}\left(R^{d}\right)\left(\right.$ resp. $\left.C^{\infty}\left(R^{d}\right)\right)=$ set of real valued functions on $R^{d}$ with continuous derivatives up to the $m$-th (resp. any) order.

$$
C_{0}^{\infty}\left(R^{d}\right)=\left\{f \in C^{\infty}\left(R^{d}\right) ; f \text { has compact support }\right\}
$$

$\nabla f, \Delta f$ mean the gradient and Laplacian of $f$ respectively.

$$
L_{0}^{2}=\left\{h: R^{d} \rightarrow R^{d} ;|h|^{2} \in L^{2}(\mu)\right\} .
$$

Remarks. (i) Assumption (A) guarantees that $-L$ has nonnegative discrete spectrum and there is no explosion for the Brownian motion with drift $-V U$.
(ii) We may consider the infinite dimensional Ornstein-Uhlenbeck operator $L$ defined on $L^{2}\left(P^{w}\right)$, where $\left(W_{0}^{r}, B\left(W_{0}^{r}\right), P^{w}\right)$ is the $r$-dimensional Wiener space (see Ikeda and Watanabe [7], Chap. V, § 7 for the notations). Then we have a similar inequality

$$
\int f^{2} d P^{w} \leqq \int\langle D f, D f\rangle_{H} d P^{w}
$$

if $\int f d P^{w}=0$ and $f$ is in the domain of $L$. The equality holds iff $f=\int_{0}^{1} \alpha(s) \cdot d w(s)$, where $\alpha(s)=\left(\alpha_{1}(s), \ldots, \alpha_{d}(s)\right), \int_{0}^{1}|\alpha(s)|^{2} d s<\infty$ and $\int_{0}^{1} \alpha(s) \cdot d w(s)$ is Ito's stochastic
integral.
(iii) If (A) is not true, in general we don't have the inequality (2).
(iv) Borovkov and Utev 1983 [14] obtained some very interesting results by studying the quantity

$$
R_{\zeta} \equiv \sup _{g \in H_{1}(\xi)} \frac{\operatorname{Var} g(\xi)}{E\left(g^{\prime}(\xi)\right)^{2}}
$$

where $H_{1}(\xi)=\left\{g \mid g: \mathbf{R} \rightarrow R, g\right.$ is absolutely continuous, $\left.D g(\xi)>0, E g^{2}(\xi)<\infty\right\}$ and $\xi$ is a r.v. For examples: $R_{\xi} / \operatorname{Var} \xi=1$ iff $\xi$ is normal. If $R_{\xi}<\infty$ and $E\left(g^{\prime}(\xi)\right)^{2}<\infty$ then $g \in L_{2}(\xi)$.

## 2. Preliminary Results

In the rest of the paper, for brevity, we shall omit the constant $c$ in (1). We first show a relation which is important in our analysis.

Let $f \in C_{0}^{\infty}\left(R^{d}\right)$. Integration by parts gives

$$
\begin{align*}
\int|\nabla f|^{2} e^{-2 U} d x & =\int f \cdot(-2 L f) e^{-2 U} d x \\
& \equiv\langle f,-2 L f\rangle \tag{2.1}
\end{align*}
$$

where

$$
\begin{aligned}
& L f=\frac{1}{2} \Delta f-\nabla U \cdot \nabla f \\
& \langle,\rangle \text { is the inner product in } L^{2}(\mu) .
\end{aligned}
$$

Operator $L$ has the following properties.
Lemma 2.1. $-L$ is essentially self-adjoint ${ }^{1}$, nonnegative definite on $C_{0}^{\infty}\left(R^{d}\right)$. And for $f \in D(L)=$ the domain of $L$ in $L^{2}(\mu)$, we have $|\nabla f| \in L^{2}(\mu)$, moreover $(2.1)$ holds. Proof. Let us consider the Schrödinger operator $\hat{L}$ defined on $L^{2}(d x)^{2}$ by
where

$$
\begin{align*}
\hat{L} g & =\frac{1}{2} \Delta g-V g  \tag{2.2}\\
V & =\frac{1}{2}|\nabla U|^{2}-\frac{1}{2} \Delta U
\end{align*}
$$

The operator $\hat{L}$ relates to $L$ as shown by the following diagram:

$$
\begin{equation*}
L^{2}(\mu) \longleftrightarrow L^{2}(d x) \tag{2.3}
\end{equation*}
$$



Since $\hat{L}$ is essentially self-adjoint on $C_{0}^{\infty}\left(R^{d}\right)$ by our condition on $V$ (see [10], vol. II, Thm. X 29), so is $L$. This means that for $f \in D(L)$, there are $f_{n} \in C_{0}^{\infty}\left(R^{d}\right)$ so that

$$
\begin{gathered}
f_{n} \rightarrow f \\
L f_{n} \rightarrow L f
\end{gathered} \quad \text { in } L^{2}(\mu) .
$$

Then it is easy to see that (2.1) holds and $|\nabla f| \in L^{2}(\mu)$.
The following result is a weaker version of Theorem 1.
Theorem 2.2. $-L$ has discrete spectrum $0=\lambda_{1}<\lambda_{2} \leqq \lambda_{3} \leqq \ldots \rightarrow \infty$ in $L^{2}(\mu)$. The corresponding normalized eigenfunctions $\left\{\phi_{n}\right\}$ form a C.O.N.S. Moreover, for $f \in D(L)$, and in particular for $f \in C_{0}^{\infty}\left(R^{d}\right)$, we have
if

$$
\begin{equation*}
\int f^{2} e^{-2 U} d x \leqq c \int|\nabla f|^{2} e^{-2 U} d x \tag{2.4}
\end{equation*}
$$

$$
\begin{equation*}
\int f e^{-2 v} d x=0 \tag{2.5}
\end{equation*}
$$

The constant $c$ can be taken to be $\left(2 \lambda_{2}\right)^{-1}$. Equality holds in (2.4) iff for some $a_{2}, \ldots, a_{m} \in R$

$$
f=\sum_{i=2}^{m} a_{i} \phi_{i}
$$

where $m$ is the integer such that $\lambda_{2}=\lambda_{3}=\ldots=\lambda_{m}<\lambda_{m+1}$.

[^1]Proof. $-\hat{L}$ is self-adjoint and nonnegative definite in $L^{2}(d x)$. By assumption (A), $V(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and Theorem XIII. 67 on p. 249 in Reed and Simon [10] shows that $-\hat{L}$ has nondegenerate ground state and discrete spectrum and the eigenfunctions span $L^{2}(d x)$. From the diagram (2.3), the same holds for $-L$ in $L^{2}(\mu)$. Let $0=\lambda_{1}<\lambda_{2} \leqq \lambda_{3} \leqq \ldots$ denote all the eigenvalues, counting the multiplicity, and $\left\{\phi_{n}\right\}$ the corresponding normalized eigenfunctions which form a C.O.N.S. in $L^{2}(\mu)$. Note that $\phi_{1}$ is a constant function.

For $f \in D(L)$, we have the expansion

$$
f=\sum_{n=1}^{\infty} a_{n} \phi_{n}
$$

Assuming (2.5) we have $a_{1}=0$. (2.1) gives

$$
\begin{aligned}
\int|\nabla f|^{2} e^{-2 U} d x & =2\langle f,-L f\rangle \\
& =2\left\langle\sum_{n=2}^{\infty} a_{n} \phi_{n}, \sum_{n=2}^{\infty} \lambda_{n} a_{n} \phi_{n}\right\rangle \\
& =2 \sum_{n=2}^{\infty} \lambda_{n} a_{n}^{2} \\
& \geqq 2 \lambda_{2} \sum_{n=2}^{\infty} a_{n}^{2} \\
& =2 \lambda_{2} \int f^{2} e^{-2 U} d x .
\end{aligned}
$$

This proves (2.4). The last assertion follows immediately.

## 3. Proofs of the Main Results

Compare Theorem 1 with Theorem 2.2, it remains to show that a function $f$ satisfying $f \in L^{1}(\mu),|\nabla f| \in L^{2}(\mu)$ can be approximated by functions in $D(L)$. We state this as a proposition.
Proposition 3.1. Let $f \in L^{1}(\mu)$ and $|\nabla f| \in L^{2}(\mu)$. Then $f \in L^{2}(\mu)$. Furthermore, if

$$
f=\sum_{n=1}^{\infty} a_{n} \phi_{n},
$$

then

$$
\nabla f=\sum_{n=1}^{\infty} a_{n} \nabla \phi_{n} \quad \text { in } L_{0}^{2}
$$

We also need some simple properties of $\left\{\phi_{n}\right\}$.

## Lemma 3.2.

where

$$
\int \nabla \phi_{n} \cdot \nabla \phi_{k} e^{-2 U} d x=2 \lambda_{k} \delta_{n, k}
$$

$$
\delta_{n, k}= \begin{cases}1 & \text { if } n=k \\ 0 & \text { if } n \neq k\end{cases}
$$

Proof. By the argument as in the proof of Lemma 2.1, we have

$$
\begin{aligned}
\int \nabla \phi_{n} \cdot \nabla \phi_{k} e^{-2 U} d x & =2 \int \phi_{n} \cdot\left(-L \phi_{k}\right) e^{-2 U} d x \\
& =2 \lambda_{k} \int \phi_{n} \cdot \phi_{k} e^{-2 U} d x \\
& =2 \lambda_{k} \delta_{n, k} .
\end{aligned}
$$

We now prove Theorem 1 and Corollary 2 by applying Proposition 3.1.
Proof of Theorem 1. We only need to show that $f \in L^{1}(\mu), \nabla f \in L^{2}(\mu)$ and $\int f e^{-2 U} d x=0$ imply

$$
\int f^{2} e^{-2 U} d x \leqq c \int|\nabla f|^{2} e^{-2 U} d x
$$

By Proposition 3.1, $f \in L^{2}(\mu)$ and

$$
\nabla f=\sum_{n=2}^{\infty} a_{n} \nabla \phi_{n}
$$

if $f=\sum_{n=2}^{\infty} a_{n} \phi_{n}$.

$$
\begin{aligned}
\int|\nabla f|^{2} e^{-2 U} d x & =\sum a_{n} a_{k} \int \nabla \phi_{n} \cdot \nabla \phi_{k} e^{-2 U} d x \\
& =2 \sum_{n=2}^{\infty} \lambda_{n} a_{n}^{2} \\
& \geqq 2 \lambda_{2} \sum_{n=2}^{\infty} a_{n}^{2} \\
& =2 \lambda_{2} \int f^{2} e^{-2 U} d x .
\end{aligned}
$$

This completes the proof of the theorem.
Proof of Corollary 2. Take $U(x)=\frac{1}{4}|x|^{2}$. By Theorem 1, it remains to show that $\lambda_{2}=\lambda_{3}=\ldots=\lambda_{d+1}=\frac{1}{2}$ and $\phi_{2}(x)=c_{2} x_{1}, \ldots, \phi_{d+1}(x)=c_{d+1} x_{d}$. In fact, the generalized Hermite polynomials $H_{p_{1}, \ldots, p_{d}}(x)$ form a complete set of eigenfunctions for $-L=-\frac{1}{2} \Delta+\frac{1}{2} x \cdot V$, where $H_{p_{1}, \ldots, p_{d}}(x)$ are defined by the relation

$$
\begin{aligned}
e^{a \cdot x-\frac{1}{2}|a|^{2}} & =\sum a_{1}^{p_{1}} \ldots a_{d}^{p_{d}} H_{p_{1}, \ldots, p_{d}}(x) / p_{1}!\ldots p_{d}! \\
a & =\left(a_{1}, \ldots, a_{d}\right) \in R^{d} .
\end{aligned}
$$

Moreover,

$$
L\left(H_{p_{1}, \ldots, p_{d}}\right)=-\frac{p_{1}+\ldots+p_{d}}{2} H_{p_{1}, \ldots, p_{d}}
$$

Therefore

$$
\begin{aligned}
& \lambda_{2}=\ldots=\lambda_{d+1}=\frac{1}{2} \\
& \phi_{i+1}(x)=c_{i+1} x_{i}, \quad 1 \leqq i \leqq d .
\end{aligned}
$$

We now prove Proposition 3.1 in two steps.
Lemma 3.3. Assume $f \in L^{1}(\mu)$ and $|\nabla f| \in L^{2}(\mu)$. Then

$$
f=\sum_{n=2}^{\infty} b_{n} \phi_{n}+g
$$

with

$$
\begin{gathered}
g \in L^{1}(\mu), \quad L g=0, \quad \nabla g \in L^{2}(\mu), \\
b_{n}=\frac{1}{2 \lambda_{2}} \int \nabla f \cdot \nabla \phi_{n} e^{-2 U} d x .
\end{gathered}
$$

Lemma 3.4. If $g \in L^{1}(\mu),|\nabla g| \in L^{2}(\mu)$ and $L g=0$, then $g$ is a constant.
Proof of Lemma 3.3. $\left\{\nabla \phi_{n} / \sqrt{2 \lambda_{n}}\right\}$ is an orthonormal family in $L_{0}^{2}$. Let

Then

$$
c_{n}=\int \nabla f \cdot \nabla \phi_{n} / \sqrt{2 \lambda_{n}} e^{-2 U} d x
$$

$$
\sum\left|c_{n}\right|^{2} \leqq \int|\nabla f|^{2} e^{-2 U} d x<\infty
$$

Let

$$
f_{0}=\sum_{n=2}^{\infty} b_{n} \phi_{n}
$$

with

$$
b_{n}=\frac{1}{\sqrt{2 \lambda_{2}}} c_{n}
$$

It is easy to see by Lemma 3.2 that $\sum b_{n} \nabla \phi_{n}$ converges in $L_{0}^{2}$. Therefore

$$
\nabla f_{0}=\sum b_{n} \nabla \phi_{n}
$$

is in $L_{0}^{2}$ and

$$
\int \nabla\left(f-f_{0}\right) \cdot \nabla \phi_{n} e^{-2 U} d x=0
$$

Now for $\phi \in C_{0}^{\infty}\left(R^{d}\right)$, since $\nabla \phi=\sum a_{n} \nabla \phi_{n}$,

$$
\begin{aligned}
& \int \nabla\left(f-f_{0}\right) \cdot \nabla \phi e^{-2 U} d x=0 \\
= & \int\left(f-f_{0}\right) \cdot(-2 L \phi) e^{-2 U} d x .
\end{aligned}
$$

This implies that $g=f-f_{0}$ satisfies the properties stated in Lemma 3.3. Notice that $L g=0$ in distributional sense as well as in classical sense by regularity results for the solution of elliptic equation. (See [13], part II, Chap. 1.)
Proof of Lemma 3.4. Recall that $\mu$ is the probability in $R^{d}$ with density

$$
p(x)=c e^{-2 U(x)}
$$

We consider the diffusion with drift $-\nabla U$ and the corresponding stochastic differential equation

$$
d x(t)=-\nabla U(x(t)) d t+d w(t)
$$

where $w(t)$ is a $d$-dimensional Brownian motion. Since

$$
\begin{aligned}
L e^{U(x)} & =\frac{1}{2} \Delta e^{U(x)}-\nabla U(x) \cdot \nabla e^{U(x)} \\
& =\frac{1}{2}\left(\Delta U(x)-|\nabla U(x)|^{2}\right) e^{U(x)} \\
& =-V(x) e^{U(x)},
\end{aligned}
$$

by assumption (A), there exists $c>0$ such that

$$
L e^{U(x)} \leqq c e^{U(x)}, \quad x \in R^{d}
$$

Then, by a theorem on p. 191 of Varadhan [12], there is no explosion. Let $\left\{P_{x}\right\}$ denote the family of Markov processes on $\Omega=C\left\{[0, \infty), R^{d}\right\}$ indexed by the starting point $x$ with the generator $L$, then $\mu$ is the invariant measure of $\left\{P_{x}\right\}$ ([12], p. 243).

Let $g$ satisfy the condition of the lemma, $g \in C^{2}\left(R^{d}\right)$ (see [13], part II, Chap. 1, § 1.3). Ito's formula gives

$$
\begin{equation*}
g(x(t))-g(x(0))=\int_{0}^{t} \nabla g(x(s)) \cdot d w(s) \tag{3.1}
\end{equation*}
$$

Since

$$
\begin{aligned}
E_{\mu} E_{x} \int_{0}^{t}|\nabla g(x(s))|^{2} d s & =E^{P_{\mu}} \int_{0}^{t} E^{P_{\mu}}\left[|\nabla g(x(s))|^{2} \mid x(0)\right] \\
& =\int_{0}^{t} E^{P_{\mu}}\left[|\nabla g(x(s))|^{2}\right] \\
& =t E_{\mu}\left[|\nabla g|^{2}\right]<\infty
\end{aligned}
$$

where $P_{\mu}$ is the probability distribution of $x(\cdot)$ with initial distribution $\mu$, there exists $M \subset R^{d}$ with $\mu(M)=1$ such that whenever $x \in M$

$$
\begin{equation*}
E_{x} \int_{0}^{t}|\nabla g(x(s))|^{2} d s<\infty \quad \forall t>0 \tag{3.2}
\end{equation*}
$$

Now fix $x \in M$, (3.1), (3.2) imply $g(x(\cdot))$ is a square integrable martingale and

Then

$$
E_{x}[g(x(s))]=g(x) .
$$

$$
\begin{equation*}
E_{x}[|g(x(s))|] \geqq|g(x)| \quad \forall x \in M . \tag{3.3}
\end{equation*}
$$

Integrate both sides of (3.3) with respect to $\mu$ :

$$
E_{\mu}[|g|]=E_{\mu} E_{x}[|g(x(t))|] \geqq E_{\mu}[|g|] .
$$

We must have

$$
\begin{equation*}
E_{x}[|g(x(t))|]=|g(x)|, \quad \forall x \in M, \forall t>0 \tag{3.4}
\end{equation*}
$$

Let $h_{r}(x)=|g(x)| \wedge r$ for $r>0$. By a theorem on p. 251 of [12],

$$
\begin{aligned}
|g(x)| & =E_{x}[|g(x(t))|] \\
& \geqq E_{x}\left[h_{r}(x(t))\right] \rightarrow E_{\mu} h_{r} \quad \text { as } t \rightarrow \infty
\end{aligned}
$$

Hence $|g(x)| \geqq E_{\mu}[|g|]$. Proceed as the proof of (3.4), and we have

$$
\begin{equation*}
|g(x)|=E_{\mu}[|g|], \quad \forall x \in M \tag{3.5}
\end{equation*}
$$

Then (3.5) holds for all $x$ in $R^{d}$ by the continuity of $g(\cdot)$, therefore, $g$ is a constant.

Addendum. After this paper was typed, the authors learned that Chen [15] had made some interesting generalization in another direction to a related inequality involving both the upper and
lower bounds for infinitely divisible distributions in $\mathbf{R}^{d}$. In view of Theorem 2 in [14], it is clear that an extra term has to be added to the R.H.S. of (2) in this case.
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