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Preface

Voltage stability is a major concern in many stressed power systems as shown by a
number of recent blackouts caused by voltage instability. In transmission systems
the voltage instability problem is likely to become more prominent because of the
integration of renewable generators, mainly induction generators with wind and
photovoltaic (PV) solar units. The induction generators are operated in constant
reactive power mode and the PV units are operated at unity power factor. Unless
the operating mode of the renewable generators is changed, additional devices are
required to provide reactive power support to maintain a good voltage stability
margin. In distribution systems, with high penetration of distributed generation, the
proximity of the generation and dynamic induction motor loads gives rise to new
dynamic phenomena that includes voltage oscillation modes. Installing devices for
reactive power support in distribution networks and proper controller design can
mitigate most adverse dynamic effects of distributed generation. This book com-
prehensively covers all the topics necessary to increase the voltage stability margin
of transmission and distribution systems.

In most cases the integration of higher levels of renewable energy into an
existing transmission system does not require a major redesign, provided a thor-
ough analysis before the integration is conducted to check the viability of
renewable integration. In some cases the analysis indicates the necessity of
additional high-performance control and compensating equipment to enable the
system to recover from severe system disturbances. In this book, first dynamic
voltage instability problems which are likely to occur in future power systems are
presented and then novel robust controllers are synthesised for the enhancement of
the stability.

The first part of this book contains case studies for capturing the development
of different types of dynamic voltage instability, in both the short- and long-term,
caused by the dynamics of wind generators and PV units. In addition, an inves-
tigation is presented on the changing nature of systems and their dynamic
behaviours giving rise to critical issues that limit the large-scale integration of
wind generators and flexible AC transmission system (FACTS) devices.

It is common in the power industry to tune fixed structure controllers, like the
proportional-integral controllers, based on single device infinite-bus dynamics.
This approach is practical but these controllers do not permit the participation of
reactive power support devices and renewable generators to contribute to the fault
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recovery at their full potential. Novel controllers are required to enable a full
participation of all devices in fault recovery so that the ratings of the support
devices can be kept low to increase the affordability of the support devices. This
book presents detailed design and implementation of robust controllers for stability
enhancement and also to reduce the required ratings of support devices for fault
recovery.

In robust control design it is important to choose how to capture the knowledge
of the unmodelled dynamics in the design process. Partial details such as the ‘size’
of the unmodelled dynamics are used in the robust control design. It is well-known
that smaller ‘size’ unmodelled dynamics lead to higher performing controllers.
The second part of the book presents a method to bound unmodeled nonlinear
dynamics and to design excitation control for the enhancement of large-distur-
bance voltage stability in power systems with significant induction motor loads. A
new technique is presented which captures the full nonlinearity of systems in the
region of interest. The nonlinear power system model is reformulated with a linear
and a nonlinear term. The nonlinear term is the Cauchy remainder in the Taylor
series expansion and in this book its bound is used in robust control design.

The third part of the book contains the design of robust controllers which
augment the low-voltage ride-through capability of FSIGs during severe distur-
bances. Control algorithms, using both structured and unstructured uncertainty
representations, are developed for the stabilisation of faulted systems under dif-
ferent operating conditions. A method is presented which can be used to design a
linear controller for doubly-fed induction generators (DFIGs) which is sufficiently
robust to accommodate post-fault low-voltage conditions. An analysis of the
possible negative interaction among PV controllers and design a robust controller
to mitigate unwanted interactions is also presented. In the proposed robust control
design, parts of nonlinear dynamics and control interaction are modeled as dis-
turbances and this ensures a non-interacting robustness of control design.

The performance of the proposed control schemes fulfils the criteria for robust
stability and performance, and produces adequate stability margins for a range of
test cases. The effectiveness of the suggested control strategies is validated by
detailed simulations with complete nonlinear model of the devices. The perfor-
mances of the designed controllers are also compared with those of conventional
controllers. Simulation results show that both the dynamic voltage stability and the
transient stability of a power system can be improved by the use of the robust
control methods presented in this book.
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Chapter 1
Introduction

Abstract The purpose of this introductory chapter is intended to provide the
background to this book including contribution. An outline of which is given at the
end of this chapter. The motivation behind this book on renewable energy integration
is also discussed.

1.1 General

Voltage instability is a major power system concern which if not given due attention
may result in severe detrimental effects of economical, technical and social dimen-
sions. A number of recent contingencies and voltage collapses around the world have
prompted a significant effort to be made towards the study and prevention of voltage
instabilities [1]. The electrical power industry is undergoing major changes, both
technically and politically [2]. In recent years power systems are experiencing dra-
matic changes in electrical power generation, transmission, distribution and end-user
facilities [3].

Renewable energy is increasing in importance and has become an integral part
of the energy in many countries of the world. The growing utilisation of wind
power, especially in remote areas with favourable wind conditions but relatively weak
transmission systems, brings new challenges for voltage control and reactive power
compensation. To achieve high penetration levels, such as twenty percent intermittent
renewable resources by 2020, fast responsive energy storage and flexible AC
transmission system (FACTS) devices with suitable controllers are required. Although
the integration of higher levels of wind power into an existing transmission system
does not require a major redesign, it requires a thorough analysis before the inte-
gration can take place. This necessitates additional high-performance control and
compensating equipment to enable a system to recover from severe system
disturbances. This book will focus on the effects of large-scale penetration of wind
power on dynamic voltage stability and the enhancement of stability margins using

J. Hossain and H. R. Pota, Robust Control for Grid Voltage Stability: 1
High Penetration of Renewable Energy, Power Systems,
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2 1 Introduction

robust control techniques. As recently significant photovoltaic (PV) is being integrat-
ing in the low voltage distribution systems, this book will also discuss PV integration
issues and robust control design to minimise the negative impacts on system perfor-
mance.

1.2 Background

The management of power systems has become increasingly complex due to several
contributing factors [4]: power systems are now being operated closer to their
maximum operating limits; environmental constraints restrict the expansion of
transmission networks; the number of long distance power transfers has increased;
and lower inertial wind turbines (WTs) and inertia-less PV units have been integrated
into the existing grids. This changing nature of a power system significantly affects its
dynamic behaviour: the dynamic interactions between different partly synchronised
couplings of connected devices cause oscillations; lower inertial and intermittent
units absorb reactive power especially during transient periods; and power systems
have been restructured in many parts of the world to create competition amongst
different power producers [5] which has resulted in increased complexity and the
emergence of several new threats to the stable operations of power systems.

Power system instability has been an important challenge for researchers and
utility companies since 1920 [6]. Historically, transient instability has been the dom-
inant stability problem in most systems and the focus of much of the power industry’s
attention concerning system stability. Continuing electrical load growth and higher
power transfer demands in a largely interconnected network lead to complex and
less secure power system operations. As the complexities of power systems have
evolved, different forms of instability have emerged. As one of the dominant insta-
bility problem of power systems, voltage stability is becoming an increasing source
of concern for the secure operation of present-day power systems.

Voltage instability has been considered to be a new type of instability for the last
three decades. In recent years, the voltage instability of large electrical power systems
has caused costly blackouts [7]. Several incidences of voltage collapse resulting
from voltage instability have been observed in different parts of the world; e. g.,
France (1978), Belgium (1982), Sweden (1983 and 2003), Western France (1987),
Tokyo (1987), São Paulo (1997) and Greece (2004) [8]. Voltage control and stability
problems were prominent in the August 14, 2003 blackouts in Ohio, Michigan, New
York and Ontario. The total costs of the 2003 blackout were estimated to be between
$4 billion and $10 billion [9].

Voltage stability will remain a challenge for the foreseeable future and indeed
it is likely to increase in importance. One reason is the need for more intensive
use of available transmission facilities as load demand will continue to increase.
Almost all the developed countries have set a target of producing 20 % electricity
from renewable energy by 2020 [10]. Wind generation is the dominant source of
renewable energy. The restructuring of power systems will create new problems, such
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as reduced available transfer capability (ATC) and congestion of some transmission
lines. This may further reduce the voltage stability margin. Due to the free-energy
trading market, power flows on transmission lines could be increased to their thermal
limits. The thermal limit is normally higher than the surge impedance loading of a
line and leads to the degradation of system voltage characteristics.

Voltage stability has been studied for a long time as it is an important subject for
secure power system operations [11]. However, the influencing factors and possible
mechanisms of instability is changing in power systems under a deregulated envi-
ronment in which new types of instabilities, such as immediate instabilities, tend
to increase and, therefore, changing requirements for analyses [11]. This has high-
lighted the need to analyse the preconditions, influencing factors and developing
process mechanisms of voltage instability.

Wind generation is a growing energy resource which boasts the benefits of clean
energy and a reduction in the dependence of energy on fossil fuel. There has been a
rapid increase in WT connections to distribution and transmission networks in recent
years which makes the power network more dependent on, and susceptible to, wind
energy production. The introduction of significant intermittent generation will affect
the way an electricity system operates [12]. One of the major challenges faced by
the electricity industry is how to effectively integrate a significant amount of wind
power into an electricity system [13]. The dynamics of power systems will likely be
dominated by the dynamics of WTs and FACTS devices in the near future. Therefore,
the impacts of wind power and FACTS devices on a power system’s stability and
reliability need to be thoroughly analysed before they are integrated into existing
power system networks. Although a changing power system does not need to be
redesigned, it requires controllers to ensure stability under a wide range of operating
conditions.

The large-scale integration of PV (photovoltaic) generators into sub-transmission
and distribution grids can have a significant impact on a power system’s operation
and stability [14]. It is well known that a sudden change in sunlight can initiate a
rapid disconnection or reduction in a PV generating capacity. As the penetration of
PV schemes increases, this can lead to a problem of voltage variation and transient
voltage instability in the case of a weak coupling with the grid [15]. The large-scale
penetration of PV units also has an impact on the short-term voltage and transient
stability of a system, which is not only restricted to the distribution network but
begins to influence the whole system [16]. Therefore, it is significantly important
to control the output power to ensure stability and security. The implementation of
appropriate controls for PV units can improve the system’s performance without
violating network constraints and can facilitate the effective participation of PV
penetration [17, 18].

Control is vital for maintaining the stability of modern interconnected power
systems. Their control and operation must be evaluated in order to meet the changing
characteristics of plants and the increasing dependence of present society on a cheap
and reliable supply of electrical power. The control of a system has to be viewed as
a single complex integrated operation involving all types of plants, with sufficient
flexibility to accommodate new plants and the changing roles of earlier plants, as well
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as the changing pattern of customer demands. Although a vast amount of experience
has been accumulated in the last 20 years, the changing nature of power systems
continues to provide challenges to system designers [19].

There are two basic approaches for improving voltage stability: excitation con-
trol and the use of shunt capacitors and FACTS devices. Excitation control can be
used to control voltage at the generation level and is also comparatively cheap. The
preferred wind power generator is asynchronous since it is robust and cost-effective.
However, induction generators do not contribute to the regulation of grid voltage and
are substantial absorbers of reactive power [20]. The reactive power balance of asyn-
chronous generators can be improved to a certain extent by the use of the recently
introduced doubly-fed rotor concept [21]. However, to keep this technology within
reasonable cost margins, rotor converter ratings must be limited to only steady-state
requirements. During transient occurrences in a grid, the performance of doubly-fed
induction generators (DFIGs) may well prove to be inadequate to provide primary
safeguard for the grid’s voltage stability. Here, dynamic reactive power compensation
provided by FACTS devices plays an important role in supporting stability.

Excitation controllers are used effectively to stabilise the voltage in modern dis-
tributed power systems [22]. However, existing excitation controllers are mainly
designed using linear models considering loads as constant impedances. Different
studies [23–25] have shown the importance of load representation in a voltage sta-
bility analysis. As static load models are not sufficiently accurate for capturing the
network dynamics, dynamic load models are needed to analyse voltage instability
and to design controllers for enhancing stability.

Presently, grid-codes in Europe, and imminently in North America, require wind
power plants to participate in voltage regulation, reactive power management and,
potentially, primary frequency control [26]. The stable, reliable and economical oper-
ation of a power system under a massive integration of wind power is a big challenge
for power system operators. Power system stability depends highly on the behaviour
of large wind farms connected to a transmission system.

Voltage stability and an efficient FRT capability are the basic requirements for a
higher penetration of wind power. A WT has to be able to continue uninterrupted
operation under transient voltage conditions in order to be in accordance with the grid-
codes [27], i.e., a wind park is required to behave, in principle, like other conventional
generators. Therefore, for wind parks, the following main topics are of interest:

• frequency-dependent active power supply (frequency control);
• voltage-dependent reactive power injection/absorption: steady state and dynamics;
• voltage control: steady-state and dynamics; and
• FRT capability.

About 30 % of the existing WTs are equipped with squirrel-cage induction gen-
erators (SCIGs) and they are not able to contribute to power system regulation and
control in the same way as does a conventional field-excited synchronous genera-
tor [28]. Induction generators need reactive power support in order to be connected to
stiff-grids. However, they are usually connected at weak nodes or at distribution levels
where the network was not originally designed to transfer power into the grid [29].
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This increases the need for dynamic reactive power support so as to ride-through
severe faults.

STATCOM technology adds the missing functionality to wind parks in order to
become grid-code compliant [30]. The fast dynamic voltage control and behaviour
of a STATCOM during balanced or unbalanced grid faults (FRT capability) allow
wind generators to meet the stringent grid-code requirements. Recent developments
in power electronics technology have made the application of a STATCOM a viable
choice for solving some of the problems experienced in power systems due to the
integration of large WTs [31]. However, the existing STATCOMs still use conven-
tional controllers [32].

Presently, variable-speed wind turbines (VSWTs) equipped with doubly-fed
induction generators (DFIGs) are becoming more widely used due to their advanced
reactive power and voltage control capability. DFIGs make use of power electronic
converters and are, thus, able to regulate their own reactive power in order to operate
at a given power factor or to control the grid voltage. However, because of the limited
capacity of the PWM (pulse-width modulation) converter, the voltage control capa-
bility of a DFIG cannot match that of a synchronous generator. When the voltage
control requirement is beyond the capability of a DFIG, the voltage stability of a grid
may also be affected.

Today, controller design for wind turbines is usually undertaken by manually
updating the proportional-integral-derivative (PID) gains for speed controllers, volt-
age controllers and drive-train damping [33]. The update of gains is then followed
by an analysis of controller performances, typically through simulation studies, and
the process is iterated until a satisfactory level of performance is obtained. This
approach for the design of dynamic controllers becomes complicated for large sys-
tems with conflicting requirements, e.g., there is a trade-off between voltage control
and tracking the generator speed reference [33].

Currently, secure operations of power systems rely heavily on the controller
schemes that are put in the systems to manage disturbances and/or prevent pos-
sible disastrous consequences. These control schemes are usually static in the sense
that they do not adapt to changing network configurations and operating conditions.
In addition, the design and parameter settings of these control schemes do not take
into account variations or changes in a system’s behaviour. Consequently, the system
often tends to be unstable and is characterised by poor dynamic behaviour.

Linear control techniques have been predominantly used for controlling a STAT-
COM [34]. In this approach, the system equations are linearised around an operating
point. Based on this linearised model, conventional PI controllers are fine-tuned to
respond to effectively both small- and large-scale disturbances in a power system to
which the STATCOM is connected. PI controllers are used in STATCOMs to design
internal controllers for distribution network which enables them to mitigate voltage
flicker [35]. While these models are appropriate for certain small-signal applications
in the vicinity of a specific steady-state operating point, they cannot capture the true
nature of a power network and its STATCOM when the system is exposed to large-
scale faults or dynamic disturbances that change the configuration of the plant to be
controlled. This necessitates the use of advanced control techniques that consider
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nonlinear interactions and ensure stability for large disturbances, thus keeping the
wind farm connected to the main grid under both fault and post-fault conditions.

The main objective of installing controllers in power systems is to achieve the
desired stability and security at a reasonable cost. Robust control theories have been
significantly developed in the past few years [36]. The key idea of a robust control
paradigm is to check whether the design specifications are satisfied for even the
worst-case uncertainty. Many efforts have been made to investigate the application of
robust control techniques to power systems. Although there have been developments
in the area of robust control design in order to enhance power system stability, so far
methods for quantifying the magnitude of uncertainties have not been addressed.

Robust control in power systems deals with the application of new techniques in
linear system theory to enhance the voltage and transient stabilities of power sys-
tems [36]. With robust control, we can capture not only the typical, or nominal,
behaviour of a plant, but also the amount of its uncertainty and variability. Plant
model uncertainty can result from: (i) model parameters with approximately known
or varying values; (ii) neglected or poorly known dynamics, such as high-frequency
dynamics; (iii) changes in operating conditions; (iv) linear approximations of nonlin-
ear behaviours; and (v) estimation errors in a model identified from measured data.
By quantifying the level of uncertainty in each element, the overall fidelity and vari-
ability of a plant model can be captured. The ways in which each uncertain element
affects performance can be analysed and the worst-case combinations of uncertain
elemental values identified. Robust control designed for the worst-case scenarios can
ensure stability during a large disturbance.

Although only recently has voltage instability come to be considered a domi-
nant problem, in many systems, power oscillations of small magnitudes and low
frequencies have been persisting for a long time. In some cases, this also presented
a limitation on the transmitted power over tie lines. Traditionally, such oscillations
are damped by conventional power plants with synchronous generators which are
equipped with power system stabilisers. Because of the characteristics of a WT, it
is possible that wind power, under some circumstances, may contribute to a reduc-
tion in system damping. In fact, wind power resources are generally located far from
large centres of consumption, while generators that are not to be committed, typically
thermal units, are located closer to major loads [20]. This may involve transmitting
energy over long distances through congested lines and, perhaps, a significant change
in the generation profile and typical power flows which may have a significant impact
on damping. The replacement of conventional generators by WTs also reduces the
damping of overall power systems. In such circumstances, it is essential to control
both the reactive and active power.

However, as a STATCOM has the capability for only reactive power control, its
application is limited to reactive power support in a power system. To overcome this
limitation, coordinated STATCOM and pitch angle control proposed in this book
can be used effectively to enhance the LVRT capability of an induction generator by
controlling both the active and reactive power. However, the response of pitch control
is slow. A STATCOM with a energy storage system (STATCOM/ESS) has emerged
as a more promising device for power system applications, as it has both real and
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reactive power control abilities [37]. A STATCOM enhanced with energy storage can
provide additional effects, such as an increased capability to damp electromechanical
oscillations [38], improved power quality and reliability of supply [39].

Power systems are large-scale systems consisting of several interconnected sub-
systems. This interconnection has been constructed in order to maximise their eco-
nomic benefits. For a large-scale system, it is often desirable to have some form of
decentralisation in its control structure [40]. For such a system, it is not realistic
to assume that all output measurements can be transmitted to every local control
station. In practice, large-scale dimensional and severe model uncertainties lead to
significant difficulties in control strategy design. With the emphasis being on robust-
ness and system performance, there is a need to analyse and design controllers in
an integrated manner, taking into consideration the interactions between the various
subsystems and controllers in a system. Any successful strategy for the control of
a large-scale power system must satisfy two fundamental requirements. Firstly, the
control must be decentralised since only local measurements are normally available
to any given machine. Secondly, the control needs to be robust, in the sense that it must
guarantee satisfactory performance over a wide range of operating conditions and
disturbances. Next, an overview of renewable energy integration into power systems
and the control techniques of STATCOMs for wind generators are discussed.

1.3 Renewable Energy Integration in Different Countries

The growing level of penetration of non-traditional renewable generation—especially
wind and solar—has led to the need for renewable generation to contribute more sig-
nificantly to power system voltage control and reactive power capacity. Modern wind-
turbine generators, and increasingly PV inverters as well, have considerable dynamic
reactive power capability, which can be further enhanced with other reactive support
equipment at the plant level to meet interconnection requirements. The integration
of renewable energy has requirements for intermittent renewable energy integration
such as active and reactive power capability, voltage and frequency tolerance, and
fault current contribution. If needed to meet interconnection requirements, the reac-
tive power capability of solar and wind plants can be further enhanced by adding of a
static var compensator (SVC), static synchronous compensators (STATCOMs), and
other reactive support equipment at the plant level.

It is evident that renewable based generation will be comparable to conventional
power generation in the coming decades. Therefore, many transmission system oper-
ators (TSOs) and regulators around the world have come up with interconnection
rules or codes to request these volatile renewable resource-based power plants to
have more or less the same operating competence as conventional power plants.
Power factor requirements and reactive power capabilities are more or less similar
in the grid codes of different countries. Table 1.1 illustrates those requirements [41].
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1.4 Overview of Integration of Large-Scale Wind Generators
and PV Units

The integration of renewable energy sources (RESs) has increased in recent years
due to several technical, environmental, and social benefits which include the use of
these sources as supplement and alternative of conventional fossil fuel generation to
meet the increased energy demand, keep the environment free from fuel exhaustion.
There are different types of RESs such as solar, wind, biogas, tidal, etc., and among
these RESs, wind energy and PV unit are the fastest growing sources.

Wind power is the most promising and mature technology among the non-hydro
renewable energies. The present progressive scale of integration has brought to a head
serious concerns about the impact of such a scale of wind penetration on the future
safety, stability, reliability and security of an electricity system. One of the major
concerns related to the high-level penetration of integrated WTs is their impact on
power system stability and is concerned with transient angular and voltage stability.

In the years to come, the focus will be on maintaining power system stability
and voltage stability, for example, at a short-circuit fault, ensuring that power supply
safety and other important tasks [42] are maintained as the amount of wind power
increases. This situation makes it necessary to find solutions with respect to main-
taining the dynamic stability and reliable operation of a power system with large
amounts of wind power. However, detailed analyses are increasingly important for
determining the correct solutions. In recent years, a lot of research work has been
done to determine the effects of replacing the output of a conventional generator by
wind power [43–45]. A modeling and control for off-shore wind farms in order to
improve short-term voltage is discussed in [46]. The results of a systematic study of
the effects of several design and operational parameters on the transient stability of
a FSWT are presented in [47]. The effects of wind power on oscillations is investi-
gated by gradually replacing the power generated by the synchronous generators in
the system with power from either constant or variable-speed WTs, while observing
the movement of the eigenvalues through the complex plane [45]. Variable speed
wind turbines equipped with DFIGs are becoming more widely used due to their
advanced reactive power and voltage control capability. The converter model of a
DFIG is a multi-input multi-output nonlinear model, and the difficulty of controlling
it is mainly due to its nonlinear behaviour

Residential PV installations are increasing significantly due to their small relative
size, noiseless operation, and feed-in tariff [48]. The major concerns of integrating PV
into the grid is the stochastic behavior of solar irradiations and interfacing of inverters
with the grid. The intermittent PV generation varies with changes in atmospheric
conditions. Due to the high initial investment and reduced life time of PV system as
compared to traditional energy sources, it is essential to extract maximum power from
PV systems [49]. Controllers on grid-connected PV systems are applied to achieve
the desired performance under disturbances like changes in atmospheric conditions,
changes in load demands, or external faults within the system.



10 1 Introduction

Several system operators are publishing severe requirements for the connection of
new wind farms and PV units in order to ensure their proper behaviour after network
faults. Their dynamic behaviours must be adapted to the new requirements. New
studies must be performed in order to evaluate the behaviour of wind farms and PV
units after severe faults and to improve their design in efficient and economical ways.

1.5 Overview of Control for Wind Generators and PV Units

The rapid growth of renewable energy and its large-scale integration fostered by
renewable portfolio standards coming into effect are accompanied by opportunities
and challenges alike. Electricity providers are increasingly faced with the challenge to
integrate variable renewable generation with the existing generation portfolio and the
electricity grid. To operate reliably, grids need to continuously balance energy supply
and demand a task complicated by the variability of renewable energy resources, such
as solar and wind The output of a wind power plant and its total load vary continuously
throughout the day. Reactive power compensation is required to maintain normal
voltage levels in a power system as reactive power imbalances can seriously affect it.
In the past, there was no requirement under the grid-code for a wind farm to remain
connected to the grid during a fault or voltage disturbance. The protection of wind
farms has been focussed mainly on turbine protection without considering the impact
this might have on a power system. This implies that a WT is disconnected from the
grid as soon as a violation of voltage or frequency operating limits is exceeded.
Worldwide, the new grid connection requirements have identified three areas to be
considered in the operation of wind farms: voltage and reactive power control; FRT
capability; and frequency range of operation [50]. These requirements can be fulfilled
by reactive power compensation devices such as FACTS devices.

Recently, various voltage-source or current-source inverter-based FACTS devices
have been used for flexible power-flow control, secure loading, damping of power
system oscillation and even for stabilising a wind generator. In this book, we propose
a novel STATCOM controller to stabilise a grid-connected wind turbine generator
system (WTGS). A STATCOM can also contribute to the LVRT requirement because
it can operate at full capacity even at lower voltages.

The problems of voltage stability and power smoothing in wind generation sys-
tems have been extensively studied. The application of STATCOMs to WTGSs with
induction generators have been described in various studies, demonstrating improved
steady-state reactive power and voltage control [31, 51]. A comprehensive study has
been undertaken to investigate how STATCOMs can be used with FSWTs, which
use IGs, to improve both the steady-state and dynamic impacts of a wind farm on a
network [52]. A study of the control of a self-excited IG is discussed in [53] in which
the authors use a state-space linear model. In [53], the nonlinear model of the wind
generator is linearised around an operating point. The voltage and frequency control
are investigated by varying the effective rotor resistance of a self-excited slip-ring IG
in [54]. However, the controller in [53] cannot stabilise the system under severe large
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disturbances. This motivates the use of advanced control techniques that consider
nonlinear interactions and ensure stability for large disturbances.

Different control systems for accommodating PV units in a network are currently
being investigated. The optimum power flow technique has been used for distribution
systems with a few PV units [55]. A new voltage control procedure that includes a
series reactor is proposed in [56]. Another droop control approach for frequency
control using a capacitor is discussed in [57]. Grid-connected PV systems suffer
from nonlinear behaviors where most of the nonlinearities occur due to the variation
of solar irradiance and nonlinear switching functions of inverters. for nonlinear PV
systems as presented in [55–57], provide satisfactory operation over a fixed set of
operating points as the system is linearised at an equilibrium point.

1.6 Robust Control of Wind Turbines and PV Units

Adaptive Control is the control method used by a controller which must adapt to
a controlled system with parameters which vary, or are initially uncertain [58]. It
provides a systematic approach for automatic adjustment of controllers in real time,
in order to achieve or to maintain a desired level of control system performance
when the parameters of the plant dynamic model are unknown and/or change in
time. For example, in power system, its load varies continuously; a control law is
needed that adapts itself to such changing conditions. The reasons for using adaptive
controller are: (i) variations in process dynamics, (ii) variations in the character of
disturbances and (iii) engineering efficiency. Generally, it is not easy to control a
system subjected to variations in dynamics. There are two methods to handle that,
robust control and adaptive control. The tuning of a robust design for the true nominal
model using an adaptive control technique will improve the achieved performance
of the robust controller design. Therefore, robust control design will benefit from the
use of adaptive control in terms of performance improvements and extension of the
range of operation. On the other hand, using an underlying robust controller design
for building an adaptive control system may drastically improve the performance of
the adaptive controller.

Conventional proportional-integral (PI) controllers with fixed parameters are
mainly used in power systems as they are easy to design and implement. As this
controller requires less feedback information, this can be employed for most plants
for which a dynamic model can be achieved. Useful details of the PI control of
wind turbines are given in [59]. However, these controllers cannot ensure stability
for changing operating conditions, for example, in different loading conditions. The
adaptive control has been used to tackle the parameter variation of wind turbines.
An adaptive controller for wind turbines is proposed in [60, 61] to compensate for
unknown and time varying parameters. In the context of gain-scheduling, adaptive
control structures which allow different control goals to be formulated; depending
on the considered operating points were also introduced. To decide which controller
to apply to the plant varies from simply switching between the controllers associated
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to the various operating points to quite sophisticated interpolation strategies [62]. In
addition to its complexity and time-consuming determination of the adequate loading
schedule for the complete operating range, the adaptive structure has a major draw-
back in that the rotor characteristics should be known quite accurately. The dynamic
behavior of a wind turbine or a PV unit is highly dependent on variable wind speed
and solar irradiance. In this book, a systematic reformulation technique is introduced
to capture the nonlinearity and an advanced technique is used to design the robust
controller for the extended operating range.

1.7 Contributions of This Book

In this book, firstly dynamic voltage instability problems which are likely to occur
in future power systems are presented and then the novel robust controllers are
synthesised for the enhancement of stability. This research work is aimed at providing
deeper insights into the mechanisms of different types of dynamic voltage instability
caused by the dynamics of power system devices and large disturbances. This book
also intends to improve the present power system control design methodology. The
proposed controller design is focused on improving the voltage stability, transient
stability and LVRT capability of induction generators and the robustness provided
by the power system controller. The major contributions of the book in this direction
are:

Analysis:

• developing comprehensive explanations of dynamic voltage instability problems
and the mechanisms of voltage collapse problems in multi-machine power sys-
tems, with induction machines and PV units, to provide more insight into voltage
instability problems;

• analysing and mitigating the impacts of renewable energy sources on power sys-
tems;

• investigating the changing nature of systems and their dynamic behaviours to
identify critical issues that limit the large-scale integration of wind generators and
FACTS devices into existing power systems;

• studying the effects of STATCOM ratings and wind farm integration on the FRT
capability of FSIGs analytically using the power-voltage and torque-slip relation-
ships as well as through simulations.

• investigating and quantifying the degree of interaction among physically close
photovoltaic (PV) units.
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Control Design:

• modeling and excitation control design to enhance large disturbance voltage
stability in power systems with significant IM loads;

• designing decentralised robust output-feedback controllers for STATCOMs in the
presence of uncertainty and interconnection effects resulting in the increase of
dynamic ATCs for power systems with FSWGs;

• presenting a novel robust controller for a STATCOM to enhance the FRT capability
of FSIGs;

• presenting a procedure for designing simultaneous robust multivariable controllers
for a STATCOM and for the pitch angle of a FSIG with the objective of enhancing
the LVRT capability of wind farms;

• designing a new voltage controller to augment the LVRT capability of FSWTs
which produces a less conservative result and reduces the calculation burden and
controller dimensions;

• proposing a systematic procedure for designing decentralised multi-variable
controllers for large interconnected power systems using a minimax output-
feedback control design method and formulating the controller design procedure
as an optimisation problem involving rank-constrained LMIs;

• focusing on cost-effective integration of emerging technologies such as a STAT-
COM/ESS system for challenging system applications, and developing reliable,
stable and effective models and controllers to utilise STATCOM/ESS concept for
the specific system enhancement objectives.

• designing of non-interacting controllers for PV Systems in distribution networks

The proposed power system control methodologies are validated through sim-
ulations. Controllers are designed for test-case power systems and simulations are
carried out under large disturbances, such as symmetrical and unsymmetrical three-
phase faults, outages of key transmission lines, large variations of load, etc.

1.8 Overview of the Book

Based on the above objectives, the outline of this book is as follows:
This chapter is intended to provide the background to this book including

contribution and motivation.
Chapter 2 introduces the concepts of voltage instability and the distinctions

between voltage and angle instability. The driving force and main causes of voltage
instability are analysed. Different methods and devices used to enhance voltage
stability are also explained. The steady-state and dynamic modeling of the power
system devices under consideration have been discussed.

Chapter 3 briefly reviews the conventional linearisation and modal analysis tech-
nique. The analytical tools that are commonly used in small-signal stability analy-
ses are presented. The proposed linearisation technique using the mean-value the-
orem with Cauchy’s remainder is introduced and compared with the conventional
linearisation technique.

http://dx.doi.org/10.1007/978-981-287-116-9_2
http://dx.doi.org/10.1007/978-981-287-116-9_3
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Chapter 4 concentrates on the possible mechanisms of voltage instability due
to large disturbances. The detailed case studies introduced in this chapter are used
to illustrate some of the key instability mechanisms caused by the dynamics of wind
generators. In addition the impact of wind power and FACTS devices on power
system dynamics are presented. The strengths and limitations of previous works, the
advantages of this research and different case studies and discussions are followed
by a summary.

Chapter 5 presents a robust excitation control design algorithm for a synchro-
nous generator with dynamic induction motor loads for enhancing dynamic volt-
age stability. The power system model, with dynamic induction motors, test cases,
control tasks, uncertainty modeling and bounding, is followed by the minimax
control approach and control design algorithm. Controller performances are eval-
uated through simulations and discussions, and conclusions are provided. Finally,
the closed loop performances of the designed controller and a conventional exciter
control are compared.

Chapter 6 provides the design of a decentralised robust STATCOM controller
using the minimax LQ control synthesis technique which results in the augmenta-
tion of the ATC of a transmission line. Firstly, a method for determining the ATC is
presented. Then, a short description of the output-feedback LQ decentralised control
approach is given. Different case studies on the impacts of wind generators on the
ATC of transmission are analysed and, finally, the performance of the designed con-
troller is validated and compared with that of a conventional STATCOM controller.

Chapter 7 deals with different robust control techniques for the augmentation
of the LVRT capability of WTs in different operating conditions. This chapter con-
tains four distinct control methods for enhancing LVRT capabilities of systems with
wind turbines. This chapter is divided into four main parts which present: firstly, a
robust controller for a STATCOM to enhance the FRT capability of FSIGs; secondly,
a designed simultaneous pitch angle and STATCOM control with its performance
compared with only a STATCOM controller; thirdly, STATCOM controller design,
including the structured uncertainty representation; and, fourthly, a systematic proce-
dure for the design of decentralised multi-variable controllers for large interconnected
power systems.

Also, previously developed control techniques and algorithms used for the voltage
regulation and reactive power control of wind farms are reviewed. The basic ideas
behind the critical clearing time (CCT), critical speed (CS) and critical voltage are
given, followed by linearisation and uncertainty modeling, a control design algorithm
and simulation cases and their results.

Chapter 8 provides the design of a decentralised robust controller using the min-
imax LQ control synthesis technique which results in the augmentation of the LVRT
capability of DFIGs. Firstly, the complete nonlinear model of DFIG is presented.
Then, a short description of the output-feedback LQ decentralised control approach
is given. A systematic control algorithm is presented and, finally, the performance
of the designed controller is validated and compared with that of a conventional PI
controller.

http://dx.doi.org/10.1007/978-981-287-116-9_4
http://dx.doi.org/10.1007/978-981-287-116-9_5
http://dx.doi.org/10.1007/978-981-287-116-9_6
http://dx.doi.org/10.1007/978-981-287-116-9_7
http://dx.doi.org/10.1007/978-981-287-116-9_8
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Chapter 9 presents a design of non-interacting controller for PV units. In the first
part of this chapter, it is shown that there may exist oscillations in distribution net-
works with physically close photovoltaic (PV) units due to their control interactions.
The next part comprises the uncertainty modeling, bounding and controller design
approach. Simulation studies and discussions to validate the proposed controllers are
included in the final part of this chapter.

Chapter 10 provides the book summary, conclusions and recommendations for
areas of future research.

Chapter 11 contains the appendices.
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Chapter 2
Power System Voltage Stability and Models
of Devices

Abstract This chapter introduces the concepts of voltage instability and the
distinctions between voltage and angle instability. The driving force and main causes
of voltage instability are analysed. Different methods and devices used to enhance
voltage stability are also explained. The steady-state and dynamic modelling of the
power system devices including wind generators and photovoltaic units have been
discussed.

2.1 Introduction

Power system stability has been recognised as an important problem for secure system
operation since the beginning of last century. Many major blackouts caused due to
power system instability have illustrated the importance of this phenomenon [1, 2].
Angle stability had been the primary concern of the utilities for many decades. How-
ever, in the last two decades power systems have operated under much more stressed
conditions than they usually had in the past. There are number of factors responsible
for this: continuing growth in interconnections; the use of new technologies; bulk
power transmissions over long transmission lines; environmental pressures on trans-
mission expansion; increased electricity consumption in heavy load areas (where it
is not feasible or economical to install new generating plants); new system loading
patterns due to the opening up of the electricity market; growing use of induction
machines; and large penetration of wind generators and local uncoordinated controls
in systems. Under these stressed conditions a power system can exhibit a new type
of unstable behaviour, namely, voltage instability.

In recent years, voltage instability has become a major research area in the field
of power systems after a number of voltage instability incidents were experienced
around the world [3, 4]. In Japan, a large-scale power failure occurred in the Tokyo
metropolitan area in 1987 (about an 8-GW loss) because of voltage instability [5].
In Tokyo, the capacitance of 275-kV underground cables created adverse effects on
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Fig. 2.1 Classification of power system stability

voltage-stability characteristics, making voltage stability one of the most important
issues regarding system security. It has even been suggested that part of the problems
that led to the North American blackout of August 2003 might be linked to short-term
voltage instability [6]. In recent years, voltage instability has been responsible for
several network collapses and blackouts [7] and is now receiving special attention in
many systems.

This chapter will provide an overview of voltage stability problems and methods
of effectively addressing them in the design and operation of electrical power sys-
tems. This includes the basic concepts, physical aspects of the phenomenon, methods
of analysis, examples of major power grid blackouts due to voltage instability and
methods of preventing voltage instability. This chapter addresses issues of power
system voltage stability and identifies different categories of voltage stability behav-
iour that are important in power system stability analyses. In addition, the modeling
of power system devices under consideration will be discussed.

2.2 Power System Stability and Voltage Stability

Power system stability is the ability of an electrical power system, for given initial
operating conditions, to regain a state of operating equilibrium after being subjected
to a physical disturbance, with most system variables bounded so that practically the
entire system remains intact. Figure 2.1 gives the overall picture of the power system
stability problem, identifying its categories and subcategories.
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The concept of voltage stability addresses a large variety of different phenomena
depending on which part of the power system is being analysed; for instance, it can
be a fast phenomenon if induction motors, air conditioning loads or high-voltage DC
transmission (HVDC) links are involved or a slow phenomenon if, for example, a
mechanical tap changer is involved. Today, it is well accepted that voltage instability
is a dynamic process since it is related to dynamic loads [8, 9].

Voltage stability refers to the ability of a power system to maintain steady voltages
at all buses in the system and maintain or restore equilibrium between load demand
and load supply from its given initial operating conditions after it has been subjected
to a disturbance. Instability may result in progressive voltage falls or rises at some
buses. A possible outcome of voltage instability is the loss of load in an area, and
possible tripping of transmission lines and other elements by their protective systems
which can lead to cascading outages.

Voltage collapse is more complex than voltage instability and is the process by
which the sequence of events accompanying voltage instability lead to a blackout or
abnormally low voltages in a significant part of a power system. The main symptoms
of voltage collapse are: low voltage profiles; heavy reactive power flows; inadequate
reactive support; and heavily loaded systems. The collapse is often precipitated by
low-probability single or multiple contingencies. When a power system is subjected
to a sudden increase of reactive power demand following a system contingency, the
additional demand is met by the reactive power reserves of generators and com-
pensators. Generally, there are sufficient reserves and the system settles to a stable
voltage level. However, it is possible, due to a combination of events and system
conditions, that the lack of additional reactive power may lead to voltage collapse,
thereby causing a total or partial breakdown of the system.

2.3 Voltage and Angle Instability

Power system instability is essentially a single problem; however, the various forms
of instability that a power system may undergo cannot be properly understood and
effectively dealt with by treating it as such. Because of the high dimensionality and
complexity of stability problems, it helps to simplify models in order to analyse
specific types of problems using an appropriate degree of detail of the system repre-
sentation and appropriate analytical techniques.

There is no clear distinction between voltage and angle instability problems but,
in some circumstances, one form of instability predominates over the other. Dis-
tinguishing between the two types is important for understanding their underlying
causes in order to develop appropriate design and operating procedures but, although
this is effective, the overall stability of the system should be kept in mind. Solutions
for one problem should not be at the expense of another. It is essential to look at all
aspects of the stability phenomena and at each aspect from more than one viewpoint.

However, there are many cases, in which, one form of instability predominates.
An IEEE report [10] points out the extreme situations of: (1) a remote synchronous
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generator connected by transmission lines to a large system–angle stability dominates
(one machine to an infinite-bus problem); and (2) a synchronous generator or large
system connected by long transmission lines to an asynchronous load–voltage sta-
bility dominates. Figures 2.2 and 2.3 show these extremes. Details of the relationship
between voltage and angle stability are given in [11].

Voltage stability is concerned with load areas and load characteristics. For rotor
angle stability, we are often concerned with integrating remote power plants to a large
system over long transmission lines. Basically, voltage stability is load stability and
rotor angle stability is generator stability. In a large interconnected system, voltage
collapse of a load area is possible without the loss of synchronism of any generator.
Transient voltage stability is usually closely associated with transient rotor angle
stability but longer-term voltage stability is less linked with rotor angle stability. It
can be said that if voltage collapses at a point in a transmission system remote from
the load, it is an angle instability problem. If it collapses in a load area, it is mainly
a voltage instability problem.

2.4 Wind Power Generation and Power System Stability

In most countries, the amount of wind power generation integrated into large-scale
electrical power systems is only a small part of the total power system load. However,
the amount of electricity generated by wind turbines (WTs) is continuously increas-
ing. Therefore, wind power penetration in electrical power systems will increase in
future and will start to replace the output of conventional synchronous generators.
As a result, it may also begin to influence overall power system behaviour. WTs
use generators, such as squirrel-cage induction generators (IGs) or generators that
are grid-coupled via power electronic converters. The interactions of these generator
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types with the power system are different from that of a conventional synchronous
generator. As a consequence, WTs affect the dynamic behaviour of a power system
in a way that might be different from that of synchronous generators. Therefore,
the impact of wind power on the dynamics of power systems should be studied
thoroughly in order to identify potential problems and to develop measures to miti-
gate those problems.

In grid impact studies of wind power integration, voltage stability is the main prob-
lem that will affect the operation and security of wind farms and power grids [12].
Voltage stability deterioration is mainly due to the large amount of reactive power
absorbed by the WTs during their continuous operation and system contingencies.
The various WT types presently in use behave differently during grid disturbances.
Induction generators consume reactive power and behave similarly to induction
motors for the duration of system contingency and will deteriorate the local grid
voltage stability. Also, variable-speed wind turbines (VSWTs) equipped with doubly-
fed induction generators (DFIGs) are becoming more widely used for their advanced
reactive power and voltage control capability. DFIGs make use of power electronic
converters and are, thus, able to regulate their own reactive power so as to operate at
a given power factor or to control grid voltage. But, because of the limited capacity
of a pulse-width modulation (PWM) converter [13], the voltage control capability of
a DFIG cannot match with that of a synchronous generator. When the voltage control
requirement is beyond the capability of a DFIG, the voltage stability of the grid is
also affected.

When dealing with power system stability and wind power generation these ques-
tions may be raised, How does wind power generation contribute to power system
stability? What are the factors that limit the integration of WTs into existing power
systems? How many additional wind generators can be integrated by using static and
dynamic compensations? Some cases of system stability problems related to wind
power generation are presented in this book.

2.5 Voltage Instability and Time Frame of Interest

The time-frame of interest for voltage stability problems may vary from a few seconds
to tens of minutes. Therefore, voltage stability may be either a short- or long-term
phenomenon. Short-term voltage stability involves the dynamics of fast-acting load
components such as induction motors, electronically controlled loads and HVDC
converters. The study period of interest here is in the order of several seconds, and
any analysis requires solutions of the appropriate system differential equations; this
is similar to the analysis of rotor angle stability. Dynamic modeling of loads is often
essential. In contrast to angle stability, short-circuits near loads are important.

Long-term voltage stability involves slower-acting equipment, such as tap-
changing transformers, thermostatically controlled loads and generator current lim-
iters. Here, the study period of interest may extend to several or many minutes, and
long-term simulations are required for the analysis of a system’s dynamic perfor-
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mance [14]. Stability is usually determined by the resulting outage of equipment,
rather than the severity of the initial disturbance. Instability is due to the loss of long-
term equilibrium (e.g., when loads try to restore their power beyond the capability
of the transmission network and connected generation), the post-disturbance steady-
state operating point being small-disturbance unstable, and/or a lack of attraction
toward the stable post-disturbance equilibrium (e.g., when a remedial action is
applied too late) [15, 16]. The disturbance could also be a sustained load build-up
(e.g., motoring load increase).

Large-disturbance voltage stability refers to a system’s ability to maintain steady
voltages following large disturbances, such as system faults, loss of generation or
circuit contingencies. This ability is determined by the system and load character-
istics, and the interactions of both continuous and discrete controls and protections.
Determination of large-disturbance voltage stability requires the examination of the
nonlinear response of the power system over a period of time sufficient to capture
the performance and interactions of such devices as motors, underload transformer
tap changers and generator field-current limiters. The study period of interest may
extend from a few seconds to tens of minutes.

Small-disturbance voltage stability refers to a system’s ability to maintain steady
voltages when subjected to small perturbations, such as incremental changes in sys-
tem load. This form of stability is influenced by the characteristics of loads, contin-
uous controls and discrete controls at a given instant of time. This concept is useful
for determining, at any instant, how the system voltages will respond to small sys-
tem changes. With appropriate assumptions, system equations can be linearised for
analysis, thereby allowing the computation of valuable sensitivity information which
is useful for identifying the factors influencing stability. However, this linearisation
cannot account for nonlinear effects, such as tap-changer controls (dead-bands, dis-
crete tap steps, and time delays). Therefore, a combination of linear and nonlinear
analyses can be used in a complementary manner [8] to study voltage stability.

2.6 Voltage Stability

The practical importance of voltage stability analysis is that it helps in designing and
selecting countermeasures which will avoid voltage collapse and enhance stability.
Voltage stability analysis has gained increasingly importance in recent years due to:

• generation being centralised in fewer, larger power plants which means fewer
voltage-controlled buses, and longer electrical distances between generation and
load;

• the integration of large-scale induction generators;
• the extensive use of shunt capacitor compensation;
• voltage instability caused by line and generator outages;
• many incidents having occurred throughout the world (France, Belgium, Sweden,

Japan, USA, etc) [3, 4]; and
• the operation of a system being closer to its limits.
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2.7 Voltage Stability and Nonlinearity

Historically, power systems were designed and operated conservatively. It was
comparatively easy to match load growth with new generation and transmission
equipment. So, systems were operated in regions where behaviour was fairly linear.
Only occasionally would systems be forced to extremes where nonlinearities could
begin to have significant effects. However, the recent trend is for power systems to
be operated closer to their limits. Also, as the electricity industry moves towards an
open-access market, operating strategies will become much less predictable. Hence,
the reliance on fairly linear behaviour which was adequate in the past, must give way
to an acceptance that nonlinearities are going to play an increasingly important role
in power system operation.

One important aspect of the voltage stability problem, making its understanding
and solution more difficult, is that the phenomena involved are truly nonlinear. As the
stress on a system increases, this nonlinearity becomes more and more pronounced.
The nonlinearity of loads and generator dynamics are important factors when deter-
mining voltage instability. Therefore, it is essential that the nonlinear behaviour of
power system devices should be taken into account when designing controllers and
analysing dynamic behaviours.

2.8 Main Causes of Voltage Instability

The driving force for voltage instability is usually the loads; in response to a
disturbance, power consumed by the loads tends to be restored by the action of
motor slip adjustment, distribution voltage regulators, tap-changing transformers
and thermostats. Restored loads increase the stress on a high-voltage network by
increasing the reactive power consumption and causing further voltage reduction. A
run-down situation causing voltage instability occurs when load dynamics attempt
to restore power consumption beyond the capability of the transmission network and
the connected generation [15–18].

A major factor contributing to voltage instability is the voltage drop that occurs
when both active and reactive power flow through the inductive reactances of a
transmission network; this limits the capabilities of the transmission network, in
terms of power transfer and voltage support, which are further limited when some of
the generators hit their field, or armature current, time-overload capability limits. It
is worth noting that, in almost all voltage instability incidents, one or several crucial
generators were operating with a limited reactive capability [16]. Voltage stability
is threatened when a disturbance increases the reactive power demand beyond the
sustainable capacity of the available reactive power resources.

While the most common form of voltage instability is progressive drops in bus
voltages, the risk of over-voltage instability also exists and has been experienced in
at least one system [19]. This is caused by the capacitive behaviour of a network
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(EHV transmission lines operating below surge impedance loading) as well as by
underexcitation limiters preventing generators and/or synchronous compensators
from absorbing the excess reactive power. In this case, instability is associated with
the inability of the combined generation and transmission systems to operate below
some load level. In their attempt to restore this load power, transformer tap changers
may cause long-term voltage instability.

Voltage stability problems may also be experienced at the terminals of HVDC
links used for either long-distance or back-to-back applications [20]. They are usu-
ally associated with HVDC links connected to weak AC systems and may occur
at rectifier or inverter stations, and are associated with the unfavourable reactive
power load characteristics of converters. A HVDC link’s control strategies have a
very significant influence on such problems, since the active and reactive power at
the AC/DC junction is determined by the controls. If the resulting loading on an
AC transmission stresses it beyond its capability, voltage instability occurs. Such a
phenomenon is relatively fast with the time frame of interest being in the order of one
second or less. Voltage instability may also be associated with converter transformer
tap-changer controls which is a considerably slower phenomenon. Recent develop-
ments in HVDC technology (voltage-source converters and capacitor-commutated
converters) have significantly increased the limits for the stable operation of HVDC
links in weak systems compared with the limits for line-commutated converters.

One form of the voltage stability problem, that results in uncontrolled over-
voltages, is the self-excitation of synchronous machines. This can arise if the capac-
itive load of a synchronous machine is too large. Examples of excessive capacitive
loads that can initiate self-excitation are open-ended high-voltage lines, and shunt
capacitors and filter banks from HVDC stations. The over-voltages that result when a
generator load changes to a capacitive load are characterised by an instantaneous rise
at the instant of change followed by a more gradual rise. This latter rise depends on
the relationship between the capacitive load component and the machine reactance,
together with the excitation system of the synchronous machine. The negative field
current capability of an exciter is a feature that has a positive influence on its limits
for self-excitation. A voltage collapse may be aggravated by the excessive use of
shunt capacitor compensation, due to the inability of the system to meet its reactive
demands, or large sudden disturbances, such as the loss of either a generating unit
or a heavily loaded line, or cascading events or poor coordination between various
control and protective systems.

2.9 Methods for Improving Voltage Stability

The control of voltage levels is accomplished by controlling the production,
absorption and flow of reactive power at all levels in a system. In order to function
properly, it is essential that the voltage is kept close to the nominal value throughout
the entire power system. Traditionally, this has been achieved differently for trans-
mission networks and distribution grids. In transmission networks, a large-scale
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centralised power plant keeps the node voltages within an allowed deviation from
their nominal values and the number of dedicated voltage control devices is limited.

In contrast, distribution grids incorporate dedicated equipment for voltage control
and the generators connected to the distribution grid are hardly, if at all, involved
in controlling the node voltages. The most frequently used voltage control devices
in distribution grids are tap-changer transformers that change their turns ratio but
switched capacitors and reactors are also applied. However, a number of recent
developments challenge this traditional approach. One of these is the increased use
of WTs for generating electricity. When large-scale wind farms are connected to
the grids, it will be difficult to maintain node voltages using the traditional reactive
power control devices. In these cases, some dedicated equipment, such as flexible AC
transmission system (FACTS) devices will have to be used as well. FACTS devices
offer fast and reliable control over the three AC transmission system parameters, i.e.,
voltage, line impedance and phase angle, and make it possible to control voltage
stability dynamically.

2.9.1 Voltage Stability and Exciter Control

Automatic voltage regulators (AVRs) with synchronous machines are the most impor-
tant means of voltage control in a power system. A synchronous machine is capable
of generating and supplying reactive power within its capability limits to regulate
system voltage. For this reason, it is an extremely valuable part of the solution to the
collapse-mitigation problem.

The performance requirements of excitation systems are determined by consider-
ations of the synchronous generator as well as the power system. The basic require-
ment is that the excitation system supplies and automatically adjusts the field current
of the synchronous generator in order to maintain the scheduled terminal voltage
as the output varies within the continuous capability of the generator. An excitation
system must be able to respond to transient disturbances by field forcing consistent
with the generator’s instantaneous and short-term capabilities. The generator capa-
bility is limited by several factors: rotor insulation failure due to high field voltage;
rotor heating due to high field current; stator heating due to high armature current
loading; core end heating during underexcited operation; and heating due to excess
flux (volts/Hz).

The role of an excitation system for enhancing power system performance has
been continually growing. Early excitation systems were controlled manually to
maintain the desired generator terminal voltage and reactive power loading. When
the voltage control was first automated, it was very slow, basically filling the role
of an alert operator [18]. Many research works have been undertaken in the area
of voltage control using efficient excitation control. Modern excitation systems are
capable of providing practically instantaneous responses with high ceiling voltages.
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The combination of a high field-forcing capability and the use of auxiliary stabilising
signals contributes to the substantial enhancement of overall system dynamic per-
formance.

2.9.2 Voltage Stability and FACTS Devices

During the past two decades, the increase in electrical energy demand has presented
higher requirements for the power industry. In recent years, the increases in peak load
demands and power transfers between utilities have elevated concerns about system
voltage security. Voltage instability is mainly associated with a reactive power imbal-
ance. Improving a system’s reactive power-handling capacity via FACTS devices is
a remedy for the prevention of voltage instability and, hence, voltage collapse.

With the rapid development of power electronics, FACTS devices have been pro-
posed and installed in power systems. They can be utilised to control power flow and
enhance system stability. Particularly with the deregulation of the electricity market,
there is an increasing interest in using FACTS devices for the operation and control
of power systems with new loading and power flow conditions. For a better utiliza-
tion of existing power systems, i.e., to increase their capacities and controllability,
installing FACTS devices becomes imperative.

In the present situation, there are two main aspects that should be considered when
using FACTS devices: the flexible power system operation according to their power
flow control capability; and improvements in the transient and steady-state stability
of power systems. FACTS devices are the right equipment to meet these challenges
and different types are used in different power systems.

The most commonly used devices in present power grids are shunt capacitors
and mechanically-controlled circuit breakers (MCCBs). Within limits, static reac-
tive sources, such as shunt capacitors, can assist in voltage support. However, unless
they are converted to pseudo-dynamic sources by being mechanically switched, they
are not able to help support voltages during emergencies, when more reactive power
support is required. In fact, shunt capacitors suffer from a serious drawback of pro-
viding less reactive support at the very time that more support is needed, i. e., during
a voltage depression volt-ampere-reactive (VAr) output being proportional to the
square of the applied voltage.

Long switching periods and discrete operation make it difficult for MCCBs to
handle the frequently changing loads smoothly and damp out the transient oscillations
quickly. In order to compensate for these drawbacks, large operational margins and
redundancies are maintained in order to protect the system from dynamic variation
and recover from faults. However, this not only increases the cost and lowers the
efficiency, but also increases the complexity of a system and augments the difficulty
of its operation and control. Severe black-outs in power grids which have happened
recently worldwide have revealed that conventional transmission systems are unable
to manage the control requirements of complicated interconnections and variable
power flows.
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More smoothly controlled, and faster, reactive support than mechanically switched
capacitors can be provided by true dynamic sources of reactive power such as static
VAr compensators (SVCs), static synchronous compensators (STATCOMs), syn-
chronous condensers and generators. The application of SVCs and STATCOMs, in
the context of voltage stability, has been discussed in recent literature [21]. The main
differences between these two devices are that the SVC becomes a shunt capacitor
when it reaches the limit of its control and all capacitance is fully switched in, and
its reactive power output decreases as the square of the voltage when the maximum
range of control is reached. The main advantage of the STATCOM over the thyristor
type SVC is that the compensating current does not depend on the voltage level of
the connecting point and thus the compensating current is not lowered as the voltage
drops [22]. STATCOMs help to meet the wind farm interconnection standards and
also provide dynamic voltage regulation, power factor correction and a low-voltage
ride-through capability for an entire wind farm.

2.10 Modeling of Power System Devices

Power systems are large interconnected systems consisting of generation units,
transmission grids, distribution systems and consumption units. The stability of a
power system is dependent on several components, such as conventional generators
and their exciters, wind generators, PV units, dynamic loads and FACTS devices.
Therefore, an understanding of the characteristics of these devices and the modeling
of their performances are of fundamental importance for stability studies and con-
trol design. There are numerous dynamics associated with a power system which
may affect its large-signal stability and cause other kinds of stability problems. The
large-signal stability technique analyses a system’s stability by studying detailed
simulations of its dynamics.

Modern power systems are characterised by complex dynamic behaviours which
are due to their size and complexity. As the size of a power system increases, its
dynamic processes become more challenging for analysis as well as for an under-
standing of its underlying physical phenomena. Power systems, even in their simplest
form, exhibit nonlinear and time-varying behaviours. Moreover, there is a wide vari-
ety of equipment in today’s power systems, namely: (1) synchronous generators,
PV units and wind generators; (2) loads; (3) reactive-power control devices, such as
capacitor banks and shunt reactors; (4) power-electronically switched devices, such
as SVCs, and currently developed FACTS devices, such as STATCOMs; (5) series
capacitors, thyristor-controlled series capacitors (TCSCs), among others. Though the
kinds of equipment found in today’s power systems are well-established and quite
uniform in design, their precise modeling plays an important role in analysis and
simulation studies of a whole system.

Different approaches to system modeling lead to different analytical results and
accuracy. Improper models may result in over-estimated stability margins which can
be disastrous for system operation and control. On the contrary, redundant models will
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greatly increase computation costs and could be impractical for industrial application.
To study the problem of modeling, all the components of a power system should
be considered for their performance. Based on the requirements of stability study,
different modeling schemes can be used for the same device; for example, three kinds
of models of a system or device are necessary in order to study a power system’s
long term, midterm and transient stabilities.

Traditional system modeling has been based on generators and their controls
as well as the transmission system components. Only recently load modeling has
received more and more attention for stability analysis purposes. Test systems con-
sidered in this dissertation consist of conventional generators, wind generators, PV
units, generator control systems including excitation control, automatic voltage reg-
ulators (AVRs), power system stabilisers (PSSs), transmission lines, transformers,
reactive power compensation devices, newly developed FACTS devices and loads of
different kinds. Each piece of equipment has its own dynamic properties that may
need to be modelled for a stability study.

The dynamic behaviours of these devices are described through a set of non-
linear differential equations while the power flow in the network is represented
by a set of algebraic equations. This gives rise to a set of differential-algebraic
equations (DAEs) describing the behaviour of a power system. After suitable rep-
resentations of these elements, one can arrive at a network model of a system in
terms of its admittance matrix. Generally because of a large number of nodes in the
system, this matrix will be large but can be reduced by making suitable assumptions.
Different types of models have been reported in the literature for each type of power
system component depending upon its specific applications [18]. In this chapter, the
relevant equations governing the dynamic behaviours of the specific types of models
used in this dissertation are described.

2.10.1 Modeling of Synchronous Generators

A synchronous machine is one of the most important power system components.
It can generate active and reactive power independently and has an important role
in voltage control. The synchronising torques between generators act to keep large
power systems together and make all generator rotors rotate synchronously. This
rotational speed is what determines the mains frequency which is kept very close to
the nominal value of 50 or 60 Hz.

Generally, the well-established Park’s model for a synchronous machine is used
in system analysis. However, some modifications can be employed to simplify it for
stability analysis. Depending on the nature of the study, several models of a syn-
chronous generator, having different levels of complexity, can be utilised [18]. In the
simplest case, a synchronous generator is represented by a second-order differential
equation, while studying fast transients in a generator’s windings requires the use of
a more detailed model, e.g., a sub-transient 6th-order model. Throughout this book,
sub-transient and third-order transient generator models are used.
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The IEEE recommended practice regarding the d–q axis orientation of a synchro-
nous generator is followed here [18]. This results in a negative d-axis component
of stator current for an overexcited synchronous generator delivering power to the
system. The differential equations, governing the sub-transient dynamic behaviour
of generators in a multi-machine interconnected system, are given by [23]:
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for k = 1, 2, . . . , m, where m is the total number of generators, Kak the AVR gain,
Vtik the terminal voltage, Vsk the auxiliary input signal to the exciter, δk the power
angle of the generator, ωk the rotor speed with respect to a synchronous reference, E′

qk

the transient emf due to field flux linkage, E′
dk

the transient emf due to flux linkage
in the d-axis damper coil, ψ1dk the sub-transient emf due to flux linkage in the d-
axis damper, ψ2qk the sub-transient emf due to flux linkage in the q-axis damper,
ωs the absolute value of the synchronous speed in radians per second, Hk the inertia
constant of the generator, Dk the damping constant of the generator, T ′

dok
and T ′′

dok

the direct-axis open-circuit transient and sub-transient time constants, T ′
qok

and T ′′
qok

the q-axes open-circuit transient and sub-transient time constants, Idk and Iqk the
d- and q-axes components of the stator current, Xlsk the armature leakage reactance,
Xdk , X ′

dk
and X ′′

dk
the synchronous, transient and sub-transient reactances along the d-

axis, Xqk , X ′
qk

and X ′′
qk

the synchronous, transient and sub-transient reactances along
the q-axis, respectively.

For stability analysis, the stator transients are assumed to be much faster compared
to the swing dynamics [23]. Hence, the stator quantities are assumed to be related
to the terminal bus quantities through algebraic equations rather than differential
equations. The stator algebraic equation is given by:
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where Vi is the generator terminal voltage. Under typical assumptions, the single-axis
synchronous generator can be modeled by the following set of nonlinear differential
equations [24]:
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ω̇k = 1

2Hk

[
Pmk − E′

qk
Iqi − Dkω

]
, (2.10)

Ė′
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where Efdi is the equivalent emf in the exciter coil. The mechanical input power, Pmi ,
to the generator is assumed to be constant.

2.10.2 Modeling of Excitation Systems

Control of the excitation system of a synchronous machine has a very strong influence
on its performance, voltage regulation and stability [25]. Not only is the operation
of a single machine affected by its excitation but, also, the behaviour of the whole
system is dependent on the excitation system of the generators; for example, inter-
area oscillations are directly connected to the excitations of the generators [26]. In
general, the whole excitation control system includes:

• a PSS;
• an excitation system stabilizer;
• an AVR; and
• a terminal voltage transducer and load compensator.

There are different types of excitation systems commercially available in the power
industry. However, one of the most commonly encountered models is the so-called
IEEE Type ST1A excitation system. Other excitation system models for large-scale
power system stability studies can be found in [27]. The main equations describing
IEEE Type ST1A excitation are listed below:
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− Vtrk ), (2.13)
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Fig. 2.4 PSS with AVR block diagram

where Vtrk is the measured voltage state variable after the sensor lag block, Vtk the
measured terminal voltage, Kak the AVR gain and Trk the sensor time constant. In
this dissertation, a robust excitation system is designed later and its performance is
compared with that of the above excitation system.

2.10.3 Power System Stabilisers

The AVR plays an important role in keeping a generator synchronised with other
generators in the grid. To achieve this, it should be fast-acting. Using high AVR
gain to increase the action time often leads to unstable and oscillatory responses. To
increase the damping of a lightly damped mode, the AVR uses a signal proportional
to the rotor speed, although generator power and frequency may also be used [28].
The dynamic compensator used to modify the input signal to an AVR is commonly
known as a PSS. Most generators have a PSS to improve stability and damp out
oscillations.

Synchronous machines connected to a grid employ PSSs to enhance the damping
of rotor oscillations. A typical PSS uses the change in speed, Δω, as the feedback
variable and its output, Vs, is mixed with the reference voltage, Vref, to produce the
excitation signal. The block diagram in Fig. 2.4 shows the excitation system with an
AVR and a PSS [18]. The amount of damping provided by a PSS depends on the
value of the gain block, KSTAB. The phase compensation block introduces the phase
lead necessary to compensate for the phase lag that is introduced between the exciter
input and the generator electrical torque. The wash-out block serves as a high-pass
filter, with the time constant, TW , being high enough to allow signals associated with
oscillations in ωr to pass unchanged and block slowly varying speed changes. It
allows the PSS to respond only to fast changes in speed.
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Fig. 2.5 Over-excitation limiter operating principle

2.10.4 Over-Excitation Limiters

An over-excitation limiter (OXL) can take two forms: (1) a device that limits the
thermal duty of the rotor field circuit on a continuous current basis; and (2) a device
that limits the effects of stator or transformer core iron saturation due to excessive
generator terminal voltage, under-frequency, or the combination of both. An OXL to
protect the rotor from thermal overload, is an important controller in system voltage
stability. It is usually disabled in the transient time-frame to allow the excitation
system to force several times the rated voltage across the rotor winding and more
than the rated continuous current to help retain transient stability.

After a few seconds, the limiter is activated in an inverse time function–the higher
the rotor current, the sooner the limiter is activated. This brings the continuous rotor
current down to, or just below, the rated level to ensure the rotor is not overheated
by excessive current. The limiter acts without regard to the actual rotor temperature.
Even if the rotor is very cool before the over-excitation event, the time characteristic
of the limiter is not changed. The over-excitation operating principle is shown in
Fig. 2.5.

Note:

• below EFD1, the device is inactive;
• above EFD3, the time to operate is constant and equal to TIME3; and
• if EFD goes below EFD1 at any time before the device has timed-out, the timer

resets.
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2.10.5 Load Modeling

Several studies, [15, 29], have shown the critical effect of load representation in
voltage stability studies and, therefore, the need to find more accurate load models
than those traditionally used. Given a power system topology, the behaviour of a
system following a disturbance, or the possibility of voltage collapse occurring,
depends to a great extent on how the loads are represented.

Loads can be classified into different groups that are generally represented as an
aggregated model. The main classifications are as static and dynamic models. As a
static load model is not dependent on time, it describes the relationship of the active
and reactive power at any time to the voltage and/or frequency at the same instant
of time. The characteristics of load with respect to frequency are not critical for the
phenomena of voltage stability but those with respect to voltage are. On the other
hand, a dynamic load model expresses this active/reactive power relationship at any
instant of time as a function of the voltage and/or frequency at a past instant of time,
usually including the present moment. Static load models have been used for a long
time for both purposes, i.e., to represent static load components, such as resistive and
lighting loads, and also to approximate dynamic components. This approximation
may be sufficient in some of the cases but for the fact that load representation has
critical effects in voltage stability studies. This situation may become worse due to
the traditional static load models being replaced with dynamic ones.

The modeling of load is complicated because a typical load bus represented in
a stability analysis is composed of a large number of devices, such as fluorescent
and incandescent lamps, refrigerators, heaters, compressors, motors and furnaces,
etc. The exact composition of load is difficult to estimate. Also, its composition
changes depending on many factors, including time, weather conditions and the
state of the economy. An example of the composite load model representation used
in this dissertation is shown in Fig. 2.6.

Common static load models for active and reactive power are expressed in poly-
nomial or exponential forms and can include, a frequency dependence term. In this
book, we use the exponential form to represent static loads as:

P(V) = P0

(
V

V0

)a

(2.14)

Q(V) = Q0

(
V

V0

)b

(2.15)

where P and Q are active and reactive components of load, respectively, when the
bus voltage magnitude is V. The subscript 0 identifies the values of the respective
variables at the initial operating condition. The parameters of this model are the
exponents a and b. With these exponents equal to 0, 1 or 2, the model represents
the constant power, constant current or constant impedance characteristics of load
components, respectively.
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Fig. 2.6 Example of mixed load

2.10.6 Modeling of Induction Motors

A large amount of power consumption is by induction motors (IMs) in residential,
commercial and industrial areas, commonly for the compressor loads of air condition-
ing and refrigeration in residential and commercial areas [18]. These loads require
nearly constant torque at all speeds and are the most demanding from a stability
viewpoint. On the other hand, pumps, fans and compressors account for more than
half of industrial motor use. Typically, motors consume 60 to 70 % of the total power
system energy and their dynamics are important for voltage stability and long-term
stability studies. Therefore, the dynamics attributed to motors are usually the most
significant aspects of the dynamic characteristics of system loads.

For modeling of induction motor in power system stability studies, the transients
in stator voltage relations can be neglected [15], which corresponds to ignoring the
DC components in stator transient currents, thereby permitting representation of
only the fundamental frequency components. The transient model of a squirrel-cage
induction motor is described by the following DAEs written in a synchronously-
rotating reference frame [15]:
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where for i = 1, . . . , p, p is the number of induction motor, X ′
i = Xsi +Xmi Xri/(Xmi +

Xri) the transient reactance, Xi = Xsi + Xmi the rotor open-circuit reactance,
T ′

doi
= (Lri +Lmi)/Rri the transient open-circuit time constant, Tei = e′

qri
iqsi +e′

dri
idsi

the electrical torque, si the slip, e′
dri

the direct-axis transient emf, e′
qri

the quadrature-
axis transient emf, TLi the load torque, Xsi the stator reactance, Xmi the magnetising
reactance, Hmi the inertia constant of the motor, idsi and iqsi the d- and q-axis com-
ponents of the stator current, respectively.

There are two ways to obtain aggregation in load models. One is to survey the
customer loads in a detailed load model, including the relevant parts of the network,
and carry out system reduction. Then, a simple load model can be chosen so that it
has similar load characteristics to the detailed load model. Another approach is to
choose a load model structure and identify its parameters from measurements.

2.10.7 Modeling of On-Load Tap Changers

Load tap-changing transformers do not correspond to a load component but, seen
from a transmission system viewpoint, they may be considered as part of the load.
After a disturbance, they restore the sub-transmission and distribution voltages to
their pre-disturbance values, but they also affect the status of the voltage-sensitive
loads. The restoration of the voltage and, consequently, the increase in these loads
may lead the system to voltage instability and collapse. The restoration process
takes several minutes. A tap changer is governed by its step size, time constant,
reference voltage and deadband. In this model, a tap changing takes place (after
some built-in time delay) if the load voltage, Vrms, falls outside of a voltage range of
[Vref − D − ε, Vref + D + ε]. The dynamic model of an OLTC is given by:

nk+1 = nk+d(Vref − V), (2.20)

where nk+1 and nk are the turns-ratios before and after a tap change, respectively, and
ε, D and d are the hysteresis band, dead-band and step size of the tap, respectively.

2.10.8 Modeling of Wind Generators

The generation of electricity using wind power has received considerable attention
world-wide in recent years. With the increasing penetration of wind-derived power
in interconnected power systems, it has become necessary to model complete wind
energy systems in order to study their impact, and also wind plant controls. Wind
energy conversion systems comprise mechanical and electrical equipment and their
controls. Modeling these systems for power system stability studies requires careful
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Fig. 2.7 System structure of wind turbine with directly connected squirrel-cage induction generator
(source [31])

analysis of the equipment and controls to determine the characteristics that are impor-
tant in the time frame and bandwidth of such studies.

The response of a wind farm or, alternatively, a model of a wind farm, is very
dependent on the type of equipment used. The four concepts of operation of currently
used grid-connected wind turbines (WTs) are: constant speed; limited variable speed;
variable-speed with partial-scale frequency converter; and variable-speed with full-
scale frequency converter [30]. At the moment, the majority of installed WTs are
of the fixed-speed types, with SCIGs, known as the ‘Danish concept’ while, from
a market perspective, the dominating technology WTs with doubly-fed induction
generators (DFIGs). This book, however, focusses on the fixed-speed wind turbine
(FSWT) technology.

FSWTs dominated the first ten years of WT development during the 1990. Oper-
ation at constant speed means that, regardless of the wind speed, the WT’s rotor
speed is fixed and is determined by the frequency of the grid, the gear ratio and the
generator design. Usually, a FSWT is equipped with a SCIG connected to the grid,
and a soft starter and capacitor bank for reducing the reactive power consumption.
It is designed to achieve maximum efficiency at a particular wind speed. Although
wound rotor synchronous generators have also been applied, at present, the most
common generator is the induction generator (IG).

The schematic structure of a FSWT with a SCIG is depicted in Fig. 2.7. It is the
simplest type of WT technology and has a turbine that converts the kinetic energy of
wind into mechanical energy. The generator then transforms the mechanical energy
into electrical energy and then delivers the energy directly to the grid. It needs to be
noted that the rotational speed of the generator, depending on the number of poles,
is relatively high (in the order of 1,000–1,500 rpm for a 50 Hz system frequency).
Such a rotational speed is too high for the turbine in terms of turbine efficiency and
mechanical stress. For this reason, a gear box is used to transform the rotational speed.
The fixed-speed induction generator (FSIG) technology operates by drawing reactive
power from the external grid via the stator to flux the rotor circuits. This results
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Fig. 2.8 Schematic diagram of variable-speed doubly-fed induction generator (source [32])

in the unit demonstrating a low full-load power factor. Switched capacitor banks
or power electronically-controlled reactive power compensation devices (SVCs or
STATCOMs) are installed to compensate for the reactive power consumed in order
to reduce the intake of reactive power from the grid, hence reducing transmission
losses and, in some instances, improving grid stability. The main concern for utilising
a FSIG in wind generation is its absorption of excessive reactive power from the
power system to magnetise the generator rotor circuit during voltage sag conditions
arising from switching-in or system short-circuit fault events. These effects are more
pronounced in a weak power system where reactive power reserves are scarce.

The schematic diagram of a variable-speed wind turbine (VSWT) is shown in
Fig. 2.8. In this concept, a gear-box is also used. These types of WTs have back-to-
back voltage-source converters (VSCs) for feeding the rotor windings and a pitch
angle control to limit the power extracted in high wind speed conditions. No com-
pensation capacitors are used.

A power collection and transmission system is required in a wind farm to connect
the WTs arrays with the other components of the farm and to transmit the gener-
ated power to either distribution or transmission networks depending on the farm’s
capacity and voltage level [33]. The most common configuration is one in which each
turbine unit has a transformer connected to it. However, in some configurations, two
or three turbine units are connected together to one transformer. The output power
of the transforms is carried by medium-voltage underground cables to overhead or
underground collection lines that transmit the power to the wind farm sub-station.
Here, the primary transformer steps up the voltage to the required voltage level of
the grid.

Wind power has evolved rapidly over the last two decades with regard to the WT
power ratings and, consequently, the rotor diameters of WTs. In the past few years,
a different type of development has taken place: instead of a continuous increase in
WT rated power, the WT manufacturers have focussed on developing WTs that are
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more reliable, grid code-compliant and suitable for different installation environ-
ments–onshore and offshore. Recently, the commercial offer from the wind industry
with the majority of WTs has been rated at around 2–3 MW.

As wind farms become a larger part of the total generation of power systems
worldwide, issues related to integration, stability effects and voltage impacts become
increasingly important. Adequate load flow and dynamic simulation models (encom-
passing all significant air-dynamical, mechanical and electrical factors) are necessary
to evaluate the impact of wind farms on power systems.

2.10.9 Load Flow Representation

Usually, a wind farm comprises a large number of individual turbine units that are
interconnected in a radial or parallel arrangement. When studying the impact of
a wind farm on a system, it is reasonable to construct an equivalent of the wind
farm with a reduced number of aggregated units connected to the network. Such an
aggregated representation is advantageous since it saves the user time and effort in
modeling the wind farm. The program available from Siemens PTI allows the user
to model a wind farm in PSS/E by merging groups of individual identical units into
one or more equivalent machines. These equivalent machines are placed, along with
their step-up transformers, at collector buses designated by the user.

The real power output of a WT unit is a function of the wind speed felt by the
turbine blades and the site-dependent air density which is related by a so-called
power curve. The program mentioned above has the capability to either calculate
the MW output based on a given wind speed or, as is more reasonable for system
studies, to allow the user to directly dispatch the individual or equivalent units.
The reactive power injection or consumption of a WT unit is determined by its
dispatch and the AC voltage or power factor control. Based on its control strategy,
the program calculates the reactive output and determines the amount of additional
shunt capacitors required to be added to provide the desired power factor. In general,
the wind farm is represented as a PQ bus in a load-flow study.

The following equations are used to estimate the reactive power output from
induction generator [34]:

K1 = Xr + Xm, Ax2 + xB + C = 0, (2.21)

where x = rr
s , A = P(r2

s + K2
3 )− V2rs, B = 2P(rsK2 + K3K4)− V2(K2 + K1 + K3),

C = P(K2
2 + K2

4 )− V2K1K4, K2 = −XsK1 − XrXm, K3 = Xs + Xm, K4 = rsK1, and

P = V2(xT1+K1T2)
T3

. Then, the reactive power of the IG is given by

Qg = −V2(K1T1 − x1T2)

T3
, (2.22)

where T1 = xRs − XsK1 − XrXm, T2 = x(Xm + Xs) + rsK1, T3 = T2
1 + T2

2 .
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Fig. 2.9 General structure of constant-speed wind turbine model

2.10.10 Dynamic Model of Wind Generators

This book uses a model of the induction generator written in appropriate d-q reference
frame to facilitate investigation of control strategies. Figure 2.9 depicts the general
structure of a model of a constant-speed wind turbine. The most important com-
ponents of a constant speed wind turbine are rotor, drive train and the generator,
combined with a wind speed model.

2.10.11 Rotor Model

WTs are the main components of wind farms. They are usually mounted on towers
to capture the most kinetic energy. Because the wind speed increases with height,
taller towers enable turbines to capture more energy and generate more electricity.
The three bladed rotor, consisting of the blades and a hub, is the most important
and most visible part of a WT. It is through the rotor that the energy of the wind is
transformed into mechanical energy that turns the main shaft of a WT.

The rotor of a WT, with radius Ri, converts energy from the wind to the rotor
shaft, rotating at the speed of ωmi . The power from the wind depends on the wind
speed, Vwi , the air density, ρi, and the swept area, Awti . From the available power
in the swept area, the power on the rotor is given based on the power coefficient,
cpi(λi, θi), which depends on the pitch angle of the blade, θi, and the ratio between the

speed of the blade tip and the wind speed, denoted as the tip-speed ratio, λi = ωmi Ri

Vwi
.

The aerodynamic torque applied to the rotor for the ith turbine by the effective wind
speed passing through the rotor is given as [30]:

Taei = ρi

2ωmi

Awti cpi(λi, θi)V
3
wi

, (2.23)

where cpi is approximated by the following relationship [35]:

cpi = (0.44 − 0.0167θi) sin

[
π(λi − 3)

15 − 0.3θi

]
− 0.00184(λi − 3)θi,

where i = 1, · · · , n and n is the number of WTs.
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A controller equipped with a WT starts up the machine at wind speeds of about
8–16 miles per hour (mph) and shuts it off at about 55 mph. Turbines do not operate
at wind speeds above about 55 mph because they might be damaged. The radius of
a 2 MW wind turbine is about 80m, the typical value of air density is 1.225 kg/m3,
cp is in the range of 0.52–0.55, towers range from 60 to 90 m (200 to 300 feet) tall
and the blades rotate at 10–22 revolutions per minute.

Equation 2.23 shows that aerodynamic efficiency is influenced by variation in
the blade’s pitch angle. Regulating the rotor blades provides an effective means
of regulating or limiting the turbine power during high wind speeds or abnormal
conditions. A pitch controlled turbine performs power reduction by rotating each
blade about its axis in the direction of the angle of attack. In comparison with the
passive stall, the pitch control provides greater energy capture at the rated wind speed
and above. The aerodynamic braking facility of the pitch control can reduce extreme
loads on a turbine and also limit its power input so as to control possible over-speed
of the machine if the loading of the turbine-generator system is lost, for instance,
because of a power system fault. On a pitch-controlled WT, electronic controllers
check the power output of the turbine several times per second. When the power
output becomes too high, a message is sent to the blade-pitch mechanism which
immediately turns the rotor blades slightly in an attempt to restore this output to
an acceptable value. In this work, the pitch-rate limit is set to the typical value of
12 deg s−1.

2.10.12 Shaft Model

A two-mass drive train model of a WT generator system (WTGS) is commonly used
as drive train modeling can satisfactorily reproduce the dynamic characteristics of
a WTGS because the low-speed shaft of a WT is relatively soft [36]. Therefore,
although, it is essential to incorporate a shaft representation into the constant-speed
wind turbine model, only a low-speed shaft is included. The gearbox and high-
speed shaft are assumed to be infinitely stiff. The resonance frequencies associated
with gearboxes and high-speed shafts usually lie outside the frequency bandwidth
of interest [37]. Therefore, we use a two-mass representation of the drive train.

The drive train attached to the WT converts the aerodynamic torque, Taei , on
the rotor into the torque on the low-speed shaft, which is scaled down through the
gear-box to the torque on the high-speed shaft. The first mass term stands for the
blades, hub and low-speed shaft and the second for the high-speed shaft with inertia
constants, Hmi and HGi , respectively. The shafts are interconnected by a gear ratio,
Ngi , combined with torsion stiffness, Ksi , and torsion damping, Dmi and DGi , resulting
in the torsion angle, γi. The normal grid frequency is f . The dynamics of the shaft
are represented as in [30]:

ω̇mi = 1

2Hmi

[
Taei − Ksiγi − Dmiωmi

]
, (2.24)
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ω̇Gi = 1

2HGi

[
Ksiγi − Tei − DGiωGi

]
, (2.25)

γ̇i = 2π f (ωmi − 1

Ngi

ωGi). (2.26)

The generator receives the mechanical power from the gear-box through the stiff
shaft. The relationship between the mechanical torque and the torsional angle is
given by:

Tmi = Ksiγi. (2.27)

The gear-box connects the low-speed shaft to the high-speed shaft and increases
the rotational speeds from about 30 to 60 rotations per minute (rpm) to about 1,000–
1,800 rpm, which is the rotational speed required by most generators to produce
electricity.

2.10.13 Induction Generator Model

An IG can be represented in different ways, depending on the level of detail charac-
terised mainly by the number of phenomena, such as stator and rotor flux dynamics,
magnetic saturation, skin effects and mechanical dynamics included. Although, a
very detailed model which includes all these dynamics is a possibility, it may not be
beneficial for stability studies because it increases the complexity of the model and
requires time-consuming simulations. More importantly, not all of these dynamics
are shown to have significant influence in stability studies.

A comparison of different induction generator models can be found in [30].
Accordingly, as the inclusion of iron losses in a model is a complicated task, its
influence for stability studies is neglected. The main flux saturation is only of impor-
tance when the flux level is higher than the nominal level. Hence, this effect can be
neglected for most operating conditions. The skin effect should only be taken into
account for a large-slip operating condition which is not the case for a FSWT.

Another constraint of including dynamics in a model is the availability of relevant
data. Typically, saturation and skin effect data are not provided by manufacturers.
Therefore, in general, it is impractical to use them in WT applications. For the
representation of FSIG models in power system stability studies [38], the stator flux
transients can be neglected in the voltage relations.

All of these arguments lead to the conclusion that rotor dynamics are only the
major factors required to be considered in an IG model for a voltage stability analysis.
Representation of the third-order model of an IG offers a compatibility with the
network model and provides more efficient simulation time. The main drawbacks of
the third-order model is its inability to predict peak transient current and, to some
extent, its less accurate estimation of speed. However, at a relatively high inertia, the
third-order model is sufficiently accurate.
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The transient model of a SCIG is described by the following DAEs [30, 34]:

ṡi = 1

2HGi

[
Tmi − Tei

]
, (2.28)

Ė′
qri

= − 1

T ′
oi

[
E′

qri
− (Xi − X ′

i )idsi

]
− siωsE

′
dri

, (2.29)

Ė′
dri

= − 1

T ′
oi

[
E′

dri
+ (Xi − X ′

i )iqsi

]
+ siωsE

′
qri

, (2.30)

Vdsi = Rsi idsi − X ′
i iqsi + E′

dri
, (2.31)

Vqsi = Rsi idsi + X ′
i iqsi + E′

qri
, (2.32)

vti =
√

V2
dsi

+ V2
qsi

, (2.33)

where X ′
i = Xsi + Xmi Xri/(Xmi + Xri) is the transient reactance, Xi = Xsi + Xmi the

rotor open-circuit reactance, T ′
oi

= (Lri + Lmi)/Rri the transient open-circuit time
constant, vti the terminal voltage of the IG, si the slip, E′

dri
the direct-axis transient

voltages, E′
qri

the quadrature-axis transient voltages, Vdsi the d-axis stator voltage,
Vqsi the q-axis stator voltage, Tmi the mechanical torque, Tei = Edri idsi + Eqri iqsi ,
the electrical torque, Xsi the stator reactance, Xri is the rotor reactance, Xmi the
magnetising reactance, Rsi the stator resistance, Rri the rotor resistance, HGi the
inertia constant of the IG, and idsi and iqsi the d- and q-axis components of the stator
current, given by:

Idi =
n∑

j=1

[
E′

drj(Gij cos δji − Bij sin δji) + E′
qrj(Gij sin δji + Bij cos δji)

]
,

(2.34)

Iqi =
n∑

j=1

[
E′

drj(Gijsinδji + Bijcosδji) + E′
qrj(Gijcosδji − Bijsinδji)

]
.

(2.35)

2.10.14 Modeling of DFIG

The equations that describe a SCIG are identical to those of the DFIG except that the
rotor is short-circuited. The converter for DFIGs [30] used in this book consists of two
VSCs connected back-to-back. This enables variable-speed operation of the WTs by
using a decoupling control scheme which controls the active and reactive components
of the current separately. The modeling of IGs for power-flow and dynamic analyses
is discussed in [30, 34].
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The DC-link dynamic of a DFIG is given by:

Civdci v̇dci = − v2
dci

Rlossi

− Pri(t) − Pgi(t) (2.36)

where resistor Rlossi represents the total conducting and switching losses of the
converter. Also, Pri(t) is the instantaneous input rotor power, and Pgi(t) is the instan-
taneous output power of the GSC which are given by:

Pri = vrdi irdi + vrqi irqi , (2.37)

Pgi = vgdi igdi + vgqi igqi . (2.38)

2.10.15 Aggregated Model of Wind Turbine

The development of aggregated models of wind farms is also an important issue
because, as the sizes and numbers of turbines on wind farms increase, representing
wind farms as individual turbines increases complexity and leads to a time-consuming
simulation which is not beneficial for stability studies of large power systems.

For the aggregation of WTs, the models of several identical WTs (even in the
incoming wind) are combined in a single turbine model with a higher rating. The
parameters are obtained by preserving the electrical and mechanical parameters of
each unit, and by increasing the nominal power to the equivalent of the involved
turbines in the aggregation process [39].

This aggregated model reduces computation and simulation times in comparison
with those of a detailed model with different representations of tens or hundreds of
turbines and their interconnections. However, the aggregated model requires specific
care in choosing what to aggregate in order to be as close to reality as possible. In
addition, this type of modeling is very difficult for WTs without a parallel distribution
(i.e., in the form of an array which is the most common distribution for offshore, but
not for onshore, wind farms).

2.10.16 Modeling of PV Unit

As shown in Fig. 2.10, PV plants have mainly two parts (a) solar conversion and (b)
electrical interface with the electrical network (a power electronic converter). A PV
array is connected to the grid through a DC–DC converter and a DC-AC inverter. A
DC–DC converter enables the transfer of maximum power from the solar module to
the inverter. The PV array as shown in Fig. 2.11 is described by its current-voltage
characteristics function [40, 41]:
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Fig. 2.10 Block Diagram of a PV System

Fig. 2.11 Equivalent circuit of a PV array

ipvi
= Npi

ILi − Npi
Isi

[
exp

[
αpi

(
vpvi

Nsi

+ Rsi ipvi

Npi

)]
− 1

]

− Npi

Rshi

(
vpvi

Nsi

+ Rsi ipvi

Npi

)
, (2.39)

where ILi is the light-generated current, Isi is the reverse saturation current, chosen
as 9 × 10−11A, Nsi is the number of cells in series and Npi is the number of modules
in parallel, Rsi and Rshi are the series and shunt resistances of the array respectively,
ipvi is the current flowing through the array, and vpvi is the output voltage of the array.
The constant αpi in Eq. (9.1) is given by

αpi = qi

AikiTri

(2.40)

where ki = 1.3807×10−23JK−1 is the Boltzmann constant, qi = 1.6022×10−19 C is
the charge of the electron, Ai is the p–n junction ideality factor with a value between 1
and 5, and Tri is the cell reference temperature. The schematic of a grid-connected PV
system consisting of switching elements is shown in Fig. 2.12 [42, 43]. A nonlinear
model of the three-phase grid connected PV system shown in Fig. 2.12 can be written
as [42, 43]:

http://dx.doi.org/10.1007/978-981-287-116-9_9
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Fig. 2.12 PV system connected to the grid

i̇1ai = − Ri

L1i

i1ai − 1

L1i

eai + vpvi

3L1i

(2Kai − Kbi − Kci)

i̇1bi = − Ri

L1i

i1bi − 1

L1i

ebi + vpvi

3L1i

(−Kai + 2Kbi − Kci) (2.41)

i̇1ci = − Ri

L1i

i1ci − 1

L1i

eci + vpvi

3L1i

(−Kai − Kbi + 2Kci)

v̇cfai = 1

Cfi

(
i1ai−i2ai

)
, v̇cfbi = 1

Cfi

(
i1bi−i2bi

)
v̇cfci = 1

Cfi

(
i1ci − i2ci

)
, i̇2ai = 1

L2i

(
vcfai − eai

)
(2.42)

i̇2bi = 1

L2i

(
vcfbi − ebi

)
, i̇2ci = 1

L2i

(
vcfci − eci

)

where Kai , Kbi , and Kci are the binary input switching signals. By applying KCL at
the node where the DC link is connected, we get

v̇pvi
= 1

Ci

(
ipvi

− idci

)
. (2.43)

The input current of the inverter idci can be written as [43]

idci = iai Kai + ibi Kbi + ici Kci . (2.44)

Now Eq. (2.43) can be rewritten as:

v̇pvi
= 1

Ci
ipvi

− 1
Ci

(
iai Kai + ibi Kbi + ici Kci

)
. (2.45)
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Equations (2.41) and (2.45) can be transformed into dq frame using the angular
frequency ωi of the grid as:

L1i i̇1di = −Rii1di + ωiL1i i1qi
− vcfdi + Kdi vpvi

L1i i̇1qi
= −Rii1qi

− ωiL1i i1di − vcfqi
+ Kqi

vpvi

L2i i̇2di = +ωiL2i i2qi
+ vcfdi − Edi

L2i i̇2qi
= −ωL2i2d + vcfq − Eq (2.46)

Cfi v̇cfdi = ωiCfi vcfqi
+ Cfi

(
i1di − i2di

)
Cfi v̇cfqi

= −ωiCfi vcfdi + Cfi

(
i1qi

− i2qi

)
Civ̇pvi

= ipvi
− i1di Kdi − i1qi

Kqi

The synchronization scheme for abc → dq transformation is chosen such that
the q-axis of the dq frame is aligned with the grid voltage vector, Eqi

= 0, and the
real and reactive power delivered to the grid can be written as Pi = 3

2 Edi Idi and
Qi = − 3

2 Edi Iqi
.

2.10.17 Modeling of FACTS Devices

In general, FACTS devices can be utilised to increase the transmission capacity, the
stability margin and dynamic behaviour and serve to ensure improved power quality.
Their main capabilities are reactive power compensation, voltage control and power-
flow control. Due to their controllable power electronics, FACTS devices always
provide fast controllability in comparison with that of conventional devices, such
as switched compensation or phase shifting transformers. Different control options
provide high flexibility and lead to multi-functional devices.

Several kinds of FACTS devices have been developed and there are several years
of documented evidence of their use in practice and research. Some of them, such as
the thyristor based SVC, are widely applied technology; others, like the VSC-based
STATCOMs or the VSC high voltage DC (HVDC) are being used in a growing
number of installations worldwide. The most versatile FACTS devices, such as the
unified power-flow controller (UFPC) are still confined primarily to research and
development applications. In this book, we mainly use a STATCOM and, in few
cases, SVC and thyristor-controlled switched capacitors (TCSCs).

2.10.18 STATCOM Model

The concept of the STATCOM was proposed by Gyugyi in 1976 [44]. A STATCOM
is a shunt FACTS device which is mostly employed for controlling the voltage at
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Fig. 2.13 Schematic diagram of VSC-based STATCOM

the point of connection to the network, as shown in Fig 2.13. In general, a STAT-
COM system consists of three main parts: a VSC; a coupling reactor or a step-up
transformer; and a controller. The magnitude and phase of VSC’s output voltage,
Vi, can be regulated through the turn-on/turn-off of the VSC switches so that the
VSC output current, I , can be controlled. Here, I is equal to the sum of Vi minus the
voltage at an AC point of common coupling (PCC), Vs, divided by the impedance of
the coupling reactor, Xs. In other words, the capacitive or inductive output currents
of a STATCOM can be achieved through regulating the magnitude of Vi to be larger
or smaller than the magnitude of Vs. Meanwhile, the phase of Vi is almost in phase
with Vs but has a small phase-shift angle to compensate for the converter’s internal
loss, thereby keeping the system stable. Therefore, I can be controlled inherently
and independently of Vs.

By controlling the magnitude and angle of its output voltage, i.e., Vi∠α, the
STATCOM is able to control its active and reactive exchanges with the power system
and, therefore, control the voltage at the PCC. The real and reactive power expressions
are given by:

P = ViVs

X
sin(α − θ),

Q = Vi(Vi − Vs cos(α − θ))

X
.

The direction of the reactive power flow can now be determined by the magnitude
of the inverter output voltage. For values of Vi larger than Vs, a STATCOM is in
the capacitive mode and injects reactive power into the network while, for Vi values
smaller than Vs, it is in the inductive mode and absorbs reactive power from the
network. In a typical STATCOM with a capacitor as the DC link, the values of the
active and reactive power depend on one another. However, a STATCOM connected
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Fig. 2.14 Schematic diagram
of STATCOM
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to a battery energy storage system (STATCOM/BESS) is capable of controlling the
values of both the active and reactive power independently [45].

For the purposes of stability studies, the STATCOM shown in Fig. 2.14 can be
modelled as an AC voltage source with controllable magnitude and phase [46]. The
dynamics of this voltage source are governed by the charging and discharging of a
large (nonideal) capacitor. The capacitor, Cl, and its resistance, RCl , are shown in
Fig. 2.14. The DC voltage across the capacitor is inverted and connected to an external
bus via a short transmission line and a transformer bus. Details of various inverter
schemes and how a controllable phase and magnitude are achieved are described
in [44]. The phase-locked loop (PLL) block in Fig. 2.14 indicates that the phase shift
of the inverter wave is adjusted with reference to the external bus voltage.
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For the stability analysis we include the transformer and the transmission line (rep-
resented by Rl and Ll in Fig. 2.14) in the reduced impedance matrix. This directly
interconnects the controllable inverter output with the rest of the system. The capac-
itor voltage can be adjusted by controlling the phase-angle difference between the
line voltage, Vl, and the VSC voltage, El, (El = klvdcl∠αl). If the phase angle of the
line voltage is taken as a reference, the phase angle of the VSC voltage is the same
as the firing angle, αl, of the VSC. Thus, if the firing angles are slightly advanced,
the DC voltage, vdcl , decreases and the reactive power flows into the STATCOM.
Conversely, if the firing angles are slightly delayed, the DC voltage increases and
the STATCOM supplies reactive power to the bus. By controlling the firing angle of
the VSC, the reactive power can be generated from, or absorbed, by the STATCOM
and, thus, voltage regulation can be achieved.The dynamics for lth STATCOM can
be described by the following equation:

v̇dcl (t) = − Psl

Clvdcl

− vdcl

RCl Cl
, (2.47)

for l = 1, . . . , m where m is the number of STATCOMs, vdcl the capacitor voltage,
Cl the DC capacitor, RCl the internal resistance of the capacitor, αl the bus angle of
the STATCOM in the reduced network, and Psl the power supplied by the system to
the STATCOM to charge the capacitor which is given by:

Psl = |El|2Gll +
m∑

p=1
p √=l

|El||Ep|
[
Blp sin αpl + Gpl cos αlp

]
,

+
n∑

j=1
j √=l

|El||E′
j |

[
Blj sin(δj − αl) + Glj cos(δj − αl)

]
, (2.48)

where Glp and Blp are the real and imaginary parts of the equivalent transfer
impedances between the terminal buses of STATCOMs l and p and Glj and Blj
are between the terminal buses of STATCOM l and IG j. The term E′

j denotes both
E′

drj and E′
qrj and sin αpl = sin(αp − αl).

The terminal voltage of STATCOMs is measured using a transducer with firs-order
dynamic:

v̇tml = −vtml

Tml

+ Kml vtl , (2.49)

where vtml is the sensor output, vtl the voltage at the connection point of STATCOM,
Kml the constant and Tml the time constant of the voltage transducer. For the linear
analysis we can assume that we know the equilibrium condition α0 and control only
Δα as shown in Fig. 2.15.
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Fig. 2.16 Modulation index (k) control

The indirect conventional controllers for k and α are shown in Figs. 2.16 and 2.17.
This gives an idea of the controller structure used by the industry. In this research,
we will control Δk and Δα for the STATCOM in Fig. 2.15 directly instead of using
conventional controllers.



2.10 Modeling of Power System Devices 53

+

−

v0
dci

KMac

sTMac + 1

vdci

controller
αi

+

−
α0

Δα i

Fig. 2.17 Firing angle (α) control

2.10.19 SVC Modeling

By providing dynamic reactive power, SVC can be used for the purpose of regulat-
ing the system voltage, compensating the voltage at a reasonable level, improving
the power flow capacity of a transmission line, enhancing the damping of low fre-
quency oscillations as well as inhibiting the sub-synchronous oscillations. SVC is
also capable of inhibiting the variation of busbar voltage caused by the fluctuating
load, which is favourable for the recovery of transient voltage and the improvement
of stabilisation of the system voltage.

For industrial users, it can effectively control the reactive power, improve the
power factor, reduce the voltage influence and harmonic interference caused by the
nonlinear load, balance the three-phase load, improve the power quality, productive
efficiency and the product quality, and reduce the energy consumption. It is widely
used in the machine, electric power, metallurgy, electrified railway, mine and wind
power generation industries. The overall performance indicators are given below:

• SVC dynamic capacity: 0–400 MVAr;
• control-target bus rated voltage: 6–500 kV;
• total dynamic response time: (reactive power output): <15 ms; and
• SVC biggest loss: <0.8 %.

The SVC circuit contains the voltage measuring and voltage regulator circuits,
outputs of which are fed into the thyristor firing control circuit. Normally, the sus-
ceptance of the SVC (B) is varied to maintain the mid-bus voltage, Vm, within its
pre-specified tolerance. The supplementary stabilising signal is added to the output
of the voltage regulator. The variation of the susceptance (B) can be related through
the differential equation:

∗Ḃl = [−∗Bl + Bl0 + Kcl Vsl

]
/Tcl , (2.50)
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Fig. 2.18 One-line diagram of single-phase TCSC

for l = 1, . . . , m, where m is the number of SVC, Kcl and Tcl the gain and time
constants of the SVC’s firing angle control circuit, respectively, and Vsl the extra
stabilising signal.

2.10.20 Thyristor Controlled Series Capacitor

After the introduction of TCSC in the late 1980s, they have been implemented in
several locations around the world. As a controllable series compensation device
and with flexible control possibilities, the TCSC has been found to be effective,
especially in damping electromechanical and sub-synchronous oscillations. With a
properly designed control system, a TCSC can be effectively utilised for enhancing
both small signal and transient stabilities of a power system. Therefore, a good
understanding of the interaction phenomena between a TCSC and its surrounding
network will be necessary in order to design optimal control structures and, at the
same time, prevent undesired interactions.

The single-line diagram of a TCSC is shown in Fig. 2.18. The operation of a TCSC
involves discrete actions and is periodic in nature, whereby one of its anti-parallel
thyristors of the TCSC is turned on during a portion of a half-cycle of the power
frequency and is turned-off during the remainder of the cycle. The other anti-parallel
thyristor repeats the conduction/non-conduction process during the next half cycle
and vice versa. The duration and timing of thyristor conductions are based on the
triggering logic and are controlled by the synchronisation system and the higher-
level control loops. When a thyristor conducts, a circulating current flows in both the
inductor and the capacitor which can either increase or decrease the voltage across
the capacitor.

2.10.21 Energy Storage Device

The energy storage system (ESS), as an enabling infrastructure technology, pro-
vides ride-through over outages, improves profitability in high-energy applications,
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increases system reliability and dynamic stability, improves power quality and
enhances transmission capacity of the transmission grid in a high power applica-
tion [44]. For a high power application, the use of short-term (cycles to seconds)
energy storage integrated with a power electronics-based controller, well known as
a FACTS controller, could offer the following three distinct advantages:

• provide system damping, while maintaining constant voltage following a distur-
bance;

• provide additional damping in situations where the dynamic reactive power pro-
vided by traditional FACTS controllers with similar ratings is inadequate (alter-
natively, it could provide the same amount of damping at less cost. The damping
of oscillation, by repeatedly interchanging small amounts of real power with the
system, would be an excellent ESS application); and

• provide energy to maintain the speed of locally connected induction motors during
a power system disturbance (This may prevent a voltage collapse in areas where
there is a large concentration of induction motors that would otherwise stall).

While the superconductive magnetic energy storage (SMES) technology over-
comes many barriers from a technology perspective, and has been commercially
available in some specific sizes, the cost and relative complexity of the overall SMES
system still makes it an expensive choice for a short-term ESS [47].

Recent advances in supercapacitor (SCAP) technology with an asymmetrical
design have brought much excitement to the industry with the hope of a new and
better short-term energy storage solution [48]. SCAP, as one type of electrochemi-
cal capacitor, stores electrical energy in the electrical double layer using relatively
inexpensive materials, provides energy density thousands of times larger than that
of conventional electrolytic capacitors, and has miscellaneous advantages over other
high-power energy storage devices: high power density, low cost, reliable and long
life cycle, fast and deep charge/discharge capability, wide range of operational tem-
peratures, maintenance-free operation and storage, and environmental safety. These
characteristics make SCAP a desirable energy storage element for short-term high-
power ESS applications [49].

2.10.22 Network Power-Flow Model

The power balance equations pertaining to generator buses are given by:

Vi cos(δi − θi)Iqi − Vi sin(δi − θi)Idi − Spi = 0, (2.51)

−Vi sin(δi − θi)Iqi − Vi cos(δi − θi)Idi − Sqi = 0, (2.52)
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where,

Spi =
n∑

k=1

ViVk [Gik cos(θi − θk) + Bik sin(θi − θk)] , (2.53)

Sqi =
n∑

k=1

ViVk [Gik sin(θi − θk) − Bik cos(θi − θk)] , (2.54)

for i = 1, 2, . . . , m.
The power balance equations for non-generator buses are given by:

PLi(Vi) +
n∑

k=1

ViVk [Gik cos(θi − θk) + Bik sin(θi − θk)] = 0, (2.55)

QLi(Vi) +
n∑

k=1

ViVk [Gik sin(θi − θk) − Bik cos(θi − θk)] = 0, (2.56)

for i = m + 1, m + 2, . . . , n, where , n is the total number of buses in the system
and Yik = Gik + jBik the element of the ith row and kth column of the bus admittance
matrix Y .

2.10.23 Power System Modeling

Power system modeling requires the modeling of all system components including,
generators, transmission lines, transformers, loads and other control devices/systems,
as discussed above. A complete power system modeling approach involves forming
the overall system equations in the form of DAEs as:

ẋ = f (x, z, p), (2.57)

0 = g(x, z, p), (2.58)

where x is the vector of state variables, z the vector of algebraic variables and p the
vector of system parameters. The differential equation set includes the dynamics of
generators, excitation systems, load dynamics, and the algebraic equation set includes
load flow equations and other algebraic relationship among the system components.

In power system modeling studies, the parameter values are chosen as either
fixed values or within a certain range because the measurement of actual system
parameters is very difficult. In particular, the load parameter values are difficult to
obtain due to the large number of load components, the inaccessibility of certain
customer loads, load compensation variations and the uncertainties of many load
component characteristics.
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2.11 Chapter Summary

The basic ideas about voltage instability and the importance of voltage instability
analysis are explained from a fundamental as well as practical point of view in this
chapter. The main focus of the chapter is to provide underlying causes of voltage
instability, and the identification of different categories of stability behaviours that
are important in power system stability analysis. The methods of improving voltage
stability are also outlined.

In addition, this chapter discusses the dynamic modeling of a large power system.
To provide a reliable model for implementation in a standard simulation tool, several
factors must be taken into account. The first important process is to clearly define the
purpose of the study. Each type of power system study requires a particular frequency
bandwidth and a simulation time-frame depending on how fast the system dynamics
needs to be investigated. Subsequently, the nature of the system being modelled must
be carefully understood and the simulation tool used to simulate the models must be
appropriately utilised.

Linear feedback control in power systems has a long history in terms of research
and application. Linear controllers are preferred over nonlinear controllers because
they impose lower requirements on practical implementation. However, as power
system components are nonlinear in order to design a linear controller, linear models
of a nonlinear system are needed. Different linearisation and modal analysis tech-
niques will be discussed in the next chapter.
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Chapter 3
Linearisation and Modal Analysis

Abstract This chapter briefly reviews the conventional linearisation and modal
analysis technique. The analytical tools that are commonly used in small-signal
stability analyses are presented. The proposed linearisation technique using the
mean-value theorem with Cauchys remainder is introduced and compared with the
conventional linearisation technique.

3.1 Introduction

Many important components of a power system, such as conventional generators,
wind generators, dynamic loads and FACTS devices, have nonlinear dynamics. The
theory of nonlinear systems can be used to analyse these nonlinearities; however,
its application is restricted to small and simple systems [1]. The concept of energy
functions has been applied as a powerful tool to assess system security, stability limits
and regions of attraction for the post-fault equilibrium state [2]. Suitable energy-like
functions have been constructed and examined to see whether their values diminish
with time in the post-disturbance period. Construction of the energy function is easy
as long as the classical generator model is considered with a constant impedance
load [1]. In the presence of large-order model complexities, such as excitation
control, wind turbines, dynamic load, FACTS devices and a network with transfer
conductances, suitable energy functions are difficult to obtain.

However, the theory of linear system analysis provides useful insights into
the operating behaviour of an interconnected power system although the dynamic
behaviour of the system must be assumed to be linear for such tools to be applicable.
A better understanding of the nature of system dynamics helps to plan the control
strategies necessary for the secure operation of the system. The linearisation tech-
nique is used throughout this book to gain an idea of the control problems which
are at the heart of controller design. This chapter provides a general coverage of the
conventional and proposed linearisation techniques and modal analysis used in this
research.

J. Hossain and H. R. Pota, Robust Control for Grid Voltage Stability: 61
High Penetration of Renewable Energy, Power Systems,
DOI: 10.1007/978-981-287-116-9_3, © Springer Science+Business Media Singapore 2014
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3.2 Conventional Linearisation

Multi-machine power system dynamic behaviour is usually expressed as a set of
nonlinear differential algebraic equations (DAEs). The algebraic equations result
from the network power balance and generator stator current equations. The initial
operating state of the algebraic variables, such as bus voltages and angles, are obtained
through a standard power-flow solution. The initial values of the dynamic variables
are obtained by solving the differential equations through the simple substitution of
algebraic variables into the set of differential equations. The set of DAEs is then
linearised around the equilibrium point.

A complete power system modeling approach involves forming the overall system
equations in the form of DAEs, as:

˙̄x = f ′(x̄, u, z), (3.1)

0 = g(x̄, u, z), (3.2)

y = h′(x̄, u, z), (3.3)

where f ′ and g are the vectors of differential and algebraic equations, respectively,
and h′ a vector of the output equations. The inputs are normally reference values, such
as speed and voltage at individual units, and can be the voltage, reactance and power
flow as set in FACTS devices. The output can be unit power output, bus frequency,
bus voltage, line power or current, etc. The notations x̄ → Rn , z → Rm , u → R p,
and y → Rq denote the vector of the state and algebraic variables, and the inputs
and outputs, respectively. In power systems, the algebraic equation (3.2) is used to
eliminate the variables in vector z. By representing z = g−1(x̄, u), the overall power
system model can be rewritten as:

ẋ = f (x, u), (3.4)

y = h(x, u), (3.5)

where

f (x, u) = f ′(x̄, u, g−1(x̄, u)). (3.6)

Setting Eq. (3.4) equal to the zero vector, we get:

ẋ = f (x, u) = 0, (3.7)

the system is said to be at rest or at an equilibrium point since all variables are
constant and do not vary with time. Let x0 be the state vector and u0 the input vector
corresponding to the system at rest, so that:

f (x0, u0) = 0. (3.8)
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Let assume x be a point which is different from x0 by δx :

x = x0 + δx, (3.9)

u = u0 + δu, (3.10)

in (3.7). The prefix δ in Eqs. (3.9) and (3.10) denotes a small deviation. The new
state (and every state) must satisfy Eq. (3.7). Hence:

ẋ = f (x + δx, u + δu). (3.11)

By time-differentiating both sides of Eq. (3.9) we get

ẋ = ẋ0 + δẋ . (3.12)

From Eqs. (3.12) and (3.7), we get:

ẋ0 + δẋ = f (x + δx, u + δu). (3.13)

For small deviations, the non-linear function, f (x, u), in equation (3.13) can be
expressed in terms of a Taylor expansion. A Taylor expansion for a general scalar
function, f (x), as a function of one variable, x , in a close interval around x0 is defined
in [3] as:

f (x) = f (x0) + f ′(x0)

1! (x − x0) + f ′′(x0)

2! (x − x0)2 + · · · + f n(x0)

n! (x − x0)n + · · · .

(3.14)

If we omit the second and higher order terms in expression (3.14), we get:

f (x) = f (x0) + f ′(x0)(x − x0). (3.15)

The closer the interval we choose around x0 as shown in Fig. 3.1, the better the linear
approximation in (3.15).

So, neglecting the higher order terms, we can write for n order system,
i = 1, 2, . . . , n:

ẋi 0 + δẋi = fi (x + δx, u + δu), (3.16)

= fi (x0, u0)) + ω fi
ωx1

δx1 + · · · + ω fi
ωxn

δxn + ω fi
ωu1

δu1 + · · · + ω fi
ωun

δun .

(3.17)
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Fig. 3.1 An approximation of f(x) at (x, f(x))

Since xi0 = fi (x0, u0)) = 0, we get:

δẋi = fi (x + δx, u + δu), (3.18)

= ω fi
ωx1

∣∣∣ x=x0
u=u0

δx1 + · · · + ω fi
ωxn

∣∣∣ x=x0
u=u0

δxn + ω fi
ωu1

∣∣∣ x=x0
u=u0

δu1 + · · · + ω fi
ωun

∣∣∣ x=x0
u=u0

δun .

(3.19)

Similarly, for output signal y j , we can write:

δy j = ωg j

ωx1

∣∣∣ x=x0
u=u0

δx1 + · · · + ωg j

ωxn

∣∣∣ x=x0
u=u0

δxn + ωg j

ωu1

∣∣∣ x=x0
u=u0

δu1 + · · · + ωg j

ωun

∣∣∣ x=x0
u=u0

δun .

(3.20)

Finally, in matrix form, we can rewrite:

δẋ = Aδx + Bδu, (3.21)

δy = Cδx + Dδu, (3.22)

where

A =

⎡
⎢⎢⎣

ω f1
ωx1

. . .
ω f1
ωxn

... . . .
...

ω fn
ωxn

. . .
ω fn
ωxn

⎤
⎥⎥⎦

∣∣∣ x=x0
u=u0

, B =

⎡
⎢⎢⎣

ω f1
ωu1

. . .
ω f1
ωun

... . . .
...

ω fn
ωun

. . .
ω fn
ωun

⎤
⎥⎥⎦

∣∣∣ x=x0
u=u0

, (3.23)

C =

⎡
⎢⎢⎣

ωg1
ωx1

. . .
ωg1
ωxn

... . . .
...

ωgn
ωxn

. . .
ωgn
ωxn

⎤
⎥⎥⎦

∣∣∣ x=x0
u=u0

, D =

⎡
⎢⎢⎣

ωg1
ωu1

. . .
ωg1
ωun

... . . .
...

ωgn
ωun

. . .
ωgn
ωun

⎤
⎥⎥⎦

∣∣∣ x=x0
u=u0

, (3.24)

where δx is the state vector of dimension n, δu the input vector of dimension r , δy
the output vector of dimension m, A the state matrix of size n ×n, B the input matrix
of size n × r , C the output matrix of size m × n and D the feed-forward matrix of
size m × r .
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3.2.1 Linearisation by Perturbation

In many situations in which the partial derivatives are difficult or inconvenient to
calculate, perturbation analysis can be used to obtain a linearised model. The (i, j)th
element of matrix A in (3.21) can be obtained numerically as:

ai j = fi (x0 + ψ j , u0) − fi (x0, u0)

ψ
, (3.25)

where ψ j is a vector the same size as x with all its elements zero except that its
jth element is a small number, ψ. The (i, j)th element of matrix B can be obtained
numerically as:

bi j = fi (x0, u0 + ψ j ) − fi (x0, u0)

ψ
, (3.26)

where ψ j is a vector the same size as u with all its elements zero except for its jth
element.

3.3 Proposed Linearisation

The method of conventional linearisation described above has been widely used to
design controllers for power system stability. However, it has some serious limitations
which cannot be ignored. As the operating point of the system drifts away from the
selected equilibrium point, the state equations obtained by an approximate linearised
method will not represent the original nonlinear system. It would not be surprising if
the controllers, well-designed according to the mathematical model obtained through
conventional linearisation, are only able to improve the system’s stability under small
disturbances, but reveal their inability to do so under large disturbances. Therefore, it
would be desirable to have a robust controller that could ensure stability of the system
for a wider operating region, comprising of operating conditions that could be much
more distant from the equilibrium point than the ones covered by the conventional
linearisation method.

In a typical robust control design the nominal system is considered with unmod-
eled dynamics in a feedback arrangement and the size of the unmodeled dynamics is
used in robust control design. In the technique developed in this chapter, in addition
to the linear term, Cauchy remainder is used which includes all the other terms. The
Cauchy remainder term is an existence result and does not specify the point in the
interval at which the system Jacobian needs to be evaluated. This term can also be
linear but it has to be evaluated not at the system equilibrium point but on a point
lying on the segment joining the equilibrium point and the current operating point.
Clearly we do not know which point is this and it is not computationally feasible to
evaluate that point at each integration step. Instead we obtain the largest value of the
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Nominal System
+

w(t)

y(t)

Controller

u(t)

ξ (t)

φ (t)

ζ (t)

Fig. 3.2 Block diagram of uncertain system

size of the unmodeled dynamics, θ(t), shown in Fig. 3.2, over a region of interest
(how to choose this region is the strength of our method) and use that in the design
of the controller.

In this book, a robust linear control method is used to design stabilising control for
large disturbances in power systems. To do so, the range of the validity of linearised
models needs to be quantified. This can be done by the use of the Cauchy remainder
formula for the Taylor series [4]. In this book, in the design of the linear controller,
the Cauchy remainder is incorporated as an uncertain term in the robust control
design process, thus, quantifying the deviations from the equilibrium point. Next,
the mean-value theorem and linearisation process are described.

3.3.1 Mean-Value Theorem

Assume that f : Rn √ R is continuously differentiable at each point, x , of an open
set, S → Rn . Let x and y be two points of S such that the line segment L(x, y) → S.
Then, there exists a point, z, of L(x, y) such that [3]:

f (y) − f (x) =
(

ω f

ωx

)′ ∣∣∣
x=z

(y − x). (3.27)

Theorem 1 First, recall the Taylor series with a remainder. Let f = f (x) be defined
for x → Rn. Then i) if f (x) is continuously differentiable in the vicinity of x0;

f (x) = f (x0) +
(

ω f

ωx

)′ ∣∣∣
x=Δ∗(x − x0). (3.28)

(ii) if f (x) has continuously iterated second partial derivatives in the vicinity of
x0;
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f (x) = f (x0) +
(

ω f

ωx
(0)

)′
(x − x0) + 1

2
(x − x0)

′
(

ω2 f

ωx2

) ∣∣∣
x=Δ∗(x − x0); (3.29)

for some Δ∗ → Rn such that ‖ Δ∗ − x0 ‖<‖ x − x0 ‖; here, ω2 f
ωx2 =

[
ω2 f

ωxi ωx j

]
is the

Hessian of f .

Proof Introduce the function g(t) = f (t x + (1 − t)x0), t → [0, 1]. This function
has as many continuous derivatives in t as the number of continuous iterated partial
derivatives of f . We will apply Taylor’s theorem by stating that, if g(t) is k times
continuously differentiable, then:

g(t) = g(0) +
k∑

s=1

gs(0)

k! tk + Rk(t), (3.30)

Rk(t) =
∫ t

0

(t − ε)k

k! g(k+1)(ε )dε = g(k+1)(ρ)

(k + 1)! tk+1, (3.31)

for some ρ → [0, t] and Rk(t) is the remainder. The first (integral) expression is called
the Cauchy remainder and the second the Lagrange remainder. Note that:

g′(t) =
(

ω f

ωx
(t x + (1 − t)x0)

)′
(x − x0), (3.32)

g′′(t) =
n∑

i=1

n∑
j=1

ω2 f

ωxiωx j
(t x + (1 − t)x0)(xi − xi0)(x j − x j0), (3.33)

= (x − x0)
′ ω2 f

ωx2
i

(t x + (1 − t)x0)(xi − xi0). (3.34)

(i) Let k = 0, t = 1 and define Δ(ρ) = ρx + (1 − ρ)x0 for each ρ → [0, 1]. Then,
for some ρ∗ → [0, 1], we have:

f (x) = g(1), (3.35)

= g(0) + g′(ρ∗)t, (essentially, we apply the mean value theorem) (3.36)

= f (x0) +
(

ω f

ωx
(0)

)′
(x − x0) + 1

2
(x − x0)

′
(

ω2 f

ωx2

) ∣∣∣
x=Δ∗(x − x0),

(3.37)

where Δ∗ = Δ(ρ∗). Note that ‖Δ∗−x0‖ = ‖ρ∗(x −x0)‖ ≤ |ρ∗|.‖x −x0‖ ≤ ‖x −x0‖,
are required. (ii) In the same fashion, let k = 1, t = 1 and define Δ(ρ) = ρx+(1−ρ)x0
for each ρ → [0, 1]. Then, for some ρ∗ → [0, 1], we have:
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f (x) = g(1), (3.38)

= g(0) + g′(0) + 1

2
g′′(ρ∗)t Taylor’s formula for k = 1, t = 1, (3.39)

= f (x0) +
(

ω f

ωx
(0)

)′
(x − x0) + 1

2
(x − x0)

′
(

ω2 f

ωx2

) ∣∣∣
x=Δ∗(x − x0).

(3.40)

3.3.2 Reformulation Technique

Let (x0, u0) be an arbitrary point in the control space; using the mean-value theorem,
the test system dynamics can be rewritten as [3, 5]:

ẋ = f (x0, u0) + L(x − x0) + M(u − u0), (3.41)

where

L =
[
ω f1

ωx

∣∣∣ x=x∗1
u=u∗1

, . . . ,
ω fn

ωx

∣∣∣ x=x∗n
u=u∗n

]T

, and M =
[
ω f1

ωu

∣∣∣ x=x∗1
u=u∗1

, . . . ,
ω fn

ωu

∣∣∣ x=x∗n
u=u∗n

]T

.

Here, (x∗p, u∗p) and p = 1, . . . , n, denote points lying on the line segment
connecting points (x, u) and (x0, u0), f = [ f1, . . . , fn]T denotes the vector function
on the right-hand side of the differential equations used to represent the dynamics of
the system. Equation (3.41) is an exact reformulation of the system equations. The
nonlinearity of the system is captured through the nonlinear dependencies x∗p =
θ(x, u, x0, u0) and u∗p = λ(x, u, x0, u0), p = 1, . . . , n. It should be noted that the
exact form of the functions θ and λ are not available and, therefore, instead of the
exact expressions for L and M in (3.41), their bounds are used in the control design.

Letting (x0, u0) be the equilibrium point about which the trajectory is to be sta-
bilised and defining δx � x − x0 and δu � u − u0, it is possible to rewrite (3.41)
as:

δẋ = ẋ − ẋ0,

= L(x − x0) + M(u − u0),

=
⎡
⎣ ω f1

ωx

∣∣∣∣ x=x0
u=u0

, . . . ,
ω fn

ωx

∣∣∣∣ x=x0
u=u0

⎤
⎦

T

δx +
⎛
⎝[

ω f1

ωx

∣∣∣∣ x=x∗1

u=u∗1

, . . . ,
ω fn

ωx

∣∣∣∣ x=x∗n
u=u∗n

]T

−
⎡
⎣ ω f1

ωx

∣∣∣∣ x=x0
u=u0

, . . . ,
ω fn

ωx
| x=x0

u=u0

⎤
⎦

T
⎞
⎟⎠ δx +

⎡
⎣ ω f1

ωu

∣∣∣∣ x=x0
u=u0

, . . . ,
ω fn

ωu

∣∣∣∣ x=x0
u=u0

⎤
⎦

T

δu,
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+
⎛
⎜⎝

[
ω f1

ωu

∣∣∣∣ x=x∗1

u=u∗1

, . . . ,
ω fn

ωu

∣∣∣∣ x=x∗n
u=u∗n

]T

−
⎡
⎣ ω f1

ωu

∣∣∣∣ x=x0
u=u0

, . . . ,
ω fn

ωu
| x=x0

u=u0

⎤
⎦

T
⎞
⎟⎠ δx

= Aδx + (L − A)δx + B1δu + (M − B1) δu, (3.42)

where A = ω f
ωx

∣∣∣ x=x0
u=u0

, B1 = ω f
ωu

∣∣∣ x=x0
u=u0

, and δx is the state vector. Since x∗p and

p = 1, . . . , m are not known, it is difficult to obtain the exact value of (L − A), but
it is possible to obtain a bound on ‖(L − A)‖.

In most systems (L − A)δx term does not depend on all the state variables but
only on a subset, Δ , of the state vector, δx . System (3.42) is shown as a block diagram
in Fig. 3.2. We introduce a signal Δ such that

(L − A)δx + (M − B1)δu = B2Δ, (3.43)

and
Δ = θ̃(C̃1δx) + λ̃(D̃1δu), θ = (1/

√
π)

[
θ̃ λ̃

]
, (3.44)

where Δ(t) is known as the uncertainty input and θ̃(t) is a uncertain gain matrix. In a
typical robust control design the block θ(t) in Fig. 3.2 contains unmodeled dynamics
and the size of the block θ(t) is used in control design. If the maximum value of θ(t)
is evaluated over the entire region than the value is so large that the performance of
the designed controller is limited. In this chapter the size of θ(t) is evaluated over
the region of interest which is estimated from detailed simulations.

There are several choice for B2 and C̃1 such that the equality in (3.43) is satisfied.
In general, x∗p, p = 1, . . . , m, are not known beforehand, it is difficult to obtain
the exact value of (L − A), but it is possible to obtain a bound on θ̃ and λ̃ over the
operating range and parameter π is chosen to ensure,

‖θ‖2 ≤ 1, (3.45)

where π is the scaling parameter. From this, we have

‖Δ(t)‖2 ≤ π‖
(

C̃1δx + D̃1δu
)
‖2. (3.46)

and we recover the norm bound constraints [6],

‖Δ(t)‖2 ≤‖γ(t)‖2. (3.47)

The expressions for obtaining θ̃ and λ̃ can be determined for any power system
model.
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The system can now be rewritten as:

δẋ = Aδx + B1δu + B2Δ. (3.48)

The output matrix, C2 depends on the measured output of a power system.
Finally the value of π is chosen such that the uncertainty, θ(t), shown in Fig. 3.2

satisfies:
‖θ‖2 ≤ 1. (3.49)

From this, we have:
‖Δ‖2 ≤ π‖C̃1δx‖2, (3.50)

and we recover the following IQC (integral quadratic constraint) [7]:

‖Δ‖2 ≤‖γ‖2. (3.51)

To facilitate control design, the power system model is summarised as:

δẋ(t) = Aδx(t) + B1δu(t) + B2Δ(t), (3.52)

y(t) = C2δx(t) + D2Δ(t) + D2w(t), (3.53)

γ(t) = C1δx(t), (3.54)

where γ is known as the uncertainty output, y(t) the measured output and C2 the
output matrix.

Equations (3.52) to (3.54) provide a new representation of the power system
model with one part being linear and another having higher-order terms. The new
formulation presented in this section is used to design a robust controller for the
nonlinear power system.

3.3.3 Application of the Proposed Technique to a Simple System

A single-line diagram of a single wind farm infinite bus system is shown in Fig. 3.3
and parameters for this system is given in Table 3.1. A simple block diagram of a
wind turbine is shown in Fig. 3.4.

A wind farm and a STATCOM connected to an infinite bus, shown in Fig. 3.3,
can be represented with the following equations [8, 9]:

α̇m = (1/2Hm)
[
Taei − Ksγ − Dmαm

]
, (3.55)

α̇G = (1/2HG)
[
Ksγ − Te − DGαG

]
, (3.56)

γ̇ = 2π f (αm − (1/Ng)αG) (3.57)

ṡ = (1/2HG) [Tm − Te] , (3.58)
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Fig. 3.3 Single wind farm infinite bus system

Table 3.1 Machines and grid
parameters of single wind
farm infinite bus system

Asynchronous machines
Power: 2 MW Rs = 0.0121 pu
Voltage: 690 V Xs = 0.0742 pu
Frequency, f = 50 Hz Xm = 2.7626 pu
Self damping, 0.008 pu Rr = 0.008 pu
Rated slip: 0.02 Xr = 0.1761 pu

Two mass model STATCOM
Hm = 2.6 s, HG = 0.22 s Capacity: 10 kVA
Dm = 3 pu, Ks = 141 pu RC = 0.01 pu
Gearbox ratio: 23.75 C = 300 μF

Grid and line Turbine parameters
xg = 0.1126 pu Hub height: 30 m
rg = 0.01126 pu Rotor diameter: 23.2 m
x13 = 0.75 pu Rated speed: 42 rpm
r13 = 0.075 pu

Shunt compensator Load
Capacitor: 25 kVAr No load

Ė ′
qr = −(1/T ′

o)
[

E ′
qr − (X − X ′)ids

]
− sαs E ′

dr , (3.59)

Ė ′
dr = −(1/T ′

o)
[
E ′

dr + (X − X ′)iqs
] + sαs E ′

qr , (3.60)

v̇dc(t) = −Ps/Cvdc − vdc/(RC C), (3.61)

Vds = Rsids − X ′iqs + E ′
dr , (3.62)

Vqs = Rsiqs + X ′ids + E ′
qr , (3.63)

Vt =
√

V 2
ds + V 2

qs, (3.64)

where X ′ = Xs + Xm Xr/(Xm + Xr ) is the transient reactance, X = Xs + Xm the
rotor open-circuit reactance, T ′

o = (Lr + Lm)/Rr the transient open-circuit time
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Fig. 3.4 Block diagram of a wind turbine

constant, Vt the terminal voltage of the IG, s the slip, E ′
dr the direct-axis transient

voltages, E ′
qr the quadrature-axis transient voltages, Vds the d-axis stator voltage,

Vqs the q-axis stator voltage, Tm the mechanical torque, Te = Edr ids + Eqr iqs the
electrical torque, Xs the stator reactance, Xr the rotor reactance, Xm the magnetizing
reactance, Rs the stator resistance, Rr the rotor resistance, HG the inertia constant of
the IG, ids and iqs the d- and q-axis components of the stator current, respectively, vdc

the capacitor voltage, C the DC capacitor, RC the internal resistance of the capacitor
and Ps the power supplied by the system to the STATCOM to charge the capacitor,
given by

Ps = |E |2G22 + |E ||V∞| [B23 sin Γ + G23 cos Γ] + |E ||E ′
dr | [B21 sin(δ − Γ)

+G21 cos(δ − Γ)] + |E ||E ′
qr | [B21 cos(δ − Γ) − G21 sin(δ − Γ)] . (3.65)

The d- and q-axes stator current are given by:

ids = E ′
dr G11 + E ′

qr B11 − V∞(G13 sin δ + B13 cos δ) + kvdc [G12 sin(Γ − δ) + B13 cos(Γ − δ)] ,

iqs = E ′
dr B11 + E ′

qr G11 + V∞(G13 cos δ + B13 sin δ) + kvdc [G12 cos(Γ − δ) − B13 sin(Γ − δ)] .

The above system (3.55)–(3.61) can be rewritten in a compact form as follows:

ẋ = A1x + f1(γ ) + B1u (3.66)

where A1x is the linear part and f1(γ ) the nonlinear part.
For this test system:

A1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0

0 − 1−B11(X−X ′)
T ′

o

G11(X−X ′)
T ′

o
0 0 0 0

0 − B11(X−X ′)
T ′

o
− 1+G11(X−X ′)

T ′
o

0 0 0 0

0 0 0 − Dm
2Hm

0 − Ks
2Hm

0
0 0 0 0 −DG 0 0
0 0 0 0 2π f − 1

NG
0

0 0 0 0 0 0 − 1
RcC

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.67)
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Fig. 3.5 Linear system with
feedback nonlinearity

u B1 Σ
1
s x

A1

ζ

f1(ζ )

x = [s, E ′
qr , E ′

dr , αm, αG , γ, vdc]; γ is a subset of the state-vector x ; and the vector
f1(γ ) includes all the nonlinear terms in Eqs. (3.55)–(3.61). The system (3.66) in
terms of the block diagram is shown in Fig. 3.5. This representation can be used to
either design nonlinear controllers [10, 11] or treat f1(γ ) as modeling uncertainty
and design linear robust controllers [12, 13].

In many linear control methods a nonlinear system is first linearised about an
equilibrium point and this model is then used for controller design [14, 15]. In
the approach presented in this book we quantify the region of the validity of the
linear controller and also significantly reduce the conservativeness of the controllers
designed using the formulation in (3.66).

The first step in the design of robust controller using the proposed method is to
linearise the system in the regions given by x0 and x̄ . The desired equilibrium point
is x0 and x̄ is a vector made up of the end-points of the region of interest. The region
defined by x0 and x̄ is a “polytope” region Ω with the centre at x0 and corner points
given by x̄ . The mean-value theorem is used to obtain the following linear model [3]:

δẋ = Lδx + B1δu (3.68)

where L and B1 are the state and control Jacobian matrices evaluated at a point in
the region Ω .

The linearised system (3.68) is rewritten in the following form [16]:

δẋ = Aδx + (L − A)δx + B1δu (3.69)

where A is the Jacobian matrix evaluated at the equilibrium point x0. The idea
behind writing the system in the form (3.69) is to be able to use linear robust control
methods where δẋ = Aδx +B1δu is the system model and (L − A) is the modeling
uncertainty. The system (3.69) in terms of the block diagram is shown in Fig. 3.6,
where

(L − A)δx = B2θ(γ ). (3.70)

The system can now be written as

δẋ = Aδx + B1δu + B2θ(γ ). (3.71)
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u B1 Σ Σ
1
s x

A

ζ

φ (ζ )

B2

Fig. 3.6 Linearised system with Cauchy residue

For the wind farm system, with parameters in Table 3.1, the state Jacobian matrix
around the desired equilibrium point s0 = 0.10 pu, E

′
dr0

= 0.925 pu, E
′
qr0

=
0.96 pu, αm0 = 1.1 pu, αG0 = 1.1 pu, γ0 = 8.5◦, vdc0 = 1 pu, is

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 4.950 329.5 0 0 0 −0.4491
−4.978 −19.72 89.96 0 0 0 6.595
−3.381 −0.01185 −0.7888 0 0 0 −0.3736

0 0 0.000 −18.92 4.947 −27.15 0
0 0 −4.975 −19.71 −89.95 6.596 0
0 0 0.000 −3.382 377 −0.04 0
0 −7.171 −1.016 −7.172 0 0 −39.82

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3.72)

Based on the simulation of various fault conditions we determine the region of oper-
ation Ω in which the controller needs to be effective. The region Ω is given by the

corner points
[
s̄, Ē ′

dr , Ē ′
qr , ᾱm, ᾱG , γ̄ , v̄dc

]T
and

[
s, E′

dr , E′
qr ,ωm,ωG , γ, vdc

]T

which have the following values:

s̄ = s0 + 0.225 pu, s = s0 − 0.225 pu, Ē ′
dr = E ′

dr0
+ 0.242 pu, E ′

dr = E ′
dr0

− 0.242 pu,

Ē ′
qr = E ′

qr0
+ 0.225 pu, E ′

qr = E ′
qr0

− 0.225 pu, ᾱm = αm0 + 0.395 pu, αm = αm0−
0.395 pu, ᾱG = αG0 + 0.328 pu, αG = αG0 − 0.328 pu, γ̄ = γ0 + 25◦, γ = γ0 − 25◦,
v̄dc = vdc0 + 0.334 pu and vdc = vdc0 − 0.334 pu.

The bounds on the unmodeled nonlinear parts in representation (3.66) and (3.69),
over the region Ω are:

‖ f1(γ )‖2 ≤ 1.75‖γ‖2, (3.73)

‖θ(γ )‖2 ≤ 0.69‖γ‖2. (3.74)

From the above two bounds it is clearly seen that the size of θ(γ ) is about one-third
of the size of f1(γ ) and this is one of the reasons for obtaining high performance
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controllers using the formulation in this work. Also using this linearisation method it
is certain that the designed controller has a validity over the entire region of interest Ω .

There do exist control design methods where the A matrix is evaluated at different
operating points, e.g., for different load conditions, and the difference between the
A matrices, commonly called δA, is used to design robust controllers [17–19]. The
matrix δA is evaluated from end-point A matrices. The above bound for θ(γ ) is
obtained at a point interior to the region, i.e., s∗ = 0.175 pu, E

′∗
dr = 0.825 pu,

E
′∗
qr = 0.765 pu, α∗

m = 1.28 pu, α∗
G = 1.325 pu, γ ∗ = 17.5◦, v∗

dc = 0.725 pu. This
clearly indicates that one has to be very careful when using the usual δA for the
purposes of the design of robust controllers.

3.4 Modal Analysis for Power Systems

In this section some basics of modal analysis, which are necessary to understand
the controller design methods, are introduced. By linearising the nonlinear power
system model, about an operating point, the total linearised system model can be
represented by:

δẋ = Aδx + Bδu, (3.75)

δy = Cδx + Dδu, (3.76)

where δx the state vector of length equal to the number of states n, δy the output
vector of length m, δu the input vector of length r , A the n by n state matrix, B the
control or input matrix with dimensions n by the number of inputs r , C the output
matrix of size m by n and D the feed forward matrix of dimensions m by r .

By taking the Laplace transform of the above equations, we obtain:

sδx(s) − δx(0) = Aδx(s) + Bδu(s), (3.77)

δy(s) = Cδx(s) + Dδu(s). (3.78)

A formal solution of the state equations results in:

δy(s) = C(s I − A)−1 [δx(0) + Bδu(s)] + Dδu(s), (3.79)

where I represents the identity matrix. The equation

det(s I − A) = 0, (3.80)

is referred to as the characteristic equation of matrix A and the values of s which
satisfy the characteristic equation are the eigenvalues of matrix A. The natural
modes of the system response are related to the eigenvalues. Analysis of the
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eigenproperties of A provides valuable information regarding the stability
characteristics of the system [20].

The system matrix, A is a n by n matrix and has n solutions of the eigenvalues
given as:

ρ = ρ1, ρ2 . . . , ρn . (3.81)

For any eigenvalue, ρi , the n-column vector, θi , which satisfies (3.82), is called the
right eigenvector of A associated with the eigenvalue ρi [20] as:

Aθi = ρiθi . (3.82)

Similarly, the n-row vector, λi , which satisfies:

λi A = ρiλi , (3.83)

is called the left eigenvector associated with the eigenvalue ρi .
Physically, the right eigenvector describes how each mode of oscillation is dis-

tributed among the systems states and is called the mode shape. The left eigenvector,
together with the input coefficient matrix and the disturbance determines the ampli-
tude of the mode in the time-domain solution for a particular case [20].

In order to express the eigenproperties of A succinctly, the modal matrices are
also introduced:

Φ = [θ1, θ2, . . . , θn] , (3.84)

Ψ = [λ1, λ2, . . . , λn] . (3.85)

If we define a transformed vector, z, as x = Φz (since ΦΨ = I , we have z = Ψ x)
then, for (u = 0):

ż = Φ−1 AΦz = �z. (3.86)

This means zi (t) = eρi t z(0) = eρi λi x(0) and, finally:

x(t) =
n∑

i=1

θiλi x(0)eρi t . (3.87)

• The ith element of z(t) is called the ith mode of the system corresponding to the
eigenvalue ρi .

• The ith right eigenvector, θi , is the mode shape corresponding to the eigenvalue
ρi .

• The jth element of the left eigenvector, λi , λi j , gives the contribution of the jth
state in the ith mode.
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• For a complex eigenvalue, ρi = ai + jbi and its eigenvector, θi = Ui + j Vi , we
have:

AUi = aiUi − bi Vi , (3.88)

AVi = ai Vi + biUi . (3.89)

3.5 Eigenvalue Sensitivity

Eigenvalue sensitivity is applied to determine the sensitivity of the eigenvalues to
changes in the elements of the state matrix A. The sensitivity of the eigenvalue ρi

to the element akj of the state matrix is equal to the product of the left eigenvector
element, λik , and the right eigenvector element, θ j i :

Aθi = ρiθi , (3.90)

ω A

ωakj
θi + A

ωθi

ωakj
= ωρi

ωakj
θi + ρi

ωθi

ωakj
, (3.91)

λi
ω A

ωakj
θi = ωρi

ωakj
, (3.92)

ωρi

ωakj
= λikθ j i . (3.93)

Since we know that θiλi = I and λi (A − ρi ) = 0 and, finally, only the (k, j)th
element of A depends on akj .

From the above sensitivity formula, let’s see what happens if we change the
(k, k)th element of the A matrix, i.e., provide a feedback in the state equation for ẋk

from the state variable, xk :

ωρi

ωakk
= λikθki = Pki . (3.94)

This tells us the best way to change the ith mode is to apply a control to the state
variable, k, such that pki is the largest participating factor.

3.6 Participation Matrix

The participation matrix, P , which combines the right and left eigenvectors as a
measure of the association between the state variables and the modes, denotes the
eigenvalue sensitivity with respect to the diagonal element of the state matrix.

The dynamics of the x j = ∑n
i=1 θiλi x(0)eρi t state are made up of the dynamics

of various modes and we see that θ j i gives the participation of mode zi in state x j .
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We have zi = ∑n
i=1 λi j x j , which means that θ j iλi j is the participation of mode i

in state x j and vice versa. The participation matrix, P , is made up of elements

Pki = θkiλki = Pki , (3.95)

• pki is the participation factor of the ith state in the kth mode and vice versa.
• The states of a system are not unique; they can be scaled and eigenvectors may

also be scaled by an arbitrary constant.
• The participation factors are scale independent.
• The participation factors are useful in the placement of exciters and STATCOMs.

3.7 Residues

The transfer function of a system with poles at p1, . . . , pn can be written as:

Gs = R1

(s − p1)
+ R2

(s − p2)
+ · · · + Rn

(s − pn)
, (3.96)

where Ri , i = 1, . . . , n, are the system. Let us see what is the relationship between
Ri and the modal matrices. Let the state-space representation of the same system be:

δẋ = Aδx + Bδu, (3.97)

δy = Cδx + Dδu. (3.98)

Define x = θz, giving ż = θ−1 Aθz + θ−1 Bu and y = Cθz.

Gs = Cθ(s I − A)−1θ−1 B =
n∑

i=1

Cλiθi B

s − pi
√ Ri = Cλiθi B. (3.99)

Residues give the sensitivity of the corresponding eigenvalue to feedback of the
transfer function output to its input. They are useful in finding the feedback signal
which exerts the largest influence on the researched mode.

3.8 Bus Participation Factors, Eigenvalues and Voltage Stability

The bus participation factors give the areas associated with each mode (eigenvalue) of
the system and the relative participation of a bus to a particular mode. This analysis
is carried out at the maximum power transfer level to find weak points and areas
susceptible to voltage instability based on the load flow equations rather than the
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dynamic equations. In order to assess the voltage stability margin and voltage weak
points, modal analysis is performed.

The modal analysis involves the computation of the eigenvalues of a reduced
system steady-state Jacobian matrix (JR) which retains the Q–V relationship in the
network. It should be noted that (JR) represents the linearised relationship between
the incremental changes in bus voltage magnitude and bus reactive power injection,
and does not represent a dynamic system. A positive eigenvalue indicates that the
modal voltage and modal reactive power are in the same direction and, thus, the
system is voltage-stable. On the other hand, a negative eigenvalue indicates that
the modal voltage and modal reactive power are in opposite direction and, thus, the
system is voltage-unstable.

The linearised steady-state power voltage equations are given by [21]:

[
δP
δQ

]
=

[
JPΘ JPV

JQΘ JQV

] [
δΘ

δV

]
. (3.100)

Let δP = 0, then δQ = JRδV and δV = J−1
R δQ where JR = [JQV − JQΘ

J−1
PΘ JPV ]. Let

JR = γ�η, (3.101)

where γ and η are the right left eigenvector, respectively, and � = diag{ρ1, . . . , ρn}
the eigenvalues of JR so:

J−1
R = γ�−1η. (3.102)

From (3.102) we have

δV = γ�−1ηδQ, (3.103)

or

δV =
∑

i

γiηi

ρi
δQ, (3.104)

where γi is the ith column right eigenvector and ηi the ith row left eigenvector of JR

and, from the basic definition of left and right eigenvectors, γi and ηi are orthogonal.
In this analysis, we wish to find the sensitivity to voltage of a change in reactive

power consumption. Let a change in reactive power be such that:

δQmi = Kiγi , (3.105)

where the normalising constant, Ki is given by:
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K 2
i

∑
j

γ 2
j i = 1, (3.106)

where γ j i is the jth element of the eigenvector γi . The corresponding ith modal
voltage variation is:

δVmi = 1

ρi
δQmi . (3.107)

The smaller the smallest eigenvalue ρi the more sensitive is the voltage to changes
in reactive power.

Next, in (3.104), let δQ = ηk where ηk has all its elements as zero except for the
kth which is 1. Then:

δV =
∑

i

ηikγi

ρi
, (3.108)

with ηik is the kth element of the eigenvector ηi . The V–Q sensitivity of bus k:

ωδVk

ωδQk
=

∑
i

γkiηik

ρi
,

=
∑

i

pki

ρi
, (3.109)

where pki = γkiηik are the bus participation factors.
Branch and generator participation factors are calculated for a given reactive

power injection δQmi . Then δVmi = J−1
R δQmi and δQmi = −J−1

PΘ JPV δVmi .
This information can be used to calculate the reactive power flowing over all the
transmission lines and supplied by the generators. The branch and generator par-
ticipation factors comprise the ratio of the individual reactive power transmitted or
generated divided by the maximum taken over the entire system [21].

3.9 Chapter Summary

Techniques for conventional and proposed linearisation and modal analysis
techniques are presented in this chapter. Inspection of the eigenvalues of the state
matrix provides sufficient information regarding the small-disturbance voltage sta-
bility of a power system in some neighbourhood of a given operating point. This will
be used throughout this book to obtain an idea of the critical modes and participation
factors required to design the proposed controllers.
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Before designing a controller, it is essential to gain a clear idea as to how voltage
instability occurs in a power system. The next chapter will present a number of
possible voltage collapse mechanisms to provide a deeper insight into the dynamic
mechanisms of the voltage instability phenomenon.
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Chapter 4
Dynamic Voltage Instability Analysis
with Wind Generators and FACTS
Devices

Abstract The complexity of power systems has increased in recent years due to
the operation of existing transmission lines closer to their limits, using flexible AC
transmission system devices (FACTS), and also due to the increased penetration of
new types of generators that have more intermittent characteristics and lower iner-
tial response, such as wind generators. This changing nature of a power system has
considerable effect on its dynamic behaviours resulting in power swings, dynamic
interactions between different power system devices and less synchronized coupling.
This chapter presents some analyses of this changing nature of power systems and
their dynamic behaviours to identify critical issues that limit the large-scale integra-
tion of wind generators and FACTS devices. In addition, this chapter addresses some
general concerns towards high compensations in different grid topologies. The stud-
ies in this chapter are conducted on the New England and New York power system
model under both small and large disturbances. From the analyses, it can be con-
cluded that high compensation can reduce the security limits under certain operating
conditions, and the modes related to operating slip and shaft stiffness are critical as
they may limit the large-scale integration of wind generation.

4.1 Introduction

Power systems are complex systems that evolve in response to economic growth and
continuously increasing power demands. With growing population and the industri-
alisation of the developing world, more energy is required to satisfy basic needs and
to attain improved standards of human welfare [1]. The structure of the modern power
system is becoming highly complex in order to make energy available economically
with reduced carbon emissions and the use of renewable energy.

The challenges of providing reliable and efficient supplies of electricity to res-
idential and commercial users in the digital age are great. Regulatory uncertainty,
cost, and lengthy delays in transmission line construction are just a few of the reasons
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for the serious deficiencies in power transmission capacities currently prevailing in
many countries [2]. Solving these issues requires innovative thinking. Increasing
numbers of electricity stake-holders now recognise that low environmental impact
technologies, such as flexible AC transmission system (FACTS) devices and DC
links, are appropriate for enhancing reliability and upgrading transmission capacity
on a long-term and cost-effective basis [2].

In recent years, power demand has increased substantially while the expansion of
power transmission lines has been severely limited due to inadequate resources and
environmental restrictions. As a consequence, some transmission lines are heavily
loaded and system stability becomes a power transfer-limiting factor. FACTS con-
trollers have been used to solve various power system steady-state control problems,
therefore, enhancing power system stability in addition to their main function of
power-flow control [3].

Dynamic reactive devices, such as thyristor-controlled series capacitors (TCSCs),
mechanically switched capacitors (MSCs), static VAr (volt-ampere-reactive) com-
pensators (SVCs) and static synchronous compensators (STATCOMs) do not require
extensive amounts of land nor are they especially visible when compared with major
new EHV (extra-high voltage) transmission lines [4]. These characteristics make
them much more acceptable to government agencies and the public and, thus, to
transmission system operators who are responsible for providing reliable electricity
delivery services.

In many cases, these dynamic reactive devices have become less expensive to
build than the equivalent number of new transmission lines that may otherwise be
necessary. Employed in moderation, such devices are useful additions to the set of
tools that system planners and operators should use to relieve voltage or VAr problems
and provide flexibility. However, if used to excess, such devices will likely increase
the risk of uncontrolled system collapse and significantly increase the complexity of
system design and operation. This complexity may introduce new failure modes into
the system and reduce its overall reliability in unexpected ways [5].

Following the issuance of the renewable energy regulations in recent years to
give impetus to the development of renewable energy by governments in Denmark,
Germany, USA, China, Ireland, Australia and India, a large number of wind farms are
currently interconnected into transmission networks at the 220 kV voltage level with
higher installed capacities. Being connected to a higher voltage level, their impact
is becoming more widespread. The European Wind Energy Association (EWEA)
projects that there will be 230 GW and 300 GW of total installed wind power capacity
in Europe in 2020 and 2030, respectively. This will result in wind power generation
of the same order of magnitude as the contributions from conventional technologies
developed over the past century. An overview of the historical development of wind
energy technology and the current world-wide status of grid-connected, as well as
stand-alone, wind power generation is given in [6]. The present and progressive
scale of integration has brought to a head serious concern about the impact of such
a scale of wind penetration on the future safety, stability, reliability and security of
the electricity systems [7].
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Voltage instability is also influenced due to the integration of induction generators
into grids. There are several technical constraints, including steady-state or dynamic
stability, that may limit wind power integration into a power system. A majority
of large wind farms, including proposed large wind projects, are geographically far
away from load centres and connected into relatively weak transmission networks [8].
The presence of wind farms in such weak transmission networks raises serious con-
cerns about system security and stability. Concerns regarding power system utilities
are shifting focus from power quality issues to stability problems caused by wind
power integration. In the grid impact studies of wind power integration, the voltage
stability issue is a key problem because a large proportion of existing wind farms
are based on fixed-speed wind turbines (FSWTs) equipped with simple squirrel-cage
induction generators (SCIGs) [9]. The impact of wind turbines in the voltage profile
of distribution systems is discussed in [10].

SCIGs consume reactive power and behave similarly to IMs during a system con-
tingency and deteriorate the local grid voltage stability [11]. Presently, variable-speed
wind turbines (VSWTs) equipped with doubly-fed induction generators (DFIGs) are
becoming more widely used due to their reactive power and voltage control capa-
bility. DFIGs make use of power electronic converters and are, thus, able to regulate
their own reactive power in order to operate at a given power factor or to control
grid voltage. However, because of the limited capacity of the PWM (pulse-width
modulation) converter, the voltage control capability of a DFIG cannot match that
of a synchronous generator. When the voltage control requirement is beyond the
capability of a DFIG, the voltage stability of a grid is also affected.

The application of FACTS devices to confront some major operating problems in
voltage regulation, power-flow control, transient stability and the damping of power
oscillations have been investigated widely in recent years [3, 12–14]. The objective of
the current research is to investigate the applications, benefits and locations of FACTS
devices and to meet new challenges, such as the increasing penetration of renewable
energy sources, in particular wind generation, growing demands, limited resources
and competitive electricity markets. However, the standard power system FACTS
controllers are local non-coordinated linear controllers [15]. Possible interactions of
these local controllers might lead to adverse effects and cause inappropriate control
efforts by the different controllers. As the density of FACTS devices has increased
rapidly, it is necessary to take into account interactions amongst controllers in future
power systems [15].

Recently, a lot of work has been done on analysing the effects of the large-scale
integration of wind generators on dynamic stability. The effect of wind power on
oscillations and damping has been investigated by gradually replacing the power
generated by synchronous generators in a system by power from either constant
or variable-speed wind generators [16, 17]. Only the impact on electromechanical
modes are investigated in [16] despite the voltage modes also being influenced by
the penetration of wind generators. The limits for voltage stability at different wind
power integration levels and grid alternatives are illustrated in [9] for situations both
with and without extra stabilising controls in the system and for different character-
istics of wind turbine generators. Detailed dynamic load modeling and fault analysis
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are not treated in [9]. However, load characteristics are closely related to voltage
instability [18, 19].

The issues of interconnecting large wind parks to an electrical power network are
discussed and possible solutions to anticipated problems using AC and DC transmis-
sion technologies and FACTS devices with energy storage are presented in [20]. The
impact of grid-connected large DFIG-based wind farms on power system transient
stability is studied in detail, including on a full generator model, as there is a lack
of this generator model in the most common transient simulation software pack-
ages [21]. It is shown in [21] that power system transient stability can be improved
to some extent when the specified synchronous generator is replaced by a wind farm
of the DFIG type. The effect of short-circuiting the rotor when the fault current
exceeds the converter rating is not considered in this chapter [21]. However, during
large disturbances, DFIGs behave as conventional squirrel-cage induction generators
(SCIGs) with an increased rotor resistance [22].

The challenge of accommodating increasingly larger amounts of wind energy
in a system and its impact on system operation is discussed in [23] while those
regarding the incorporation of dispersed power generation, and particularly large
offshore wind power, into the Danish power system are presented in [24]. The latter
article focuses mainly on investigations into short-term voltage stability as one of
the main concerns has been to evaluate the response of a power grid to a short-
circuit fault in the transmission system. Technical issues relating to the integration
of large wind power into weak grids with long transmission lines, together with the
most significant challenges for wind generation facilities, including voltage control,
reactive power management, dynamic power-swing stability and behaviour following
disturbances in a power grid, are addressed in [25]. It is shown in [25] that the
decoupled characteristics of variable wind power plants with grids ensure stability
performances that can exceed those of conventional synchronous generations with
the same ratings and installed at the same locations.

Large wind generation facilities are evolving to look more and more like con-
ventional generating plants in terms of their abilities to interact with a transmission
network, other generating units and FACTS devices in a way that does not compro-
mise performance or system reliability. But many challenges and new breakthroughs
are needed before their use becomes a reality.

The high penetration of wind power is foreseen in many countries and regions
globally. FACTS devices will mainly be used to integrate the large-scale wind energy
into power systems. The dynamics of power systems is likely to be dominated by
the dynamics of wind turbines and FACTS devices in the near future. Therefore, the
impact of wind power and FACTS devices on power system stability and reliability
needs to be thoroughly analysed before they are integrated into existing power system
networks. This chapter will analyse the changing nature of systems and their dynamic
behaviours to identify future issues that need to be either resolved or to have limits
defined to a degree that can be tolerated. The following cases are considered in this
chapter:
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Fig. 4.1 16 machine 69 bus test system

(i) the possible effects of higher FACTS density on the dynamic performance of a
distributed power system;

(ii) the critical interactions amongst FACTS devices; and
(iii) whether there is a level of wind generation capacity and FACTS devices above

which the system dynamic behaviour is unstable and has poor controllability.

4.2 Case Studies

A 16-machine, 69-bus system is considered in this section [26]. The single line dia-
gram of the system is shown in Fig. 4.1 and its parameters are given in Appendix-X.
This is the reduced order equivalent of the interconnected New England (NETS)
and the New York power system (NYPS). There are five geographical regions, of
which NETS and NYPS are represented by a group of generators whereas imports
from each of the other three neighbouring areas 3, 4 and 5, are approximated by
generator equivalent models. The generators, loads and imports from other neigh-
bouring areas are representative of operating conditions in the early 1970s. The total
load on the system is PL = 17, 620.65 MW, QL = 1, 971.76 MVAr and generation
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PG = 18, 408.00 MW. The line loss in the system is 152.2 MW. Generators G1 and
G9 are the equivalent representations of the NETS generators whilst machines G10
to G13 represent those of the NYPS. Generators G14 to G16 are the dynamic equiva-
lents of the three neighbouring areas connected to the NYPS. There are three major
transmission corridors between the NETS and the NYPS connecting buses 60–61,
53–54 and 27–53. All these corridors have double-circuit tie-lines. In steady-state,
the tie-line power exchange between the NETS and the NYPS is 700 MW in total.
The NYPS is required to import 1,500 MW from area 5.

All the generators of the test system (G1 to G16) are represented by a sub-transient
model [26]. The mechanical input power to the generators is assumed to be constant
during the disturbance. Generators G1 to G8 are equipped with slow excitation sys-
tems (IEEE-DC1A) whilst G9 is equipped with a fast-acting static excitation system
(IEEE-ST1A) [26] which has a PSS to provide supplementary damping control for
the local modes. The rest of the generators are under manual excitation control [26].
The load is modelled as (i) 20 % large IM load [19], (ii) 25 % small IM load [19],
and (iii) 55 % static load. The active components of static loads were represented by
constant current models and the reactive components by constant impedance models,
as recommended in [27] for dynamic simulations.

In this section, FSWTs and DFIGs are considered for analysis. The modeling of
IGs for power flow and dynamic analysis is discussed in [28, 29]. A general model for
representation of VSWTs in power system dynamics simulations is presented in [30].
Among different FACTS devices, an SVC [26], a TCSC [26] and a STATCM [11]
are used in this section.

4.2.1 Case Studies

A number of cases are considered to get a deeper insight into these complex issues.

4.2.1.1 Load Area Fed by High Import

A large amount of compensation is needed within the load area of this test system.
This is due to the high demand for reactive power by the loads, the need for a lot of
reactive power by the feeding lines and the lack of generation units within the load
area which could deliver reactive power as a by-product. A large amount of reactive
compensation results in a P–V curve that is flat to a certain point from there it falls
very steeply whereas in a moderately compensated system this P–V curve has a slow
gradient and it curves towards the critical point. The effect is that the voltages are on
a good level for a long time and nobody can see a problem. However, in reality the
security margin for voltage instability is very small and a small event can pull the
system down.
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Fig. 4.2 P–V relationship at bus 49
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Fig. 4.3 Voltage at bus 49 for three-phase fault at middle of one of lines 60–61

The P–V curve for bus 49 in area NYPS which is highly compensated (750 MVAr)
and the load (P = 1,350 MW and Q = 29 MVAr) is supplied from the NETS, as
shown in Fig. 4.2. The system is operated with an 8, 64 MW load at bus 49 and the
voltage remains constant for this loaded condition. A three-phase fault is applied at
the middle of one of the lines 60–61 and the resulting voltage at bus 49 is shown
in Fig. 4.3 in which it is clear that, although the system is highly compensated and
operated at a constant voltage, instability occurs due to the small security margin.
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Fig. 4.4 Reactive power for three-phase fault at middle of one of lines 60–61 (solid line generator
and dashed line DFIG)

4.2.1.2 Lots of DFIG Type Wind Farms and a Few Synchronous Generators

Statically, DFIGs often do not deliver as much reactive power as do synchronous
generators and, dynamically, they cannot produce the same short-circuit current.
The post-fault voltage support provided by the feeding reactive power is normally
worse for a DFIG than for a synchronous machine. Although, recent work shows that
an improvement in the area of voltage support may be possible. Due to the inferior
behaviour of DFIGs compared to the synchronous generators, a system dominated
by them behaves worse than one with synchronous generation. Normally, the effect
is that more reactive compensation is needed in such a system. During deep voltage
sags, a synchronous generator feeds in more reactive current than does a DFIG-based
wind farm and, thus, provides a stronger support to the grid voltage. Also, DFIGs
consume reactive power when they behave as SCIGs during transients and can reduce
the voltage stability limit.

Figure 4.4 shows the reactive power supplied from a synchronous generator (G10)

and a DFIG of the same capacity during a three phase fault at the middle of one of the
lines 60–61. Voltage transients for a power system with only synchronous generators
(SGs) and one with a combination of 60 % DFIGs and 40 % synchronous generators
for the same fault are shown in Fig. 4.5. The synchronous generators supply more
reactive power and, thus, provide better performances in contrast to DFIG when
recovering post-fault voltage. In some countries the grid-codes are so rigid that the
DFIGs must be combined with static synchronous compensators (STATCOMs) in
order to achieve similar behaviour to that of synchronous generators. In these cases,
wind generation can be considered to be equivalent to conventional power generation.
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Fig. 4.5 Voltage at bus 49 for three-phase fault at middle of one of lines 60–61 (solid line synchro-
nous generator, and dashed line 60 % DFIGs and 40 % SGs)

4.2.1.3 Interactions Amongst Different FACTS Devices

Interactions amongst the FACTS devices in a multi-machine system can adversely
influence the damping properties due to individual FACTS devices. In some criti-
cal cases, it may even amplify power swings or increase voltage deviations. Due to
local, uncoordinated control strategies used in many power systems, destabilising
interactions amongst FACTS controls are possible. This problem may occur espe-
cially after the clearance of a critical fault, if shunt and series connected devices, e.g.,
SVC or STATCOM and TCSC, are present in the same area. Interactions amongst
FACTS controls can adversely influence the rotor damping of generators and for
weakly interconnected system conditions it can even cause dynamic instability and
restrict the operating power range of the generators. The following two case studies
are conducted: (i) a STATCOM at bus 31; and (ii) a STATCOM at bus 31, an MSC at
bus 53 and a TCSC in the middle of the line 30–31. Figure 4.6 shows the rotor angle
for both the cases with three-phase fault at the middle of one of the lines between
buses 60–61. It is clear that the addition of TCSC and MSC nearest to STATCOM
increases the rotor angle oscillations. To improve overall system dynamic perfor-
mance, interactions amongst FACTS controls must be minimised or prevented.

4.2.1.4 A Few Bulk Transmission Lines with Series Compensations

Series compensation can be optimised so that the electrical length of the lines can be
reduced. If the compensation is equipped with thyristor control, it can even be used
for the damping of power swings. Case studies are carried out for: (i) a base case
power flow (200 MW) through one of the lines 60–61; and (ii) an extra power flow
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Fig. 4.6 Rotor angle G10 for three-phase fault at middle of one of lines 60–61 (solid line STATCOM
and dashed line STATCOM+TCSC+MSC)
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Fig. 4.7 Power flow (lines 60–61(2)) for outage of one of transmission lines 60–61 (solid line base
case power flow and dashed line extra power flow with TCSC)

with a TCSC of 380 MW (almost double) through the same line. Figure 4.7 shows
the power flow through the line 60–61(2) for both cases which raise no concerns
regarding that configuration. The series compensation makes a stable transmission
possible.
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Fig. 4.8 Voltages at buses 60 and 61 for three-phase fault at middle of one of lines 60–61 (solid
line bus 60 and dashed line 61)

4.2.1.5 Longitudinal System with Shunt Compensation at Middle

If the distances are not too great, line reactive power requirement can be met by
compensation in the middle of the system which minimises the distances from the
compensation device to the nodes of the system. For this case, a STATCOM is placed
in the middle of one the of lines 60–61. Figure 4.8 shows the voltage profiles at buses
60 and 61 for a three-phase fault at one of the lines for 150 ms. From Fig. 4.8, it is
evident that the post-fault voltage remains in good condition at both buses.

4.2.1.6 Comparison of Different Compensation Devices

A possible way of assessing the ‘quality’ of a compensation device concerning volt-
age stability may be that the reactive power output is observed at minimum voltage
that is accepted in the grid and not at its rated voltage. The voltage at which the
performance is observed could be the voltage at which power plants trip due to
under-voltage (or other under-voltage criteria).

An SVC has constant impedance and its reactive power output decreases in pro-
portion to the square of the voltage. It is an active fast reacting device, if it is not yet at
its limit before the fault, it can improve the voltage recovery after fault by activating
the reserve. A STATCOM is a constant current source and its reactive power output
decreases linearly with the voltage. It is also an active fast reacting device with lim-
ited energy storage. Because it can inject a constant current, it can better improve
the voltage recovery after fault. Figure 4.9 shows the bus voltage with a STATCOM
and a SVC for a three phase fault in the middle of line 60–61.
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Fig. 4.9 Voltage at bus 60 for three-phase fault at middle of one of lines 60–61 (solid line STATCOM
and dashed line SVC)

It is clear that during low voltage the STATCOM provides better response and the
lower voltage with the STATCOM is much higher than that of the SVC.

4.2.1.7 Classical Generation Close to Load Centres

When generators are close to the load centre, only a small amount of compensation
is required because the reactive power needed by the lines is relatively low and the
consumption of reactive power by the loads can be covered by the generators. A
synchronous generator offers dynamic compensation of high quality, i.e., in the case
of a decreasing voltage at the connecting point, it does not reduce its output of reactive
power. The job of additional compensation is to deliver a base compensation in order
to create an adequate security margin for the generator action.

A study is conducted by increasing the load by 10 % in the NYPS (New York)
which, in the first case, is supplied from local generation. In the last case, the extra
load is supplied from a remote area wind turbines (New England). Figure 4.10 shows
the voltage at bus 49 for a three phase fault in the middle of one of the lines 60–61.
Voltage is not recovered for the last case due to high transmission losses in the
connecting long lines and the different behaviours of wind turbines compared with
those of synchronous generators.

4.2.1.8 Effects of Integration of Large-Scale FSWTs

A grid-connected wind turbine generation system consists of both mechanical and
electrical systems which are connected to the distribution system to form part of
the existing utility network. The analyses described in this section show that, for an
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Fig. 4.10 Voltage at bus 49 for three-phase fault at middle of one of lines 60–61 (solid line classical
local generator and dashed line far FSWT)
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Fig. 4.11 Monotonic mode as function of FSWT integration

interconnected power system, stability is likely to be affected by various factors con-
tributed to by the constituent distribution system and the wind turbine’s mechanical
and electrical properties. Modal analysis is conducted on the test system by replac-
ing the synchronous generator by fixed speed wind turbines. Figure 4.11 shows the
monotonic mode under different FSWT integration levels. Figure 4.12 shows the
damping and frequency of the mechanical modes as a function of the shaft stiffness.
From the participation factors, we find that the instability is caused mainly by shaft
stiffness and the operating slip.
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Fig. 4.12 Mechanical mode as function of shaft stiffness
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Fig. 4.13 PCC voltage for three-phase fault at middle of one of lines 60–61 (solid line with LVRT
and dashed line without LVRT)

It is essential that wind generators have the fault ride-through capability. If this is
not enforced, the generators trip, based on a certain under-voltage criteria (e.g. 80 %).
This means that, in the case of a fault, many units trip and there is a great imbalance
in the system. If this amount exceeds the primary control reserve, the system can
collapse. This scenario is analysed by replacing G3 with a wind farm. Figure 4.13
shows the voltage at bus 3 having a wind farm (i) with a low-voltage-ride-through
(LVRT) capability, and (ii) without a LVRT capability. From Fig. 4.13, it is clear that
the wind farm without a LVRT capability may cause instability which is also visible
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Fig. 4.14 Angle response for three-phase fault at middle of one of lines 60–61

in Fig. 4.14. In order to obtain an optimal integration of wind energy in a system,
large wind farms must be able to withstand network disturbances.

4.2.1.9 Integration of FSWTs by Using STATCOMs

In the case of renewable energy, FACTS devices are especially advantageous when
integrated with wind generators. As wind farms become a larger part of total power
generation and as their penetration levels increase, issues related to integration, such
as transient stability and voltage control are becoming increasingly important. For
wind generation applications, FACTS can be implemented for voltage control in the
form of shunt-connected static VAr compensators (SVCs) or STATCOMs configu-
rations.

FSWTs and STATCOMs are integrated into the system repeatedly to find a certain
level at which the system becomes unstable. The upper limits for compensations,
such as STATCOM and shunt capacitor, are shown in Table 4.1. It is found that a 100
MVA STATCOM with a 500 MVAr capacitor is required to integrate a 24.5 % level of
FSWTs in different areas of the test system. For identifying the nature of instability
during transients at the upper limit, the method of eigenvalue tracking is used [31]. In
this method, the system is repeatedly linearised at selected time instants during the
simulation and the system eigenvalues are computed at each snapshot. With a fixed
compensation level, the system becomes unstable after the integration of a certain
level of FSWTs. Online linearisation and eigenvalue tracking show that, after fault
clearing, the monotonic mode shown in Fig. 4.15 is correlated to generator slip and
the mechanical state is the first to become unstable. The conclusions, drawn from
Fig. 4.15, are an indication of potential instability.
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Table 4.1 FSWT integration
and STATCOM

FSWT (MW) 4,500 6,300 7,325 8,120 8,600
STATCOM (MVAr) 100 200 300 400 500
Capacitor (MVAr) 500 1,000 1,500 2,000 2,500
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Fig. 4.15 Evolution of critical eigenvalue in unstable case

From the above analyses, the following conclusions can be drawn:

• accurate dynamic load modeling is crucial for both short- and long-term dynamic
voltage instability analyses;

• although both static and dynamic compensations enhance the security level, high
compensation reduces the security limits under certain operating conditions and,
because of the local, uncoordinated control strategies used in many power systems,
destabilising interactions amongst FACTS controls are possible,

• although interactions among local shunt FACTS controls can adversely influence
the rotor damping of generators, series compensations, such as TCSCs do not have
adverse effects on power flow;

• new transmission lines may be needed where wind generation is situated at a
substantial distance from existing networks; and

• the modes related to operating slip and shaft stiffness are critical as they may limit
the large-scale integration of wind generation.

4.3 Chapter Summary

In this chapter, different aspects of the voltage instability problem through both
static (P–V and Q–V) and dynamic analyses are discussed. We explore the effects of
including dynamics of a conventional generator, a wind generator, an AVR, a PSS,
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an OXL, an IM, an OLTC and FACTS devices on the voltage stability characteristics
of a power system using a time domain analysis during low-voltage transients. In
particular, in this chapter, the mechanism of the voltage collapse phenomenon is
analysed from the physical rather than the mathematical point of view, and some
meaningful physical interpretations are given.

The effect of load representation on voltage stability is studied. Under the same
conditions in a system, load representation affects the location of the operating point
in the P–V curves, leading the system either closer to or further away from the
collapse point. Since load behaviour is critical for the stability of a system, more
accurate models are necessary. As the traditional static models are not sufficient to
represent load dynamics, dynamic load models are introduced.

For the IM load, after large disturbances take place, the IM can still maintain
voltage stability if the disturbances are removed in time. Otherwise, the system
voltage will become unstable or even collapse. The IM at a given operating state,
and subject to a given disturbance, undergoes voltage collapse if post-disturbance
equilibrium voltages are below acceptable limits. IM instability may develop into
voltage instability or even voltage collapse unless effective control measures are
taken against it.

Voltage stability can be enhanced by the use of an exciter or compensating devices,
among which the exciter is the cheapest and it is effective in a distributed power
system where the load is not far away from the generator. Of the different control
methods, the robust control technique is getting more attention recently and can
ensure stability against uncertainty. A novel robust exciter control technique will be
given in the next chapter.
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Chapter 5
Control for Voltage Stability
with Dynamic Loads

Abstract This chapter presents a novel modeling and excitation control design to
enhance large-disturbance voltage stability in power systems with significant induc-
tion motor (IM) loads. The excitation controller is designed using minimax linear
quadratic Gaussian (LQG) controller synthesis method. The nonlinear power sys-
tem model is reformulated with a linear and a nonlinear term. The nonlinear term
is the Cauchy remainder in the Taylor series expansion and its bound is used in a
robust control design. An advantage of this approach over the existing linearisation
scheme is the treatment of the nonlinear dynamic load model in a rigorous frame-
work for excitation control design. The performance of the designed controller is
demonstrated by large disturbance simulations on a benchmark power system for
various types of loads.

5.1 Introduction

During the last few decades, power systems have been operated under increasingly
stressed conditions. This is due to transmission expansion, increased electricity con-
sumption and new loading patterns due to deregulation of the power market. Under
these stressed conditions, slow voltage drops or even voltage collapses have become
a serious operating concern and, therefore, the dynamic analysis and control design
of power systems in terms of voltage stability issues have become more critical
[1–3]. The trend has been towards the imposition of voltage stability requirements for
power systems due to increases in load from air conditioners, refrigerators, heaters,
etc., which have voltage characteristics that approach constant power. The expan-
sion of 275 kV cable systems in urban areas, and the emergence of long-distance
power transmission systems with concentrated large-scale power sources, also play
significant roles in causing voltage instability.

J. Hossain and H. R. Pota, Robust Control for Grid Voltage Stability: 103
High Penetration of Renewable Energy, Power Systems,
DOI: 10.1007/978-981-287-116-9_5, © Springer Science+Business Media Singapore 2014
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The assessment of voltage stability in power systems has recently gained increasing
attention because voltage instability has been responsible for several major network
collapses [4]. In contrast to the traditional machine instability problem, which deals
with the rotor dynamics, voltage instability is closely related to the load behaviour [5].
Different studies have shown the importance of load representation in voltage sta-
bility analyses [4, 6, 7]. Currently, although static load models are commonly used
in the power industry to model dynamic behaviours of reactive loads, these models
do not adequately represent the loads [8]. Induction machines play a crucial role in
voltage dynamics [9, 10]. Motor behaviour has been a major contributing factor in
a number of documented voltage instability problems and collapses [11, 12]. The
problem of voltage instability is likely to increase because of the growing use of
dynamic motor loads for air conditioning, heat pumps, refrigeration, etc. [13, 14].
Therefore, dynamic load models are needed in order to analyse voltage instability
and to design controllers for enhancing stability.

The active power consumption of an induction motor (IM) remains constant even
after a voltage drop [9]. Moreover, if the disturbance is such that the electrical torque
cannot balance the mechanical load, the motor can decelerate, absorbing higher
reactive current, thus inducing a further voltage drop and occasionally a voltage
collapse. Induction machines are usually shunt-capacitor compensated to improve
their power factor. However, the reactive support provided by shunt capacitors varies
with the square of the voltage, and consequently, during a voltage drop it is greatly
reduced. Therefore, in order to avoid induction machine instability, dynamic and fast
reactive compensations may become necessary.

The control of voltage levels is accomplished by controlling the production,
absorption and flow of reactive power at all levels in a power system. There are
two basic approaches to controlling voltage. One is to adjust the voltage at the gen-
erating plants by the use of excitation controllers. However, when the transmission
lines are long and the generators are far away from major load centres, this method
is not effective in improving voltage at the load end [5]. Still there are many situa-
tions in which excitation controllers can be used to stabilise the voltage in modern
distributed power systems.

High-gain voltage regulators are often used but they deteriorate the small-signal
stability of a system by reducing of the electromechanical modes of oscillation
[3, 15]. Power system stabilisers (PSSs), supplementary to the main excitation con-
trol loop, are required to damp the electromechanical oscillations. Another approach
is to use flexible AC transmission system (FACTS) devices which act directly over
the power flowing across the transmission lines. However, these devices are quite
expensive [16] and, therefore, where possible, the use of generator excitation control
for enhancement of voltage stability is much more desirable.

A power system is highly nonlinear and a mathematical model obtained via lin-
earisation may only satisfy the security requirement under small disturbances. Small
disturbance voltage stability can be effectively studied with steady-state approaches
that use linearisation of the system dynamic equations at a given operating point.
However, large-disturbance voltage stability is closely related to the nonlinear behav-
iour of power systems [3] and controller designed using a linear model cannot ensure
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stability during severe disturbances. Therefore, it would be desirable to have a robust
controller that could ensure the stability of a system for a wider operating region under
operating conditions which could be much more distant from the equilibrium point.
With this motivation, a detailed investigation into the need to include higher-order
terms for small signal (modal) analysis in power systems was recently conducted by
an IEEE Task Force [17]. It is shown in [18] that the addition of higher-order terms
accurately predict system behaviour for large system perturbations.

Conventional excitation controllers are usually designed based on approximately
linearised models obtained about a given operating condition and, therefore, may not
work properly when the operating conditions change [19]. A linear optimal excitation
controller based on the linear quadratic regulator (LQR ) theory has been developed to
improve power system stability [20]. It is more effective, with better damping for the
enhancement of power system stability, under small disturbances than a conventional
excitation controller. But this approach is often difficult to implement since not all
the state variables are directly measurable. To overcome this difficulty, an output
feedback linear quadratic Gaussian (LQG) excitation control scheme is proposed
in [21–23].

The LQG controller is more realistic because it is designed using only the mea-
surable outputs and the state variables estimated from them [24]. It is known that it
provides good robustness in terms of gain margin and phase margin [25]. However,
LQR and LQG controllers are unable to provide robustness against uncertainties in
the operating conditions [26]. Robust LQG controllers to damp power system oscilla-
tions for thyristor-controlled series capacitors (TCSCs) are proposed in [27] and [28]
in which loop transfer recovery (LTR) method is used to design them. Robust exci-
tation control for large uncertain power systems using the H∞ method is proposed
in [29]. Controllers in [28] and [29], designed using linearised models, are only able
to damp the oscillations due to electromechanical modes.

Feedback linearisation schemes are also widely used in power system robust
control designs to linearise nonlinear power system models [30, 31]. A feedback
linearising controller (FBLC) is used in the design of a controller for a synchronous
generator connected to an infinite bus in [32]. The direct feedback linearisation
(DFBL) theory is easier to understand for power engineers but, so far, its application
has been limited to single-input single-output systems. Another type of FBLC to
damp electromechanical oscillations in power systems is proposed in [33], but this
is achieved at the expense of reducing the voltage regulation ability of the excitation
system.

In [34], it is indicated that the implementation of an exciter control based on the
FBLC theory requires a fixed and known equilibrium point of the power system
which is usually not well-defined in practice. Furthermore, the controllers designed
using a FBLC require information about the power system topology and the states
must be measurable. In practice, it is very difficult to measure all the states of a power
system. In addition, feedback linearisation schemes need exact plant parameters to
cancel the inherent system nonlinearities. Although many developments have been
proposed in the area of feedback linearisation theory, it has not yet been applied to
a system with dynamic loads.
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A great deal of attention has been given to the control of power systems using
recently developed nonlinear control design tools to improve transient stability
[35–37]. Rather than using a linearised model, as in the design of the usual PSS, non-
linear models are used and nonlinear feedback linearisation techniques are employed
to linearise them which has the advantage that they are not dependent on the operating
conditions as linearised models. Using nonlinear controllers, power system transient
stability can be improved significantly. However, nonlinear controllers usually have
a more complicated structure and are harder to implement in practice.

This chapter presents a novel large-disturbance controller for power systems with
significant induction motor load. Unlike the standard linearisation technique, a lin-
earisation is used where the Cauchy remainder is included in the design process as
a bounded uncertainty. Details of the process to obtain a bound on Cauchy remain-
der are given in the chapter; the bound is used to design the robust minimax linear
quadratic Gaussian (LQG) large-disturbance controller. The efficacy of the proposed
control strategy is evaluated through simulations on a benchmark four bus power
system for various types of loads and large disturbances. The organisation of the rest
of this chapter is as follows: Sect. 5.2 provides a short description of the background
to power system stability and exciter control; Sect. 5.3 discusses the mathematical
modeling of the power system devices under consideration. Section 5.4 presents
the test system and control task; Sect. 5.5 describes the linearisation technique and
the technique to obtain a bound for uncertainties; Sect. 5.6 contains the essential
details of the minimax LQG controller design technique as applied to our problem;
Sect. 5.7 outlines the designed control algorithm and performance of the controller;
and Sect. 5.8 presents the conclusions.

5.2 Power System Stability and Exciter Control

Power system stability involves (a) voltage stability in which a constant voltage can
be restored and maintained even when changes in load occur and (b) power stability
in which the power perturbation that arises between generators is quickly suppressed
and a constant power can be maintained. It is necessary to guarantee both types of
stability taking the most severe operating conditions into consideration.

Approaches to improving power system stability include improving the main
circuits by increasing the system voltage, constructing additional power transmission
lines, installing series capacitors and static VAr (volt-ampere-reactive) compensators
(SVCs), etc., and the method of generator exciter control. Although the main circuit
improvement approach is a fundamental measure, the scale of reconstruction is very
large. The control approach, on the other hand, makes it possible to extract the
maximum capability from the generator by improving the control algorithm.

The commonly used method for stabilising voltage against increases in load is
to install a power capacitor or synchronous phase modifier at the load termination.
However, local synchronous generators in modern distributed power systems can be
used to control the dynamic load voltage. Synchronous generators can generate or
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absorb reactive power depending on the excitation. When over-excited they supply
reactive power, and when under-excited they absorb reactive power. Synchronous
generators are normally equipped with AVRs which continually adjust the excitation
so as to control the phase of the armature current.

The excitation control of generators is one of the most effective and economical
techniques for improving dynamic voltage performance and the voltage stability of
power systems. Early in the 1950s, a number of scholars emphasised the importance
regulating of synchronous generator’s magnetic field to improve power system sta-
bility [38]. Since then, a great deal of attention has been paid to research in this field
which covers two areas: amelioration of the main excitation system and improvement
of the excitation control strategy [39, 40].

The advances in excitation control systems over the last 20 years have been influ-
enced by developments in solid-state electronics. Developments in analog-integrated
circuitry have made it possible to easily implement complex control strategies. In
recent times, static excitation technology has also seen great advances. Since the
static exciter with a thyristor-controlled self-shunt excitation has the advantages of
a simple structure, high reliability and low cost, it is adopted by many large power
systems around the world. The design principle and approach of the robust excita-
tion control, including dynamic loads, to be discussed in this chapter will be aimed
mainly at this type of excitation.

Although the problem of excitation control has been approached using classic
control and linear control techniques with good results, it is only locally valid. Due
to the nonlinearities of various components of power systems and the inherent char-
acteristics of changing loads, the operating points of a power system may change
during a daily cycle. As a result, a conventional excitation control design around an
operating point may not work under large disturbances.

5.3 Power System Model

Power system operation can be modelled at several different levels of complexity,
depending on the intended application of the model. In this design, a benchmark
power system model, with a large IM, is considered due to its suitability for voltage
stability analysis [9].

The actual transient behaviour of a synchronous generator in a real power system
is very complex and difficult to accurately model unless some simplifications are
made [41]. It is pointed out in [41] that the classical third-order single-axis generator
dynamic model can be reliably used when designing an excitation controller as the
dynamic phenomena with much smaller time constants (e.g., the effects of the damper
windings) or much larger ones (e.g., the governor dynamics) can be neglected. The
transmission network is considered as a passive circuit and modelled by a set of
algebraic constraints representing interconnections among the dynamic models of
generators and IMs. Under typical assumptions, the synchronous generator can be
modelled by the following set of nonlinear differential equations [42]:
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Fig. 5.1 Excitation control scheme

δ̇ = ωωs − ωs, (5.1)

ω̇ = 1

2H

[
Pm − E →

q Iq − Dω
⎡
, (5.2)

Ė →
q = 1

T →
do

[
Efd − E →

q − (Xd − X →
d)Id

⎡
, (5.3)

where Efd is the equivalent emf in the exciter coil, δ the power angle of the generator,
ω the rotor speed with respect to a synchronous reference, E →

q the transient emf due
to field flux linkage, ωs the absolute value of the synchronous speed in radians
per second, H the inertia constant of the generator, D the damping constant of the
generator, T →

do the direct-axis open-circuit transient time constant of the generator,
Xd the synchronous reactance, X →

d the transient reactance, Id and Iq the direct and
quadrature axis components of stator current, respectively. The mechanical input
power Pm to the generator is assumed to be constant.

The excitation system is a high-gain static system and the terminal voltage is
measured using a transducer with first-order dynamics:

Efd = Ka Vc,

V̇tr = 1

Tr
[−Vtr + Vt ] , (5.4)

where Vtr and Tr are the output and time constant of the voltage transducer, respec-

tively, Ka the gain of the exciter amplifier, Vt = [(E →
q − X →

d Id)2 + (X →
d Iq)2] 1

2 the
generator terminal voltage and Vc the input to the exciter (output of the designed
controller).

The output-feedback controller shown in Fig. 5.1 is represented as:

˙̂xc = Acx̂c(t) + BcVtr , Vc = Ccx̂c(t),

where Ac, Bc and Cc are the appropriate matrices of the controller in (5.25)–(5.26).
The transient model of an IM is described by the following algebraic-differential

equations written in a synchronously-rotating reference frame [4]:
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ṡ = 1

2Hm
[Te − TL ] ,

T →
domė→

qm = −e→
qm + (X − X →)idm − T →

dom Sωse→
dm,

T →
domė→

dm = −e→
dm − (X − X →)iqm + T →

dom Sωse→
qm,

(vds + jvqs) = (Rs + j X →)(idm + j iqm) + j (e→
qm − je→

dm),

where X → = Xs + Xm Xr/ (Xm + Xr ) is the transient reactance, X = Xs + Xm the
rotor open-circuit reactance, T →

dom = (Lr + Lm) /Rr the transient open-circuit time
constant, Te = e→

qmiqm + e→
dmidm the electrical torque, s the slip, e→

dm the direct-axis
transient voltage, e→

qm the quadrature-axis transient voltages, TL the load torque, Xs

the stator reactance, Xm the magnetizing reactance, Rs the stator resistance, Hm the
inertia constant of the motor, vds the d-axis stator voltage, vqs the q-axis stator voltage,
idm and iqm the d- and q-axis components of stator current, respectively. However,
these equations represent the induction machine in its own direct and quadrature
axes, which are different from the d- and q-axis of the generator. A transformation is
used to represent both dynamic elements with respect to the same reference frame,
as given in Sect. 11.2. Then, the modified third-order induction machine model can
be rewritten as:

(Vd + j Vq) = −(Rs + j X →)(Idm + j Iqm) + j E →
qm,

ṡ = 1

2Hm

⎢
Tm − E →

m Iqm
⎣
, (5.5)

Ė →
m = − 1

T →
dom

⎢
E →

m + (X − X →)Idm
⎣
, (5.6)

δ̇m = sωs − ωs − X − X →

T →
dom E →

m
Iqm . (5.7)

To complete the model, the d- and q-axis components of the currents for both the
generator and motor are given by the following network interface equations:

Id = −(E →
q B11 − V∞(G13 sin δ − B13 cos δ) − E →

m(G12 sin(δm − δ)

− B12 cos(δm − δ))), (5.8)

Iq = E →
q G11 + V∞(G13 cos δ + B13 sin δ) + E →

m(G12 cos(δm − δ)

− B12 sin(δm − δ)), (5.9)

Idm = −(E →
m B22 − V∞(G23 sin δm − B23 cos δm) − E →

q(G21 sin(δ − δm)

− B21 cos(δ − δm))), (5.10)

Iqm = E →
m G22 + V∞(G23 cosm +B23 sin δm) + E →

q(G21 cos(δ − δm)

− B23 sin(δ − δm)). (5.11)

http://dx.doi.org/10.1007/978-981-287-116-9_11
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Fig. 5.2 Test system with large IM

where parameters Gi j and Bi j are the real and imaginary parts of the equivalent
transfer impedances of the reduced network between the i th and j th buses, respec-
tively. The complete model is given by Eqs. (5.1)–(5.5) with the direct and quadrature
axes currents given by Eqs. (5.8)–(5.11).

5.4 Test System and Control Task

The test system used in this chapter is made up of a long transmission line connecting
an infinite bus to a bus with a synchronous machine and a load (PL = 1,500 MW,
QL = 150 MVAr) [9]. Most of this load power is supplied by the remote system
(P = 1,200 MW, Q = 185 MVAr) through a long double-circuit transmission line,
while the remaining power (approximately P = 300 MW, Q = 225 MVAr) is
supplied by the local generator at bus 1. The nominal transmission voltage is 380 kV
and the length of the transmission line between buses 3 and 4 is 534 km (twice the
length of the same line given in [9]).

The single-line diagram of the test system is shown in Fig. 5.2 and the numerical
values of the parameters are given in Sect. 11.1. Bus 2 represents a distribution feeder.
The power consumed at this bus may correspond to a large number of individual loads
fed through medium-voltage (MV) distribution lines, shunt capacitors, etc. The load
at bus 2 is made up of three parts: (i) a constant impedance load; (ii) an equivalent IM;
and (iii) a 250 MVAr shunt capacitor for compensation purposes. The load selection is
such that 50 % is static and 50 % dynamic (IM). With these load values, the operating
point for the test system is: δ0 = 19.788√, ω0 = 1 pu, E →

q0 = 1.1672 pu, s0 =
0.05 pu, E →

m0 = 0.758 pu, δm0 = 22.38√, Vtr0 = 1 pu.

http://dx.doi.org/10.1007/978-981-287-116-9_11
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Table 5.1 Participation factors

States ∗E →
q ∗E →

m ∗s ∗Vo ∗ω ∗δ ∗δm

Part. factor for mode 1 1.0 0.846 0.313 0.277 0.148 0.108 0.021
Part. factor for mode 2 1.0 0.701 0.081 0.058 0.047 0.008 0.001

PSSs are designed to damp electromechanical oscillations due to large generator
inertia and low damping. The objective in PSS design is to increase damping of the
electromechanical mode by adding an auxiliary signal to the AVR. PSSs are designed
to have very low gains in the frequency range outside of a narrow band centred around
the resonant mode frequency. This necessitates the design of controllers to maintain
system stability for other unstable or lightly damped modes.

The control problem considered in this case is different from the problem con-
sidered in the design of a PSS [3]. The control objective here is to stabilise unstable
voltage modes which lead to voltage instability during large disturbances. The test
system in this section, with a 50 % dynamic load, has two unstable modes corre-
sponding to the two positive eigenvalues at 3.6507 and 0.36118. The participation
vectors corresponding to these two modes are given in Table 5.1 [3]. The partic-
ipation vectors indicate that the states ∗E →

q and ∗E →
m make the most significant

contributions in these unstable modes. These modes cannot be damped by a PSS.
A controller based on an approximate linearised model might fail to stabilise

the system during recovery from large disturbances. To deal with this problem, a
robust stabilisation approach to the design of an excitation controller is proposed,
with the objective of stabilising the response after relatively large disturbances. Using
participation vector and eigenvector analyses, it is shown that such a system becomes
unstable due to the voltage mode. In this design, the controlled variable and controller
input-output are selected by the residue method which ensures that the voltage mode
is stabilised by the designed controller.

The block diagram of the proposed controller is given in Fig. 5.1 and, unlike for
the PSS, the terminal voltage is used as the feedback signal. A coordinated PSS and
voltage stability controller can be designed as suggested by the auxiliary input, Vs in
Fig. 5.1, but the focus of this work is the design of a robust voltage stability controller
for large disturbances.

5.5 Linearisation and Uncertainty Modeling

The test system nonlinear model (5.1)–(5.5) is represented, using mean-value theo-
rem, as the following form:

Δẋ = A∗x + (L − A) ∗x + B1∗u, (5.12)
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Nominal System
+

w(t)

y(t)

Controller

u(t)

ξ (t)

φ (t)

ζ (t)

Fig. 5.3 Block diagram of robust control scheme

where A = ∂ f
∂x

⎤⎤ x=x0
u=u0

, B1 = ∂ f
∂u

⎤⎤ x=x0
u=u0

, and ∗x =
[
∗δ,∗E →

q ,∗ω,∗Vtr ,∗δm,∗E →
m,

∗s]T . Equations (5.1)–(5.5) is linear with respect to the control vector.
The system (5.12) in terms of the block diagram is shown in Fig. 5.3, where

(L − A) ∗x = B2ξ, and ξ = φ̃(C̃1∗x), (5.13)

and ξ(t) is known as the uncertainty input.
There are several choice for B2 and C̃1 such that the equality in (5.13) is satisfied.

Noting the nonlinearities in this system are only due to δ, E →
q , δm and E →

m , we choose

B2 = diag

⎥
0,

Xd − X →
d

T →
do

,
1

2H
,

1

Tr
,

X − X →

T →
dom

,
1

2Hm
,

X − X →

T →
dom

⎦
, (5.14)

C̃1 =




1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0


 . (5.15)

The expressions for obtaining φ̃ are given in Sect. 11.3.
To facilitate control design, the power system model is summarised as:

∗ẋ(t) = A∗x(t) + B1∗u(t) + B2ξ(t), (5.16)

y(t) = C2∗x(t) + D2ξ(t) + D2w(t), (5.17)

ζ(t) = C1∗x(t). (5.18)

where ζ is known as the uncertainty output and y(t) is the measured output. The
output matrix, C2, is defined as:

C2 = ⎢
0 0 0 1 0 0 0

⎣
. (5.19)

http://dx.doi.org/10.1007/978-981-287-116-9_11
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Equations (5.16)–(5.18) provide a new representation of the power system model
with a linear part, and another part with higher-order terms. The new formulation
presented in this section is used with the minimax LQG control theory to design a
voltage controller for the nonlinear power system.

5.6 Minimax LQG Control

In this chapter, we use a simplified version of the main results in [43] and [44] con-
cerning the minimax LQG control problem. A complete description of this method
can be found in [45]. In this case, the minimax LQG method is applied to uncertain
systems of the form shown in Fig. 5.3.

In association with the uncertain system (5.16)–(5.18), we consider a cost func-
tional, J , of the form

J = lim
T →∞

1

2T
E

T∫
0

(x(t)T R∗x(t) + u(t)T G∗u(t))dt, (5.20)

where R ≤ 0, G > 0, R ∞ Rn×n, G ∞ Rm×m and E is the expectation.
The quadratic cost (5.20) is particularly suited to the design of an excitation

controller for a power system. Every generator has an over-excitation limiter which
limits the field voltage based on the time integral of the voltage. This means that one
can apply large voltages as long as they are for short durations. Thus, the quadratic
cost optimisation is much more suitable in this situation than are H∞-norm based
designs.

The minimax optimal control finds the controller which minimises J over all
admissible uncertainties. The cost function, J , satisfies the following relation-
ship [45]:

sup
◦ξ◦2≤◦ζ◦2

J (u∗) ≤ inf
τ

Vτ (5.21)

where Vτ is given by:

Vτ = 1

2
tr[Y∞ Rτ + (Y∞CT

2 + B2 DT
2 )(D2 DT

2 )−1(C2Y∞ + D2 BT
2 )X∞(I − 1

τ
Y∞ X∞)−1],

(5.22)

where τ is a free parameter and the matrices X∞ and Y∞ are the solution to the
following pair of parameter-dependent algebraic Riccati equations [45]:

(A − B2 DT
2 (D2 DT

2 )−1C2)Y∞ + Y∞(A − B2 DT
2 (D2 DT

2 )−1C2)
T

− Y∞(CT
2 (D2 DT

2 )−1C2 − 1

τ
Rτ )Y∞ + B2(I − DT

2 (D2 DT
2 )−1 D2)BT

2 = 0,

(5.23)
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and

X∞(A − B1G−1
τ γ T

τ + (A − B1G−1
τ γ T

τ )X∞

+ (Rτ − γτ G−1
τ γ T

τ ) − X∞(B1G−1
τ BT

1 − 1

τ
B2 BT

2 )X∞ = 0. (5.24)

The solutions are required to satisfy the following conditions: Y∞ > 0, X∞ > 0,
the spectral radius of the matrix, X∞Y∞ is ρ(X∞Y∞) < τ , Rτ − γ T

τ G−1
τ γτ ≤ 0,

Rτ = R + τCT
1 C1, Gτ = G + τ DT

1 D1 and γτ = τCT
1 D1.

To obtain the minimax LQG controller, the parameter τ > 0 is chosen to minimise
Vτ . A line search is carried out to find the value of τ > 0 which attains the minimum
value of the cost function, Vτ . This line search involves solving the Riccati equations
(5.23) and (5.24) for different values of τ and finding the value which gives the
smallest Vτ .

The minimax LQG optimal controller is given by the equations:

˙̂xc =
(

A − B1G−1
τ γ T

τ

⎛
x̂c −

⎥
(B1G−1

τ BT
1 − 1

τ
B2 BT

2 )X∞
⎦

x̂c +
⎥

I − 1

τ
Y∞ X∞

⎦−1

(
Y∞CT

2 + B2 DT
2

⎛
× (D2 DT

2 )−1
⎥

y − (C2 + 1

τ
D2 BT

2 X∞)x̂c

⎦
, (5.25)

u = −G−1
τ (BT

1 X∞ + γ T
τ )x̂c. (5.26)

In the next section, we design a minimax LQG controller for the test power system
and evaluate its performance.

5.7 Controller Design and Performance Evaluation

Prior to the controller design, we carry out several large disturbance simulations to
gain an idea of the region of interest. The maximum value of ◦φ(t)◦ is obtained
over this region and not globally. If the maximum value of ◦φ(t)◦ is evaluated over
the entire uncertainty region, the calculation burden will be very high and lead to
a conservative controller. This method of evaluating the maximum value of ◦φ(t)◦
is different from the global maximum method used in [46]. The controller is then
designed as follows,

Step 1 From the simulations of the faulted system, obtain the range of variations of
all state variables and form a volume, Ω , with corner points given by (x0p − x f p )

and (x0p + x f p ), p = 1, . . . , 7, where 2x f p is the largest variation of the pth
state variable about its equilibrium value, x0p . Formally x ∞ Ω if |x − x0p | ≤
|x f p − x0p |.

Step 2 Obtain

α∗ = max
x∗p∞Ω

⎝
α : ||φ(t)||2 < 1

}
.
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The process to obtain α∗ involves obtaining the maximum value of ||φ̃(t)|| over
the volume Ω .

Step 3 Check if there exists a feasible controller with α = α∗, i.e., if there is a
scalar τ such that there is a feasible solution to the coupled Riccati equations (5.23)
and (5.24).

Step 4 If we obtain a feasible controller in the above step, either enlarge the volume,
Ω , i.e., increase the operating region of the controller or if we have arrived at the
largest possible volume, perform an optimal search over the scalar parameter, τ ,
to get the infimum of Vτ . If there is no feasible solution with the chosen α = α∗,
reduce the volume, Ω , and go to step 2.

The term x(t)→ Rx(t), in the cost function (5.20), corresponds to the norm-squared
value of the nominal system output and u→Gu is treated as a design parameter affecting
controller gain. Although a certain amount of trial-and-error is needed, it is deter-
mined that the value of G = 10−4 and the matrix R = diag(1, 3, 1, 1, 1, 2, 1)

in the cost function (5.20) ensure the satisfactory performance of the controller. It
can be seen that the state variable representing the transient emf is given higher
weight compared with those of other state variables since we want a quick controller
response to compensate for the reactive power mismatch. Furthermore, the theory
requires that D2 D→

2 > 0 [43], so we choose D2 = 10−6 [1, 1, 1, 1].
The process described above enables the selection of the largest range for which

a feasible controller is obtained. For the given power system model, we obtain the
optimum value of the parameter τ = 3.42 and α∗ = 0.64, for the polytope region

Ω whose corner points
[
δ̄, ω̄, Ē →

q , V̄tr , δ̄m, s̄, Ē →
m

⎡
and

[
δ, ω, E →

q , V tr , δm, s, E →
m

⎡
are given by: δ̄ = δ0 + 42.38√, δ = δ0 − 42.38√, ω̄ = ω0 + 0.345 pu, ω =
ω0 − 0.345 pu, Ē →

q = Eq0 + 0.25 pu, E →
q = Eq0 − 0.25 pu, V̄tr = Vtr0 + 0.275 pu,

V tr = Vtr0 − 0.275 pu, δ̄m = δm0 + 41.19√, δm = δm0 − 41.19√, s̄ = s0 + 0.225 pu,
s = s0 − 0.225 pu, Ē →

m = Em0 + 0.25 pu and E →
m = Em0 − 0.25 pu.

The output-feedback controller is:

ẋc = Acxc(t) + Bc y(t), u(t) = Ccxc(t), (5.27)

where

Ac =




0 375.96 0 0 0 482.85 0.3433
−0.25 −15.32 −0.13 0 −0.54 −19.83 −0.48

−1175.90 1.5875e6 −625.12 −0.57 −2592.7 4.157e6 0.73
−3.96 121.09 39.14 −66.67 −2.174 136.9 36.70

0 464.7 0 377 0 463 0.9386
−1057 1.223e4 −953.4 −1.25 −579.3 −40 0
−3.712 109.82 15.45 −60.00 −3.9386 160.25 −20.65




,

(5.28)
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Table 5.2 Closed loop
eigenvalues

−2.946 ± i6.14 −4.846 ± i5.46 −1.189 ± i3.16 −27.470

Bc =




−225.92
40.64

−356.09
−222.235
−107.02

20.47
−183.17




, Cc =




−42.76
5.143e4
−25.24

0.87
−79.41
7.72e4
−31.46




(5.29)

The closed loop system are shown in Table 5.2. The dominant mode for the
closed loop system is −1.189± j1.8794 and the damping ratio is 0.12971. From the
eigenvalues, it is clear that the closed loop system is well-damped. The performance
of the designed robust excitation controller is tested by simulating responses to three
contingencies on the test system which are: (I) the outage of one transmission line;
(II) a three-phase short-circuit at one of the transmission lines between bus 3 and bus
4; and (III) sudden changes in load power. The simulation sampling time is 2.5 ms
for all cases.

5.7.1 Contingency I: Outage of One Transmission Line

A transmission line outage increases line impedance and weakens interconnections.
Due to the increase in line reactance, extra reactive power is needed in order to
maintain the voltage at the load bus. The AVR responds to this condition by increasing
the generator field voltage which has a beneficial effect on voltage stability. The
effectiveness of this type of control depends on the ability of the excitation system
to quickly increase the field voltage to meet the required reactive power.

Here, a transmission line outage simulation is performed by opening the line at
1 s and reclosing it after five cycles. Figures 5.4 and 5.5 show the generator angle
and terminal voltage response, respectively, with the designed excitation controller
and an IEEE ST1A exciter. The simulation is repeated for the same contingency with
a 25 % dynamic load for which the terminal voltage of the generator is shown in
Fig. 5.6. From the responses, it can be concluded that the designed controller can
stabilise the voltage as well as the angle of the generator within 2 s of this large
disturbance. Although the excitation controller is designed with the load being 50 %
dynamic and 50 % static, it also performs well if the composition of the total load
includes less than a 50 % dynamic load.
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Fig. 5.4 Generator angle—outage of one line (solid line designed controller and dashed line IEEE
ST1A exciter)
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Fig. 5.5 Generator terminal voltage (50 % dynamic load)—outage of one line (solid line designed
controller and dashed line IEEE ST1A exciter)

5.7.2 Contingency II: Three-Phase Short-Circuit

One of the most severe disturbances, perhaps leading to voltage collapse, is a three-
phase fault on one of the key transmission circuits. From the power system view-
point, the excitation system should contribute to the effective control of voltage
and the enhancement of system stability. The excitation system should be capable
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Fig. 5.6 Generator terminal voltage (25 % dynamic load)—outage of one line (solid line designed
controller and dashed line IEEE ST1A exciter)
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Fig. 5.7 Generator angle—three-phase fault (solid line designed controller and dashed line IEEE
ST1A exciter)

of responding rapidly to a disturbance by modulating the generator field so as to
enhance voltage stability.

Here, a simulation is performed for a three-phase fault on one of the transmission
lines. The fault is cleared by auto-reclosing the circuit breaker after 0.15 s. Figures 5.7
and 5.8 show the angle and terminal voltage responses of the local generator, respec-
tively, from which it can be seen that the proposed controller stabilises voltage within
five cycles of a fault occurrence and damps out the power angle oscillations.
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Fig. 5.8 Generator terminal voltage—three-phase fault (solid line designed controller and dashed
line IEEE ST1A exciter)

5.7.3 Contingency III: Sudden Change in Load

The load characteristics and dynamics indicate the dependency between the load
and the voltage, and the close coupling of the load dynamics with the voltage sta-
bility phenomenon. The stable operation of a power system depends on its ability
to continuously match the electrical output of generating units to the electrical load
on the system. As loads vary, the reactive power requirements of the transmission
system also vary. In practice, a power system experiences continuous changes in load
demand which can cause voltage instability unless an appropriate control action is
taken.

The performance of the designed controller is also evaluated for a less severe fault,
such as a sudden change in load. At 1 s, the load is increased by 5 % and the transient
responses of the local generator and the load voltage due to this change are shown
in Figs. 5.9 and 5.10, respectively, in which it is clear that both the controllers can
stabilise the system against a less severe disturbance but that the proposed controller
performs better in terms of settling time, damping and oscillations.

The simulation is repeated for a comparatively severe disturbance, i.e., a 25 %
change in load. In this case, although the designed controller requires more settling
time to stabilise the system, it still provides good performance. On the other hand,
the IEEE ST1A cannot stabilise the system so the voltage collapses and the generator
goes out of synchronism.

From the above analyses, it is clear that the proposed controller ensures a wider
stable operating region and stabilises the system against large disturbances with
improved settling time, damped oscillations, and a smaller steady-state error. The
conventional controller can stabilise the power system against less severe distur-
bances but fails to do so when large-disturbances occur.
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Fig. 5.9 Generator angle—change in load power (for 5 and 25 % change in load, solid and dotted
line designed controller, and the dashed and dashdot line IEEE ST1A exciter)
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Fig. 5.10 Load voltage—change in load power (for 5 and 25 % change in load, solid and dotted
line designed controller, and the dashed and dashdot line IEEE ST1A exciter)

5.8 Chapter Summary

In this chapter, an algorithm to design a robust output-feedback excitation controller
is proposed. An advantage of this approach over the methods that use the exist-
ing linearisation scheme is the treatment of the nonlinear dynamic load model in a
rigorous framework for excitation control design. The design method is tested on a
benchmark study system. Linear analyses and nonlinear simulations demonstrate the
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robustness and efficiency of the designed controllers. The performance of the pro-
posed robust excitation controller is compared with that of a standard IEEE exciter
and the simulation results confirm the improved efficacy of the proposed controller.

The reformulation used in this design explicitly accounts for the effect of non-
linearities in system dynamics which enables us to more accurately represent the
system and also provides guaranteed performance and stability characteristics over
a pre-specified region around the equilibrium point. It is demonstrated by simulation
results that the proposed controller is very effective under different operating con-
ditions, fault locations and varying load conditions in damping both small and large
disturbances in the systems studied.

Today, the focus regarding interactions between an electrical network and wind
energy installation has shifted since the loss of such a considerable part of power pro-
duction (as wind energy constitute in some regions) due to network disturbances can
no longer be accepted. Accordingly, the important issue is to avoid a disconnection
of a wind energy installation during a network disturbance. The fault ride-through
capabilities of FSIGs with STATCOMs will be investigated and a suitable control
technique for enhancing them will be outlined in the next chapter.
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Chapter 6
Control for Dynamic Transfer
Capability Enhancement

Abstract This chapter presents an algorithm to design a decentralized robust
controller for STATCOMs (static synchronous compensators) using minimax lin-
ear quadratic (LQ) output-feedback control design approach. There is an increase
of the available (dynamic) transfer capability (ATC) of power systems with fixed-
speed wind generators (FSWGs) due to the designed decentralized controllers. The
effects of the integration of various types of wind generators into power systems
based on transfer limit has also been analyzed in this chapter. The effectiveness of
the suggested control strategy is validated by simulations on a benchmark two area
power system. The performance of the designed controller is also compared with
a conventional PI (proportional-integral)-based STATCOM controller. Simulation
results show that both the dynamic voltage stability and the transient stability can be
improved by the use of the robust STATCOM control presented in this chapter.

6.1 Introduction

Power system transfer capability indicates the possible increase in the inter-area
power transfer transfer without compromising system security. The accurate
identification of this capability provides vital information for both the planning and
operation of the bulk power market. Planners need to know the system bottlenecks,
and system operators must not implement transfers which exceed the calculated
transfer capability. Repeated estimates of transfer capabilities are needed to ensure
that the combined effects of power transfers do not cause an undue risk of system
overload, equipment damage and blackouts [1]. However, an overly conservative
estimate of the transfer capability unnecessarily limits the power transfers and is
a costly and inefficient use of the network. Power transfers are increasing in both
number and variety as deregulation proceeds. Indeed, they are necessary for a com-
petitive electric power market. There is a very strong economic incentive to improve
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the accuracy and effectiveness of transfer capability computations for use by system
operators, planners and power marketers.

With growing consumer demands and geographically separated energy sources,
large power exchanges over long transmission lines play a vital role in the secure and
economic operation of modern power systems. As a power system becomes more
stressed with increasing loads, the need to transfer power over long transmission lines
increases. Deregulation of the power supply has introduced new power-flow patterns
to bulk transmission systems. The net result is that power systems operate much closer
to their transfer limits and operate for longer times than was previously necessary.
With political, economical and environmental restrictions on the development of new
transmission and generation facilities, it is critical to utilise the total capability of
existing transmission lines while also maintaining adequate system reliability.

The generation of electricity using wind power sources has received considerable
attention in recent years. It has been reported that targets have been set to generate
ten to fifteen percent of the world’s electricity from wind power by 2020 [2]. Wind
farms are generally erected in remote areas and it is difficult to control their voltages
at these distant places by the use of synchronous generators located at substantial
distances from them. As more and more attention is being paid to the increased use
of wind farms, a number of complex issues need to be investigated in more detail.

Voltage control assessments and reactive power compensations play an increas-
ingly important roles during planning and development for determining secure trans-
fer limits for large-scale wind power plants in areas distant from the main power
transmission system. It is important to consider the dynamics of wind farms in order
to accurately determine the transfer capability. The integration of large-scale wind
generators into power systems have crucial effects on the existing transfer capability
of a transmission line [3].

Power system stability issues and thermal constraints limit transmission capacity.
To meet the increasing load demand and satisfy the stability and reliability crite-
ria, either existing transmission and generation facilities must be utilised more effi-
ciently, or new facilities added to the systems. Given the constraints, such as lack of
investment and difficulties in getting new transmission line rights-of way, the later is
often difficult. The former can be achieved by using flexible AC transmission system
(FACTS) controllers, as seen in well-developed power systems throughout the world.
The obvious and most effective way to increase a transmission capability (beyond
its thermal rating) is to build a new transmission line. However, this is an expensive
solution.

The risk of voltage collapse determines the transfer limits in many bulk transmis-
sion systems. If voltage limits and voltage stability are the determining factors for
the transfer capability, additional sources of reactive power can be installed at critical
locations in order to smooth the voltage profile and to increase the reserves against
the loss of voltage stability. FACTS devices with suitable controllers allow increased
utilisation of existing networks closer to its thermal loading capacity and avoid the
need to construct new transmission lines. Among different FACTS devices, static
synchronous compensators (STATCOMs) is being increasingly used for enhanc-



6.1 Introduction 127

ing dynamic voltage stability. They have the potential to significantly increase the
transient stability margin as well as the voltage stability of a system.

The transfer capabilities of inter-tie transmission lines establish how much
power can be exchanged between the areas without compromising system viability,
voltage security or dynamic security [4]. In heavily loaded systems, the voltage
stability limit dominates, and voltage instability is observed following a large dis-
turbance in a heavily stressed power system with interconnections separated by long
distances. Recently, more attention has been paid to maintaining a healthy voltage
profile and design controller for voltage stability. Sufficient attention has not been
paid to voltage stability in the determination of the available transmission capability
(ATC) compared with that to angle stability.

To determine the ATC, methods considering thermal and static power-flow analy-
ses have been widely used. In the literature, approaches for the determination of the
steady-state limit, taking into account the system limitations linked to the steady-
state conditions such as maximum loadability, bus voltage and transmission current
limits, have been presented [5]. A technique based on determining voltage stability
limits directly associated with voltage collapse conditions (saddle node bifurcation)
is proposed in [6].

An algorithm is presented in [7] to evaluate the first-order effects of network
uncertainties, such as load forecast error and simultaneous transfers, on the calcu-
lated transfer capability. The dynamics of power system devices are not considered
in these papers [6, 7]. Recently, the effects of wind power (WT) integration on the
total transfer capability have been investigated using an optimal power-flow tech-
nique [8]. This technique does not consider wind farm dynamics and the wind turbine
is modelled as a PQ bus. The behaviour of a WT, during and after disturbances, is dif-
ferent from that of a conventional generator. During a fault, a fixed-speed induction
generators (FSIG) draws a large amount of reactive power from the system which
demonstrates the need to consider the dynamics of wind farms when calculating the
dynamic ATC.

Other research directions aim to utilise FACTS devices to enhance the transfer
capability of certain lines. If voltage limits and voltage stability are the determining
factors for the transfer capability, additional sources of reactive power can be installed
at critical location in order to smooth the voltage profile and increase the reserves
against the loss of voltage stability. FACTS devices with suitable controllers allow
increased utilisation of the existing network, closer to its thermal loading capac-
ity, and avoid the need to construct new transmission lines. Optimal placement of
FACTS controllers has been studied to maximise the available transfer limit using
second order sensitivity analysis [9]. This approach utilises standard voltage collapse
techniques and a variety of static system limits. An optimal power-flow based ATC
enhancement model has been formulated to achieve the maximum power transfer
for a specified interface with FACTS control, and in which voltage limits and line
thermal limits are considered [10].

The impact of FACTS devices on the ATC and its enhancement has been studied
using a genetic algorithm to optimise the best location for a static VAr (volt-ampere
reactive) compensator (SVC) [11]. In [12], the effects of FACTS devices on the
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total transfer capability, considering thermal, voltage and transient stability limits
of the system, are discussed. Fuzzy control based active and reactive power control
of the super-conducting magnetic energy storage (SMES) unit, as well as control of
transmission line impedance by the static synchronous series capacitor (SSSC) have
been studied to increase the maximum loadability of transmission lines which may
be constrained by the transient stability limit [13]. Most of the existing works on the
enhancement of the transfer limit use local FACTS controllers which are designed
based on linear models. However, conventional generators and wind generators are
highly nonlinear and are coupled with each other.

Modern nonlinear large-scale power systems need increasingly sophisticated
controllers which require information from the overall network. This implies high
transmission costs especially when large distributed systems are used. On the other
hand a decentralised controller is effective and cheap since it does not require
information exchange between generator units and is based on local measurements.
Because the plant structure and parameter uncertainties always exist, it is also very
important to design controllers that are robust in terms of modelling uncertainties.
An output-feedback robust decentralised switching control has recently been pro-
posed [14]. In it the operating range is divided into several intervals; one controller is
designed for each interval and the controllers are switched depending on the operat-
ing point. In real power systems, it is difficult to implement the switching controllers
as unwanted transients may arise due to the switching.

A decentralised nonlinear controller for a large-scale power system based on
the input-output feedback linearisation (FBL) methodology, is proposed in [15].
The controller designed using FBL requires the information about the power system’s
topology and the states must be measurable. In practice, it is very difficult to measure
all states of a power system. In addition, feedback linearisation schemes need exact
plant parameters to cancel the inherent system nonlinearities which, for the stability
analysis, is an involved task.

Wind generator dynamics have considerable effects on both the voltage and
transient stabilities of a power system as well as on its transfer limits. Literature deal-
ing with the impacts of wind generator dynamics on the ATC is scarce. Section 6.5
describes the method used in this chapter to determine the dynamic ATC and also
to analyse the important effects of wind power penetration on it. Among differ-
ent FACTS devices, STATCOM is being increasingly used for enhancing dynamic
voltage stability. STATCOMs with a suitable control strategy have the potential to
significantly increase the transient stability margin as well as voltage stability of the
system.

The main contribution in this chapter is to present a method for designing a
decentralized robust STATCOM controller which enhances dynamic voltage sta-
bility as well as transient stability and, thereby, increases the ATC. For controller
design, we use the decentralised minimax linear quadratic (LQ) output-feedback
control design technique. Within the minimax optimal control design framework,
robustness is achieved via optimisation of the worst-case quadratic performance of
the underlying uncertain system [16]. This method achieves an acceptable trade-off
between the system’s control performance and robustness. The control design in
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this chapter is tested by simulations under various types of disturbances on a test
system. For comparison purposes, the performance of a proportional-integral (PI)-
based STATCOM controller is also evaluated [17]. The comparison shows the supe-
riority of the designed control method over the conventional PI-based STATCOM
controller.

The organisation of the rest of this chapter is: Sect. 6.2 provides the mathemat-
ical modelling of the power system devices under consideration and discusses the
test system; Sect. 6.3 describes the purposes of determining the ATC and the fac-
tors limiting it; Sect. 6.5 presents an algorithm for determining the ATC; Sect. 6.7
summarises the application of the decentralised robust control design technique and
presents an algorithm for designing the controller; Sect. 6.6 describes different case
studies; Sect. 6.9 discusses the performance of the controller; and Sect. 6.10 provides
a summary of this chapter.

6.2 Power System Model

The two area test system shown in Fig. 6.1 consists of 11 buses and 3 generators [18].
It has an area fed by a remote generator G2 with a nominal capacity of 2,200 MVA
through five 500 kV parallel lines. Generator (G1) models an infinite bus representing
a large-inertia interconnected system.

Area 2 contains a 1,600 MVA local synchronous generator (G3) and two aggregate
loads, one industrial served directly via the off-nominal constant ratio transformer
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(T4) and the other a commercial-residential load on bus 11. All the load, PL =
6,655 MW and QL = 2,021 MVAr, for this test system is in area 2 and is connected
to the transmission network through two transformers (T5 and T6) and a 115 kV
transmission line between buses 9 and 10.

The industrial load is represented by two equivalent industrial induction motors
(IMs) with different parameters: a large one (I M1) of 3,375 MVA and a small one
(I M2) of 500 MVA. The 3,000-MW commercial-residential load is half resistive of
constant admittance and half motor. The 2,440-MVA single-motor equivalent (I M3)
is an aggregate of motors heavily dominated by the air-conditioning load. The test
system parameters are given in Sect. 11.4.

In the simulation, the synchronous generators are modelled through a sixth-order
model representing the field winding with one damper winding in the rotor direct-
axis and two in the quadrature-axis. The IMs are described through their third-
order model, including their rotor mechanical and electrical transients. The motor
mechanical load includes both constant and quadratic torque components. Since the
time-frame of interest extends to a few seconds, the response of the synchronous
generators’ prime movers can be neglected. As a result, the mechanical input torque
of the generators is considered to be constant during the simulation. The terminal
voltage of the local generator is controlled by a fast acting static automatic voltage
regulator (AVR) of type IEEE ST1A, equipped with a proportional, summed-type
over-excitation limiter (OXL) with a transient field current limitation block. At the ini-
tial operation point, the remote generator and the infinite bus deliver about 5,000 MW
to the load area. Shunt compensation in area 2 is provided by capacitors C1 and C2.
For stability analysis we include the transformer and the transmission line in the
reduced admittance matrix.

The system described above is modified by adding two wind farms and a STAT-
COM at each wind farm as shown in Fig. 6.1 and used as a test system. The effect
of wind generation on the ATC is analysed by varying the mix of conventional and
wind generation. The control design is demonstrated for 5 % of the total generation
provided by the wind generators in the two wind farms.

The aim of this chapter is to design STATCOM controllers to minimise variations
in the induction generator (IG) slips and thereby improve the ATC. The controllers
are designed for STATCOMs, SM1 and SM2 , shown in Fig. 6.1. For each STATCOM
controller, the measured variable is its output voltage and the control inputs are the
modulation index (ki ) and the firing angle (δi ). In this case ki is fixed and δi is used as
the control variable. Increases in the dynamic ATC, between the two areas separated
by transmission lines between bus 6 and bus 7, due to the designed controller are
demonstrated in this chapter.

The ATC is determined using the full nonlinear model of the test system and the
controllers are designed using its linearised model. As mentioned previously, owing
to the nature of the control problem, decentralised controllers are designed for each
STATCOM and an excitation controller is implemented for generator G3.

http://dx.doi.org/10.1007/978-981-287-116-9_11
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6.3 Purpose of Transfer Capability Computations

The term ‘transfer capability’ refers to the amount of electric power that can be
passed through a transmission network from one place to another while maintaining
the power system security. This concept is useful for several reasons,

• A system which can accommodate large inter-area transfers is generally more
robust and flexible than a system with a limited ability to do so. Thus, the transfer
capability can be used as a rough indicator of relative system security.

• The transfer capability is also useful for comparing the relative merits of planned
transmission improvements. A transmission expansion that increases the transfer
capability between two areas of a grid might be more beneficial for increasing both
reliability and economic efficiency than an alternative improvement that provides
a lesser increase in the transfer capability.

• Along similar lines the transfer capability can be used as a surrogate for more
specific circuit modelling to capture the gross effects of multi-area commerce and
provide an indication of the amount of inexpensive power likely to be available to
provide generation to deficient and/or high-cost regions.

• Transfer capability computations facilitate energy markets by providing a quanti-
tative basis for assessing transmission reservations.

6.4 Factors Limiting Transfer Capability

The ability of interconnected transmission networks to reliably transfer electrical
power may be limited by the physical and electrical characteristics of the systems
including any one or more of the following:

6.4.1 Thermal Limit

Thermal limits are due to the thermal capabilities of power system equipment. As the
power transfer increases, the current magnitude increases which is a key to thermal
damage; for example, in a power plant, the sustained operation of units beyond their
maximum operating limits may result in thermal damage to the stator or rotor wind-
ings of the unit. Both active and reactive power play roles in the current magnitude.
Out in the system, transmission lines and associated equipment must also be oper-
ated within thermal limits. A sustained excessive current flow on an overhead line
causes the conductors to sag, thus decreasing the ground clearance and reducing
safety margins. Extreme levels of current flow will eventually damage the metallic
structure of the conductors and cause a permanent sag. Unlike overhead lines, under-
ground cables and transformers must depend on insulation other than air to dissipate
their generated heat. These types of equipment are tightly restricted in the amount
of current they can safely carry as sustained over-loading will result in a reduction
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in their services lives due to the resultant damage to their insulation. Although most
power system equipment can be safely overloaded, the important aspect is by how
much and for how long.

6.4.2 Voltage Limit

Both utility and customer equipment are designed to operate at a certain rated or
nominal supply voltage. A large prolonged deviation from this nominal voltage,
can adversely affect the performance of, as well as cause serious damage to, system
equipment. Current flowing through transmission lines may produce an unacceptably
large voltage drop at the receiving end of a system. This is primarily due to the large
reactive power loss which occurs as the current flows through the system. If the
reactive power produced by generators and other sources is not sufficient to supply a
system’s demand, the voltage will fall outside the acceptable limits, that is, typically
6 % or more around the nominal value. A system often requires reactive support to
help prevent low-voltage problems. The amount of available reactive support often
determines the power transfer limits. A system may be restricted to a lower level of
active power transfer than desired because the system does not posses the required
reactive power reserves to sufficiently support the voltage.

6.4.3 Stability Limit

A transmission network must be capable of surviving disturbances through transient
and dynamic time-periods (from milliseconds to several minutes, respectively) fol-
lowing a disturbance. All generators connected to an AC interconnected transmission
system operate in synchronism with each other at the same frequency (nominally 50
or 60 Hz). Immediately following a system disturbance, the generators begin to oscil-
late relative to each other, causing fluctuations in system frequency, line loadings and
system voltages. For a system to be stable, the oscillations must diminish as the elec-
trical system attains a new stable operating point, which if not quickly established,
will likely cause the generators to lose synchronism with one another and all, or
a portion, of the interconnected electrical system may become unstable. Generator
instability may damage equipment and cause uncontrolled, widespread interruption
of electrical supply to customers.

6.5 Algorithm for Dynamic ATC Assessment

Practical methods to compute the transfer capability are evolving. The computations
presently being implemented are usually oversimplified and in many cases do not
take sufficient account of effects such as interactions between power transfers, loop
flows, nonlinearities, operating policies and voltage collapse blackouts. A number of
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methods for computing the ATC have been reported in the literature. Continuation
power flow (CPF) methods [7] repeat a full-scale AC load-flow solution for each
increment of the load above the base case value at the sink bus until a line in the
system is overloaded. Although accurate, these methods are not real-time compatible
for large systems. As an alternative, there exist DC load flow based methods [19]
which are a bit faster than their AC counterparts but they model only real power flow
in the lines and assume the network to be without losses.

Methods based on power transfer or outage distribution factors [20] can only
cater to the scenarios that are too close to the base case from which these factors are
derived. The reported [21] artificial neural network (ANN) method requires a large
input vector so that it has to oversimplify the determination of the ATC by limiting
it to a special case of power transfer to a single area from all of the remaining areas.
This method is unable to track down the bus-to-bus transactions which is the true
spirit of deregulation.

In this research, the following procedure is used to analyse the ATC and verify
the performance of the designed controller [22]:

1. select the base case and solve the power flow;
2. make step increases in generation and load, and solve the power-flow problem

according to the modified system conditions;
3. conduct a stability analysis to check the security limit for large disturbances using

the complete nonlinear model;
4. if the security limit is acceptable, go to (2), otherwise go to (5); and
5. the highest feasible increment denotes how much power can additionally be trans-

mitted for the given base scenario.

6.6 Case Studies

The ATC is calculated by increasing the load in Area 2 and the generation in Area
1 in the test system shown in Fig. 6.1. For a security assessment, we apply a three-
phase fault at one of the transmission lines between bus 6 and bus 7. The fault is
cleared after five cycles by opening the line and the line is restored after a further
five cycles. In the load-flow analysis, the acceptable voltage range considered in this
case is 0.9–1.1 pu. The dynamic ATC with a conventional generator, evaluated using
the method in Sect. 6.5 for the three-phase fault contingency, is 690 MW. Different
cases have been conducted in the following section for determining the effects of
power system devices on the ATC.

6.6.1 Case I: Generator Reactive Power Limit

Generators have reactive power output limits. After a limit is reached, a generator
will not be able to regulate its bus voltage and so it is degraded from a PV bus to
a PQ bus. The change in load voltage at bus 11 with increasing transfer from area
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Fig. 6.2 Steady-state transfer capability

1 to area 2 is shown in Fig. 6.2. The ATC is determined for (i) imposing an upper
limit of the reactive power supply, and (ii) without forcing the upper limit. The ATC
reduces from 690 to 678.5 MW due to the restriction of the reactive power supply
from G3. The voltage collapses when the generator exceeds its maximum reactive
power capability, as shown in Fig. 6.2.

6.6.2 Case II: Effects of Dynamic Load

The active power consumption of an induction motor (IM) remains constant even after
a voltage drop [23]. Moreover, if the disturbance is such that the electrical torque
cannot balance the mechanical load, the motor can decelerate, absorbing higher
reactive current, thus inducing a further voltage drop and occasionally a voltage
collapse.

Firstly, the ATC is calculated considering only constant impedance load. The sta-
bility analysis is carried out with the same load but a 25 % induction motor is added.
The power flow through one of the lines with a constant impedance load and a com-
bination of static and dynamic load is shown in Fig. 6.3; from which, it is clear that
the dynamic ATC is reduced when the induction motor load is added. The dynamic
load reduces the ATC by 5.3 %.

6.6.3 Case III: Effects of Fault Clearing Time

Fault conditions such as fault location and fault duration time are major factors in
determining the system stability and thus affects the ATC. A fault condition varies
greatly based on the nature of fault and protection device/scheme applied and it
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Fig. 6.3 Power flow through one of lines 6–7 for three-phase fault at middle of one of lines 6–7
(dashed line static load and solid line dynamic load)
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Fig. 6.4 Real power flow through one of lines 6–7 for three-phase fault at middle of one of lines
6–7 (solid line FCT = 0.3 s and dashed line FCT = 0.15 s)

significantly affects the transfer capability. The dynamic ATC for a fault clearing
time (FCT) of 0.15 s is 694 MW. However, the increase in fault clearing time to 0.3 s,
reduces the ATC by 0.75 %. A three-phase fault is applied on one of the transmission
lines at 5 s and cleared after 0.15 and 0.3 s respectively. Figure 6.4 shows the power
flow with same load conditions but for different fault clearing times. From Fig. 6.4,
it is clear that for the same ATC, the system becomes stable if fault is cleared after
0.15 s but with fault clearing time 0.3 s, it is unstable.
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Fig. 6.5 Power flow through one of the lines 6–7 for three-phase fault at middle of one of lines
6–7 (solid line STATCOM and dashed line shunt capacitance)

6.6.4 Case IV: Effects of Static and Dynamic Compensations

Shunt capacitors have the problem of poor voltage regulation and, beyond a
certain level of compensation; a stable operating point is unattainable. Furthermore,
the reactive power delivered by a shunt capacitor is proportional to the square of the
terminal voltage, during low-voltage conditions the VAr support drops, thus com-
pounding the problem. Figure 6.5 shows the power flows through line 6–7(2) with
a shunt capacitor and a STATCOM with a dynamic load. The transfer capability
with a static synchronous compensator (STATCOM) is the same for both static and
dynamic loads but, with shunt compensation, the ATC reduces by 6.01 % when a
dynamic load is added.

6.6.5 Case V: Comparisons of Dynamic Compensating Devices

Since the ATC values are always ultimately limited by heavily loaded circuits and/or
nodes with relatively low voltages, the use of the FACTS devices has a potential
impact on the ATC. As FACTS devices can control the circuit reactance, voltage
magnitude and phase angle, it enables line loading to increase flexibly and, in some
cases, all the way up to the thermal limits. In this section, we compare the trans-
fer capability enhancement by using the same capacity (100 MVA) of STATCOM,
super-magnetic energy storage (SMES) unit and switched shunt, as shown in Fig. 6.6.
The results show that the SMES, which is able to act with active and reactive simulta-
neous control, is more effective than both the STATCOM and the switched shunt. The
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Fig. 6.6 Power flow through one of the lines 6–7 for three-phase fault at middle of one of lines
6–7 (dotted line SMES unit, dashed line STATCOM and solid line switched capacitance)

Table 6.1 Effects of FSIG on
ATC

FSIG integration in % 0 2.5 5 7.5 10
ATC in MW 690 643.5 607 545 90

power flow through one of the lines of 6–7 with switched capacitance is 1,257 MW.
The STATCOM increases the power flow by 5.85 % and the SMES unit by 9.38 %.

6.6.6 Effects of Wind Generator Integration on ATC

To show the effects of the wind turbines on the ATC, a portion of the generation
provided by G1 and G2 is replaced by the wind farms. In the first case, 5% of
the conventional power in Area 1 is replaced by fixed-speed wind turbines (FSWTs).
The ATC is reduced to 569 MW compared with 690 MW for conventional generation
only.

In the second case, we use variable-speed wind turbines (VSWTs) instead of
FSWTs. A VSWTs with a doubly-fed induction generator (DFIG) uses constant ter-
minal voltage or unity power factor operation depending on the operating conditions.
For the same penetration level and VSWTs with terminal voltage control, the ATC
is 689 MW. The ATC is 720 MW with the VSWT operated in the power factor con-
trol mode (0.95 lagging). It is clear that, with VSWTs in voltage control mode, the
ATC changes only slightly whereas the FSWT reduces it by 17.53 %. The VSWT
operating at a lagging power factor of 0.95 increases the ATC by 4.34 %.

The variation of the ATC with the varying amount of penetration of FSWTs is
shown in Fig. 6.7. The numerical values are given in Table 6.1. It can be seen in
Fig. 6.7 that, initially, the ATC decreases gradually but after a 7.5 % penetration, it



138 6 Control for Dynamic Transfer Capability Enhancement

0 2 4 6 8 10
0

100

200

300

400

500

600

700

Wind power integration (%)

A
va

ila
bl

e 
 tr

an
sf

er
 c

ap
ab

ili
ty

 (
M

W
)

Fig. 6.7 Change in ATC due to FSIG integration

Table 6.2 Compensations to
restore ATC

FSIG integration in % 0 2.5 5 7.5 10
STATCOM in MVA 0 12.5 25 44 81
Capacitor in MVAr 0 60 100 160 300

decreases sharply. This sudden drop is due to the non-convergence of power-flow and
it underscores the importance of a thorough analysis before replacing conventional
generation with wind power.

6.6.7 Compensations to Restore ATC with FSIG

Wind generators are generally connected to power capacitors to improve the power
factor. The amount of compensations (both static and dynamic) required to restore
the deficiency in ATC due to FSWT integration is shown in Fig. 6.8. Numerical
values are shown in Table 6.2.

For a 5 % wind power integration, 2×50 MVAr capacitors are required to
restore the ATC to 690 MW. Two 12.5 MVAr capacity STATCOMs can replace the
2×50 MVAr static capacitors and provide a superior dynamic response. The cost
of capacitors is $10–$20 per kVAr and that of STATCOMs $55–$70 per kVAr for
systems with a capacity of 100 MVAr or more [24]. The use of STATCOMs does not
reduce the cost but they significantly enhance dynamic performance. The reactive
power delivered by the shunt capacitor is proportional to the square of the termi-
nal voltage which means that, during low-voltage conditions, VAr support drops,
thus compounding the problem. The STATCOM provides extra reactive power sup-
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Fig. 6.8 Compensations to restore the ATC (solid line capacitor and dashed line STATCOM)

port dynamically with a continuous change of output for voltage recovery when the
voltage becomes low.

6.7 Decentralised Robust Control

This section presents all the equations required to design decentralized STATCOM
controllers. The controller is designed using decentralized output-feedback control
synthesis method [14, 25]. The power system model used in this section is described
by the following form where a large-scale system (S) is comprised of N subsystems
(Si , i = 1, 2, . . . , N ) so:

Si : ẋi (t) = Ai xi (t) + Bi ui (t) + Eiωi (t) + Liri (t), (6.1)

zi (t) = Ci xi (t) + Diωi (t), (6.2)

ψi = Hi xi (t) + Gi ui (t), (6.3)

yi = Cyi
xi (t) + Dyi

ωi (t), (6.4)

where xi ∈ Rni is the state vector, ui ∈ Rmi the control input, ωi ∈ R pi the pertur-
bation, ψi ∈ Rhi the uncertainty output, zi ∈ Rqi the controlled output, yi ∈ Rgi

the measured output and the input (ri ) describes the effects of the other subsystems
S1, . . . , Si−1, Si+1, . . . , SN on subsystem Si . The structure of system S is shown
in Fig. 6.9.

The system model (6.1)–(6.4) reflects the nature of a generic interconnected
uncertain system in which each subsystem is affected by uncertainties that have
two sources. Local uncertainties in a large-scale system arise from the presence
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Fig. 6.9 Block diagram of uncertain system

of uncertain dynamics in each subsystem. Such dynamics are only driven by the
uncertainty output (ψi ) of the subsystem (Si ). A second source of uncertainties arises
from interactions between the subsystems of the large scale system. Indeed, the par-
tition of a complex uncertain system into a collection of subsystems (Si ) results in
the uncertainty in the original system being distributed amongst the subsystems. This
provides the motivation for treating the interconnections as uncertain perturbations.

The matrices Di , Gi and Dyi are chosen in such a way that the following assump-
tions hold [14]:

• Assumptions 1: For all i = 1, . . . , N , DT
i Di + GT

i Gi > 0, Dyi DT
yi

> 0.

• Assumptions 2: The pair (Ai , CT
i Ci ), i = 1, . . . , N , is observable.

• Assumptions 3: The pair (Ai , Bi ), i = 1, . . . , N , is stabilisable.

We also define ωi = →iψi and ri = ∑
j √=i →̃i jψ j , where →i and →̃i j are uncertain

gain matrices. The uncertainty and interconnections satisfy the following conditions:

∗ωi (t)∗2 ≤∗ψi (t)∗2 and ∗ri (t)∗2 ≤
⎡
j √=i

∗ψ j (t)∗2. (6.5)

The minimax output-feedback controller designed in this section minimises the
following cost subject to the above (6.5) bounds on the local uncertainty and inter-
connections: ≤⎢

0

N⎡
i=1

∗zi (t)∗2dt. (6.6)

In this case we consider norm bounded constraints, as in (6.5), instead of the more
general IQCs (integral quadratic constraints). This means that the designed
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controllers are suboptimal for norm bounded constraints. As described in [14], the
control algorithm finds the infimum of the following function over the set T :

inf
ui , i=1,...,N

sup
θ,Δ

≤⎢
0

N⎡
i=1

∗zi (t)∗2dt ≤ inf
T

N⎡
i=1

xT
i0

⎣
Xi + εi Mi + ρi M̄i

⎤
xi0, (6.7)

where [x10, . . . , xN0]T is the initial condition vector, θ a set of all
admissible uncertainties, Δ a set of admissible interconnection inputs, a set of vec-
tors T = {{εi ρi }N

i=1 ∈ R2N }, and Mi > 0 and M̄i > 0 are two positive definite
symmetrical matrices which satisfy the following conditions:

E

tl⎢
0

⎥
∗ψi (t)∗2 − ∗ωi (t)∗2

⎦
dt > −x ∞

i0 Mi xi0, (6.8)

E

tl⎢
0


 N⎡

n=1,n √=i

∗ψn(t)∗2 − ∗ri (t)∗2


 dt > −x ∞

i0 M̄i xi0, (6.9)

where E is the expectation operator, {tl}≤l=1, tl ◦ +≤ a sequence, and Mi =
M ∞

i > 0, M̄i = M̄ ∞
i > 0. Equations (6.8) and (6.9) allow for the effects of the non-

zero initial conditions of the uncertain dynamics in the local uncertainty channels
and interconnections to be taken into account. The terms on the right hand sides of
IQCs (6.8) and (6.9) correspond to the bounds on these uncertainties. These bounds
can be written in quadratic forms as: x ∞

i0 Mi xi0 and x ∞
i0 M̄i xi0 [16].

The matrices Xi and Yi are the solutions to the following pair of parameter-
dependent coupled generalised algebraic Riccati equations [25]:

AT
i Yi + Yi Ai + Yi B̄2i B̄T

2i
Yi −

[
CT

yi
W −1

i Cyi − C̄T
i C̄i

]
= 0, (6.10)

AT
i Xi + Xi Ai + C̄T

i C̄i − Xi

[
Bi R−1

i BT
i − B̄2i B̄T

2i

]
Xi = 0, (6.11)

where Ri = D̄T
i D̄i , Wi = D̄yi D̄T

yi
, ρ̄i = ∑N

n=1,n √=i ρn ,

C̄i =
[

Ci

(εi + ρ̄i )
1/2 Hi

]
, D̄i =

[
Di

(εi + ρ̄i )
1/2Gi

]
,

B̄2i =
[
ε

−1/2
i Ei ρ

−1/2
i Li

]
, D̄yi =

[
ε

−1/2
i Dyi 0

]
.

Then the controller is designed with the equations [14]:
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Table 6.3 Participation factors

States →s1 →E ∞
qr1

→s2 →E ∞
qr2

→λ3 →π3

Participation factor 0.96 1.0 0.94 0.97 0.89 0.32

ẋci = {Ai −
[

Bi R−1 BT
i − B̄2i B̄T

2i

]
Xi }xci

+ [Yi − Xi ]
−1 CT

yi
W −1

i

⎣
yi (t) − Cyi xci (t)

⎤
, (6.12)

ui = −R−1
i BT

i Xi xci . (6.13)

The solutions are required to satisfy the following conditions: εi > 0, ρi > 0, Xi ≥ 0,
Yi ≥ 0 and Yi > Xi .

6.8 Controller Design for Test System

The problem considered here is the design of a robust LQ output-feedback
decentralised STATCOM controller which works in the presence of interconnec-
tion effects. To demonstrate the control design process the controllers are designed
for two 12.5 MVAr STATCOMs connected to the two wind farms and an excitation
controller for generator G3. The STATCOMs (SM1 , SM2 ) and the wind generators
(W T1, W T2) are shown in Fig. 6.1. The two wind farms are equipped with FSIGs
which supply 5 % of the total load and each is represented by an aggregated wind
generator model [26].

Modal analysis is performed on the interconnected system to obtain an idea of the
dominant modes which need to be controlled [18]. The dominant mode for the test
system is −0.098± j3.463 with a damping ratio 0.028. The normalised significantly
contributing participation vector for the dominant mode is shown in Table 6.3. From
the participation vector, it is clear that, as both the wind farms contribute significantly
to the dominant mode, controllers should be designed for both the wind generators.
This emphasises the need to design decentralised controllers.

The test system considered in this chapter is divided into three subsystems: (1)
Wind Farm 1 and STATCOM 1; (2) Wind Farm 2 and STATCOM 2; and (3) G1,
G2, and G3. STATCOM controllers are designed for subsystems 1 and 2, and an
excitation controller for subsystem 3 which is implemented on generator G3. All the
generators and exciters are represented by an aggregated equivalent seventh-order
model [27].

The first step in designing controllers for the STATCOMs is to determine the
matrices and define the variables in problem formulation (6.1)–(6.4). To obtain the
subsystem matrices in (6.1)–(6.4), the complete system is first linearised about the
desired equilibrium point. For each subsystem the state variables are divided into
two parts. One part consists of the states of the devices in the subsystem, called xi

and the other part consists of the rest of the states, called ri . The matrices Ai and Li

are appropriately chosen from the complete linearised model equations.
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6.8.1 Subsystems 1 and 2

The uncertainty output (ψi ) and the perturbation input (ωi ) are chosen such that

ψi = ⎣
γsi ,γEdri ,γEqri ,γvdci

⎤T and ωi = ψi .

Owing to this choice of uncertainty output and perturbation input, the inequalities
in (6.5) are satisfied. The state vector for the wind farm subsystems is (i = 1, 2):

xi = ⎣
γλwti ,γλmi ,γαi ,γsi ,γEdri ,γEqri ,γvdci ,γvtmi

⎤T
.

The uncertainty term, represented by Eiωi , is obtained by increasing the load by
10 %, finding the new equilibrium point, linearising the system about that point, and
taking the difference between the subsystem A-matrices for the nominal load and
the increased load [28]. This difference in the A-matrices is Ei .

For the subsystems with wind generators (i = 1, 2):

Ci = ⎣
0 0 0 1 0 0 0 0

⎤
, Cyi = ⎣

0 0 0 0 0 0 0 1
⎤
, Hi =

⎛
⎝⎝

0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0


⎞⎞⎟ .

(6.14)

The above choice of matrices means that the controlled output is the variation in the
induction generator slip and the measured output is the change in the STATCOM
terminal voltage. The control input is the firing angle δi of the STATCOMs.

Matrices Di , Gi , and Dyi for the subsystems with wind generators are chosen as:

Di = 10−4 ⎣
1 1

⎤
, Gi = 10−6

⎛
⎝⎝

1 1
1 1
1 1
1 1


⎞⎞⎟ , Dyi = 10−4 ⎣

0 0 0 1 1 1 1 0
⎤
,

xi0 = ⎣
0.1 . . . 0.1

⎤T
. (6.15)

6.8.2 Subsystem 3

The uncertainty output (ψ3) and the perturbation input (ω3) are chosen such that

ψ3 =
[
γE ∞

q ,γE ∞
d ,γψ1d ,γψ2q

]T
and ω3 = ψ3.
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The matrices for subsystem 3 with all the generators are:

C3 = ⎣
1 0 0 0 0 0 0

⎤
, Cy3 = ⎣

0 1 0 0 0 0 0
⎤
, H3 =

⎛
⎝⎝

0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0


⎞⎞⎟ .

(6.16)

This choice means that the controlled variable is the generator angle deviation and
the measured variable is the speed deviation from the synchronous speed. The other
matrices in this subsystem model representation are:

D3 = 10−6, G3 = 10−6 ⎣
0 0 0 1

⎤T
, Dy3 = 10−4 ⎣

0 0 1 1 1 1 0
⎤
, (6.17)

x30 = [0.1, . . . , 0.1]T .

The matrices Mi and M̄i can be chosen to be arbitrary positive definite matrices; we
select them as identity matrices.

The algorithm for designing the proposed controller can be summarised as follows,

• Step 1: For a given equilibrium point, obtain the matrices in (6.1)–(6.4) according
to the procedure outlined in Sect. 6.7;

• Step 2: Solve the optimisation problem (6.7). This is done by using a line search
technique for positive values of εi and ρi . The Matlab function fmincon can be
used to conduct the line search with a proper initialisation. In the design presented
in this chapter the line search is initialised with εi = 0.0015 and ρi = 0.000015.
For this case, the function fmincon converges without any perceptible delay. To be
certain that the solution is not numerically ill-conditioned, it is ensured that the
solutions to the Eqs. (6.10)–(6.11) give positive definite Xi and Yi for the values
of εi and ρi , i = 1, . . . , N at which the infimum is achieved in (6.7);

• Step 3: Substitute the optimising values of εi and ρi into the Riccati Equa-
tions (6.10), (6.11) and obtain Xi and Yi ;

• Step 4: The designed controllers are given by Eqs. (6.12)–(6.13).

For the test system considered in this chapter, the optimum value of the objective
function is obtained for ε1 = 0.0645, ε2 = 0.0468, ε3 = 0.0167, ρ1 = 0.0005,
ρ2 = 0.0045, and ρ3 = 0.0001. The optimal minimax value of the performance cost
for the test system is 0.2156 with a 5 % wind generator integration and 2×12.5 MVA
STATCOMs.

6.9 Controller Performance Evaluation

For a 5 % wind energy penetration and 2×12.5 MVA STATCOM controllers designed
in this section, the dominant mode for the closed-loop system is −0.424± j0.47831
with a damping ratio of 0.66291. From this it is clear that the closed-loop sys-
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Fig. 6.10 Load voltage for outage of one of lines 6–7 (solid line designed STATCOM control and
dashed line capacitor bank)

tem is well-damped. In contrast, the critical mode for the open-loop system with
2 × 50 MVAr capacitors is −0.1578 ± j2.6 and the damping ratio is only 0.061.

The performance of the designed robust decentralised STATCOM controller is
tested by simulating responses to two contingencies on the test system: (a) the outage
of one transmission line; and (b) a three-phase short-circuit at the middle of one of
the transmission lines between bus 6 and bus 7.

6.9.1 Outage of One Transmission Line

The simulation is performed with the line opened at 1 s and subsequently reclosed
after 0.15 s. Figure 6.10 shows the load voltage at bus 11, due to the outage of one of
the transmission lines between buses 6 and 7, with (i) 2 × 50 MVAr static capacitor
banks, and (ii) the designed controllers for 2 × 12.5 MVA STATCOMs. The steady-
state values for load voltage at bus 11 for conditions (i) and (ii) are 1.066 and 1.00 pu,
respectively. From Fig. 6.10, it can be seen that STATCOM controllers provide
better dynamic performances as compared with those of the 2 × 50 MVAr capacitor
banks in terms of both damping and overshoot and settling times. This behaviour is
explained by the low damping (0.061) of the open-loop system with fixed capacitor
compensation. For a total of 90 MVAr and less fixed capacitor compensation, the
system is not able to recover to its pre-fault voltage.
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Fig. 6.11 PCC voltage for three-phase fault at middle of one of lines 6–7 (solid line designed
STATCOM control and dashed line capacitor bank)

6.9.2 Three-Phase Short-Circuit

In this simulation a symmetrical three-phase fault is applied at the middle of one of
the transmission lines between buses 6 and 7. The fault is cleared after five cycles.
Figure 6.11 depicts variations of the PCC (point of common coupling) voltage at
bus 4. The power transferred through lines 4–6 is shown in Figs. 6.12 and 6.13
from which, it can be concluded that more power can be transmitted through the
transmission line with the designed STATCOM controllers during a transient. The
reactive power drawn by wind generators and supplied by a STATCOM is shown
in Fig. 6.14. It can be seen that the total reactive power output of STATCOMs is in
phase of the reactive power consumed by the wind generators.

6.9.3 Comparison of Designed and PI-Based STATCOM
Controllers

To evaluate the designed controller performance the dynamic ATC is calculated
with 5 % of FSIGs using a PI-based STATCOM controller and the proposed robust
STATCOM controller. The maximum ATC with the PI-based STATCOM is 687 MW
whereas, with the proposed robust STATCOM controller, it is 698 MW, i.e., the ATC
is increased by 1.6 % using this robust control algorithm.

To test the dynamic performance, a simulation is performed with the increased
ATC (698 MW) by applying the same three-phase fault as in the previous simulation.
Figures 6.15 and 6.16 show the load voltage at bus 11 and the speed of a wind
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Fig. 6.12 Real power flow through one of lines 4–6 for three-phase fault at middle of one of lines
6–7 (solid line designed STATCOM control and dashed line capacitor bank)
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Fig. 6.13 Reactive power flow through one of lines 4–6 for three-phase fault at middle of one of
lines 6–7 (solid line designed STATCOM control and dashed line capacitor bank)

generator (W F1) with the proposed STATCOM controller and a PI-based STATCOM
controller. With the PI-based controller, the speed continues to increase due to the
imbalance between the mechanical power extracted from the wind and the electrical
power delivered to the grid even after the fault is cleared. When a disturbance or
fault occurs, the voltages at the terminals of the WT drop significantly causing the
electromagnetic torque and electrical power output of the generator to be greatly
reduced. However, given that the mechanical input torque is almost constant when
typical non-permanent faults occur in a wind farm, this leads to an acceleration of the
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Fig. 6.14 Reactive power for three-phase fault on middle of one of lines 6–7 (solid line reactive
power output by the designed STATCOM (SM1 ) controller and dashed line reactive power drawn
by wind generator (W F1) )
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Fig. 6.15 Load voltage at bus 11 for three-phase fault at middle of one of lines 6–7 (solid line
designed STATCOM control and dashed line PI-based STATCOM)

machine rotor. Furthermore, the voltages gradually decrease and the wind generators
have to be disconnected from the grid to protect them and avoid voltage collapse.

The reference input for each PI-based STATCOM controller in this case has a
reactive power (Qref =12.5 MVAr). For this reference reactive power, the load-flow
converges for two different values of the load voltage at bus 11, 1.0 and 0.6 pu. In this
simulation, the post fault voltage with the PI-based STATCOM settles to the lower
0.6 pu voltage equilibrium point. The designed controller provides a satisfactory
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Fig. 6.16 Speed of wind generator (W F1) for three-phase fault at middle of one of lines 6–7 (solid
line designed STATCOM control response and dashed line PI-based STATCOM)

dynamic response for this contingency. From this, we conclude that the proposed
controller performs better than the conventional PI-based controller in terms of both
the transfer capability and dynamic performance of the system.

6.10 Chapter Summary

In this chapter, the impacts of wind farms dynamic on the ATC of a heavily stressed
transmission line is investigated. As the penetration level of FSIGs increases, the
ATC substantially decreases. The amounts of both static and dynamic compensation
required for different levels of wind power integration are determined in order to
obtain the same ATC as that of conventional generators. The STATCOM with reduced
capacitors provides better performance in terms of the ATC than does a capacitor
bank alone. The controller is robust in the presence of parameter interconnection
effects and uncertainty. The performance of the proposed STATCOM controller is
compared with a conventional PI controller based STATCOM. The dynamic voltage
stability, as well as transient stability, is improved and, thereby, the ATC increases
significantly when the designed robust STATCOM controller is applied instead of a
conventional PI-based STATCOM.

Today, the focus regarding interactions between an electrical network and wind
energy installation has shifted since the loss of such a considerable part of power pro-
duction (as wind energy constitute in some regions) due to network disturbances can
no longer be accepted. Accordingly, the important issue is to avoid a disconnection
of a wind energy installation during a network disturbance. The fault ride-through
capabilities of FSIGs with STATCOMs will be investigated and a suitable control
technique for enhancing them will be outlined in the next chapter.
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Chapter 7
Control for Fault Ride-Through Capability
Augmentation

Abstract This chapter presents the design and implementation of a new control
scheme for reactive power compensation, voltage regulation and transient stability
enhancement for wind turbines equipped with fixed-speed induction generators in
large interconnected power systems. Grid codes and the low-voltage-ride-through
(LVRT) requirements for the grid are discussed in details. A systematic procedure
is proposed to design decentralized multi-variable controllers for large intercon-
nected power systems using minimax output-feedback control design method and
the controller design procedure is formulated as an optimization problem involv-
ing rank-constrained linear matrix inequalities (LMIs). In this chapter it is shown
that STATCOM with energy storage system (STATCOM/ESS), controlled via robust
control technique, is an effective device for improving the LVRT capability of fixed-
speed wind turbines.

7.1 Introduction

Traditionally, wind power generation has been treated as a distributed small genera-
tion or negative load [1]. Wind turbines (WTs) have been allowed to be disconnected
when a fault is encountered. Such a perspective does not require wind turbines to
participate in voltage and frequency control and their disconnection is considered
insignificant in terms of loss of production. However, the penetration of wind power
in some countries such as Denmark (18.5 %), Spain (7.8 %) and Germany (4.3 %)

is high [2]. These figures are for equivalent annual production of wind power over
total electricity demand of above, the maximum penetration during peak hours can
be 4–5 times these figures [3].

Globally, wind power development is experiencing dramatic growth. According to
the global wind energy council (GWEC) 15,197 MW WTs were installed in 2006, an
increase of 32 % over 2005 [4]. The total global wind energy capacity had increased
to 74,223 MW by the end of 2006, from 59,091 MW in 2005. The European wind
energy association (EWEA) has set a target of satisfying 23 % of Europe’s electricity
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need using wind by 2030 [4]. The exponential growth of the wind industry reflects
the increasing demand for clean, safe and domestic energy, and can be attributed
to government policies associated with environmental concerns, and research and
development of innovative cost-reducing technologies.

Wind energy has emerged as the fastest growing source of renewable energy and is
expected to see continued strong growth in the immediate future. As the total base of
installed wind capacity grows with the installation of additional WTs and new wind
farms, compliance with interconnection criteria becomes increasingly important.
Wind power generation is required to provide a certain reliability of supply and a
certain level of stability. Motivated by the above issues, many grid operators have
started to introduce new grid-codes which treat wind power generation in a special
manner. Most interconnection standards today require wind farms to have the ability
to withstand severe faults, usually called the fault ride-through (FRT) capability or,
in some cases, the low-voltage ride-through (LVRT) capability.

WTs and generators are complex systems, with large flexible structures working
under very turbulent and unpredictable environmental conditions, and connected to
an electrical grid with a highly variable power demand. The efficiency and reliability
of a wind generator depends heavily on the applied control strategy. A number of
problems, e.g., highly nonlinear behaviour, large model uncertainty due to the inter-
actions of aerodynamics, mechanical and electrical subsystems, stability problems,
the need to maximise wind energy conversion, load reduction strategies, mechanical-
fatigue minimisation problems, reliability issues, availability aspects, and costs per
kWh reduction strategies, make the design of high-performance control systems
mandatory.

Presently, thirty percent of the installed wind power is produced by squirrel-cage
induction generators (SCIGs) which are directly connected to the grid and operate at
an almost fixed-speed [5]. They are preferred as wind generators for their low cost,
low maintenance, and due to their rugged brushless construction and asynchronous
operation. A directly connected induction generator (IG) is not able to contribute to
power system regulation and control in the same way as can a conventional field-
excited synchronous generator as it needs reactive power support to be connected
to stiff grids. However, WTs are usually connected at weak nodes or at distribution
levels at which the network was not originally designed to transfer power into the
grid [6]. This increases the need for dynamic reactive power support to ride-through
severe faults [7].

When a disturbance or fault occurs, the voltage at the terminals of a WT drops
significantly, causing the electromagnetic torque and electrical power output of the
generator to be greatly reduced [8]. However, the mechanical input torque is almost
constant during typical non-permanent faults which causes the machine to accelerate.
As the slip of the IG increases, the reactive power absorbed from the connecting
power system increases. Therefore, unless the WT is prevented from over-speeding,
the post-fault voltage on the network is not likely to return to its pre-fault value.
Normally, after the fault is cleared, a large amount of reactive-power is drawn by the
generators. If this is not available, the machine will speed out of control and become
disconnected from the power system. While the loss of power from a small-capacity
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wind farm may be acceptable, large wind farms are subject to grid-code requirements
and must be able to ride-through these types of transient disturbances.

If the post-fault voltage level is restored, the magnetic field of the generators is
re-established and the electromagnetic torque is restored. Therefore, a quick recovery
of voltage and the re-establishment of the electromagnetic torque are crucial [9]. The
over-speeding of a generator may also be limited by controlling the input mechani-
cal torque. Turbines equipped with a pitching system have the advantage of actively
controlling the input mechanical torque by pitch control. For fixed-speed induction
generators (FSIGs) with short-circuited rotors, there are no active control methods
available to control the reactive power in order to help voltage recovery. Therefore, a
fast reactive power control device, such as a static synchronous compensator (STAT-
COM), can help in both voltage recovery and the re-establishment of the magnetic
field and torque of the machine [10].

Most of the work on STATCOM control for enhancing the LVRT capability of
FSIGs concentrates on the control of the STATCOM output current and DC bus
voltage regulation for a given reference reactive current using a modelling strategy
similar to that used for the field-oriented control of three-phase AC machines [11–14].
In most cases, there are two main control objectives for the converters. One is to reg-
ulate the DC terms (DC voltage for a voltage-source converter and DC current for
a current-source converter) to constant values [15]. The other objective is to control
the AC-side reactive power (or power factor). Two loops are designed separately,
one for each control objective, and the interaction between them is not usually con-
sidered [15]. Decoupled control of the AC- and DC-side voltages of a STATCOM is
difficult to achieve in practice due to the inherent coupling between the d- and q-axis
variables through the load.

The conventional converter model of a STATCOM is a multi-input multi-output
nonlinear model, and the difficulty of controlling it is mainly due to its nonlinear
behaviour [16]. There are several ways of dealing with nonlinearities. A simple
way is to use two separate proportional-integral (PI) controllers [17] to control the
DC-term and the reactive power [18, 19]. However, in these cases, the response time
is usually slow, and it is difficult to find appropriate PI parameters in a systematic
way [20]. Another method is to linearise the system around an operating point and
then design a linear controller [21]. The two main problems with this method are:
(a) the controller is not effective for large disturbances; and (b) the design is depen-
dent on the operating point. This motivates the use of advanced control techniques
that consider nonlinear interactions and ensure stability for large disturbances, thus
keeping the wind farm connected to the main grid under both fault and post-fault
conditions.

A robust linear control algorithm is proposed in [22] to handle the nonlinearity
of a WT over a range of wind velocities. This range is divided into several inter-
vals, one controller is designed for each range and the appropriate controller is
switched depending on the operating point. In practical power systems, it is diffi-
cult to implement switching controllers as unwanted transients may arise due to the
switching. Only the nonlinearity due to the input wind velocity is considered in this
paper [22].
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The authors in [23] propose a proportional-integral-derivative (PID) pitch angle
controller for a fixed-speed active-stall wind turbine. The controller is designed using
the root-locus method and only the nonlinearities of the system are taken into account
to determine its second-order transfer function (using step response test) which rep-
resent the system more accurately than a linear representation. The actual transfer
function of the wind turbines is of higher order than considered in [23], also this
method cannot capture the nonlinearity accurately. Due to the nonlinear nature of the
wind turbine, step response tests have to be conducted in different operating regions,
leading to different transfer functions around their respective operating points. The
design and implementation of a single linear controller for different transfer functions
is a complex task. In this method, it is easy to deal with nonlinearities, but only those
due to small disturbances can be captured. To fully capture the nonlinearity, a method
using mean-value theorem is proposed in this book and an excitation controller is
designed in which the unstructured uncertainty representation is presented [24]. This
representation is simple but conservative.

Since STATCOMs are only able to provide reactive power control, their applica-
tion is limited to reactive power support. To overcome this problem, STATCOMs with
battery energy storage systems (STATCOM/BESS) have emerged as more promis-
ing devices for power system applications given that they are able to provide both
real and reactive power control [25–27]. However, as the BESS is based on chemical
processes, it has some limitations such as, a slow response time and short service life.
Another alternative proposed in this book is to simultaneously control the STATCOM
(reactive power) and the pitch angle of the wind turbine (real power) to enhance the
LVRT capability of induction generators in wind farms.

Several control methods for controlling the pitch angle have been reported, e.g.,
the classical PID control [28, 29], gain-scheduling control [30], robust control [31]
and other nonlinear controllers [32]. However, most strategies are based on a linear
WT model around a specific operating point [33]. An LQG method for designing
pitch control is discussed in [34]. It is known that an LQG controller provides good
robustness in terms of gain margins and phase margins. However, it is unable to
provide robustness against uncertainties in the operating conditions [35].

Robust control in power systems deals with the application of new techniques in
linear system theory to enhance their voltage and transient stabilities. The authors
in [36] propose an H∞ pitch angle control design using a linear matrix inequal-
ity (LMI) approach to reduce the fluctuating power of wind generators. In [37], a
robust coordinated control method is proposed to smooth fluctuations in the gener-
ated power via pitch angle and battery charge-discharge control. An H∞ controller is
used with an LMI approach to achieve system robustness [37]; however, the nonlin-
earities of WTs have not been considered for the design of these linear controllers.
To overcome the limitations of linear controllers, a nonlinear control technique for
STATCOMs has been proposed to improve the power quality and LVRT capability of
wind turbines [38]. Nonlinear controllers usually have more complicated structures
and are harder to implement in practice than linear controllers. From an industrial
point of view, it is preferable to use simple linear robust controllers in WTs; however,
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for robust performance, the nonlinearities need to be taken into account when the
controllers are designed.

Although simultaneous control of a STATCOM and the pitch angle of the wind
turbine can provide both active and reactive-power controlling abilities, the response
of pitch angle controller is slow. To overcome this problem, STATCOM with energy
storage system (STATCOM/ESS) can be used to supply the reactive power, increase
the capability to damp electromechanical oscillations, and enhance the low voltage
ride-through (LVRT) capability of fixed-speed wind turbines. Although a STAT-
COM/ESS has great potential to fulfill the requirements of grid-code to connect
wind turbines, considerable advances in the control of this system are still needed
for its practical implementation.

The design of linear optimal control (LOC) for large interconnected systems
requires information transfer from the remote areas which are inherently dependent
on centralised processing and long-distance wide-band communications. Although
many valuable contributions have been made, a centralised solution to the LOC
problem will lead to a very complicated actuator structure which is too expensive
and difficult to implement.

As a result, during the last decade, interest has shifted towards the implementation
of decentralised controllers [39]. The aim is to use only locally measurable output
variables instead of full-state feedback and try to approach the performance of LOC
with global state feedback [40]. To design decentralised controllers for large systems,
reducing the dimension of the system models to a manageable size is necessary in
order to reduce the controller bandwidth. Many researchers have worked on the
decomposition of interconnected power systems into several subsystems, as well
as dynamic equivalencing methods [41]. Some of these decomposition methods are
mathematical in nature and may not have a physical meaning; however, in most cases,
couplings between the subsystems in an interconnected power system are omitted or
extremely simplified [41].

In recent years, the design of decentralized controllers for interconnected large
power systems has been widely investigated and intensively studied with most atten-
tion being on guaranteeing the connective stability of the overall system despite
the interconnection terms [42–44]. Results concerning the robust decentralised sta-
bilisation of interconnected power systems based on approaches which explicitly
take into account the interaction terms have been reported in [39, 45]. In the
work of [46], an interesting decentralised turbine/governor controller scheme for
power systems is presented. However, the local state feedback controllers designed
through this approach need the complete state information which may not be fea-
sible. Furthermore, the nonlinear terms are not explicitly included in the controller
design.

Recently a control method for limiting the torque and enhancing the LVRT capa-
bility of grid-connected cage induction machines during the recovery process after
grid faults by using a STATCOM is proposed in [47]. The authors in [48] pro-
pose a novel damping control algorithm for a STATCOM in a series compensated
wind park for mitigating sub-synchronous resonance (SSR) and damping power
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system oscillations. An efficient control strategy to improve the LVRT capability in
doubly-fed induction generators is proposed in [49]. These control techniques are
mainly aimed to maximise the output power, increase the reactive current during
low-voltage and reduce the peak rotor fault current. However, the nonlinearity and
their interactions among wind farms are not considered in these papers. However,
it is essential to consider the nonlinearities and interconnection effects in order to
design controllers for multi-machine power systems, and also quantify the deviation
of the operating point from the equilibrium point for which the system maintains
closed-loop stability.

During faults and in post-fault operation the system state can be significantly far
from the desired equilibrium point. In most situations the post-fault uncontrolled
system has unstable post-fault trajectory. The difficulty in providing the LVRT capa-
bility is due to the nonlinearities in the power system model [50]. Linear controllers
have a limited range of operation which normally does not include post-fault voltage
conditions [50]. A solution to the LVRT problem is to design a globally stabilising
controllers [51]. Unfortunately these controllers often need a full-state feedback and
are not robust to modelling uncertainties. The next option is to use a linear con-
troller which is robust to the change in the linear model with changing operating
conditions—a necessary outcome of the underlying nonlinear model. As mentioned
above, robust controllers do exist for power systems but few of them have been
able to systematically provide robustness against such large deviations as is required
for LVRT.

In this research a method is presented which can be used to design a linear con-
troller that is robust to accommodate post-fault low-voltage conditions [52]. Based
on this design method, the synthesis for the following robust controllers are presented
to enhance the FRT capability of FSIGs in this chapter:

(a) STATCOM controller with unstructured uncertainty representation;
(b) Simultaneous STATCOM and pitch angle control;
(c) STATCOM controller with structured uncertainty representation; and
(d) Decentralised STATCOM/ESS controller.

In addition, the effects of STATCOM rating and wind farm integration on the FRT
capability of FSIGs are studied analytically using the power-voltage and torque-slip
relationships and also using detailed simulations.

The organisation of this chapter is: Section 7.2 discusses the current grid-codes
requirements for wind farms; Section 7.3 provides the fault ride-through scheme for
induction generators; a basic idea about critical clearing time and critical speed is
given in Sect. 7.4; Section 7.5 describes the robust STATCOM control design tech-
nique and also contains simulation studies for validating its performance; design
and performance analysis of simultaneous STATCOM and pitch angle controls are
provided in Sect. 7.6; Section 7.7 contains STATCOM control technique with struc-
tured uncertainty representation; a systematic procedure to design decentralised
STATCOM/ESS controller is included in Sect. 7.8. Section 7.9 presents the sum-
mary of this chapter.
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7.2 Grid-Code Requirements for Wind Farm Connections

Large-capacity wind farms have created several challenges for transmission network
operators. The intermittent nature of the wind causes power quality and stability
problems. Unpredictable power penetration affects the reliability and stability of
a power grid. Therefore, the grid-code rules being imposed on large wind farms
stipulate that they are operated as conventional power plants.

The operating procedures and principles governing the relationship between the
transmission system operator and the users of the transmission system, (e.g., gen-
erators, suppliers or non-embedded customers) are set out in the grid-code. With
reference to the grid connection of wind farms, there are a number of issues specified
by this proposed grid-codes, i.e., FRT, frequency range, frequency control, reactive
power range capability and voltage control.

7.2.1 Fault Ride-Through

Under the grid-code proposals of some countries, a wind farm, whether connected
directly to the transmission system or to the distribution system, is required to remain
connected and feed power into the system for any solid single- or multi-phase short-
circuit fault occurring on the high-voltage (HV) transmission system. The period of
zero voltage on the HV system for this requirement is limited to 140 ms. In addition
to continuing to operate in a stable manner, the mechanical power to a WT should
not be deliberately reduced during this period.

7.2.2 Frequency–Power Variations

Grid-codes require that wind farms should be able to operate continuously at any
system frequency between 47.5 and 52 Hz for at least 20 s. Additionally, wind farms
should meet the following power-frequency characteristics:

• from 49.5 to 50.4 Hz: power output should not vary with changes in system
frequency;

• from 49.5 to 47.0 Hz: as the frequency reduces the power output should not reduce
more than proportionately; and

• from 50.4 to 52.0 Hz: power output should be reduced by at least 2 % for each
0.1 Hz increase in system frequencies.

7.2.3 Frequency Control

The grid-code proposals require that wind farms should have the capabilities to
provide frequency response and respond to a 0.5 Hz change in system frequency by
changing the output by 10 % of the wind farm capability within 10 s.



160 7 Control for Fault Ride-Through Capability Augmentation

7.2.4 Reactive Power Range Capability

The latest grid-code proposals require that over the normal active power operating
range of the wind farm, a reactive power capability of 0.95 power factor lagging to
0.95 power factor leading (based on full output power) should be available at the
connection point. These limits reduce the impact of fluctuating wind power on the
grid voltage. A wider range of power factor would be required for a remote area
when low power is generated by the wind farm.

7.2.5 Voltage Control

The grid-code proposals will require each wind farm to be capable of controlling
voltage at the point of its connection to the public electricity system. During a trans-
mission system voltage dip: (i) a wind farm shall be required to provide active power
in proportion to its retained voltage and maximise the reactive current to the trans-
mission system without exceeding the WT generator limit and (ii) it will have to
provide at least 90 % of its maximum available active power as quickly as the tech-
nology allows and, in any event, within 1 second of the transmission system voltage
recovering to its normal operating range.

7.3 Fault Ride-Through Schemes for Wind Turbines

Each type of WT has specific vulnerabilities when subjected to grid faults. In order
to fulfil the requirements imposed by grid utilities, it must be equipped with the
ability to ride-through in the case of faults in the grid. The phenomena that occur in
an IG without a FRT capability during a grid fault are described first. Later, how a
STATCOM connected with a wind turbine can help to meet grid-codes is presented.
Typical FRT requirements demand that a wind farm remains connected to the grid
for voltage levels as low as 5 % of the nominal voltage (for up to 250 ms) [53] as
shown in Fig. 7.1.

The sequence of events during grid faults can be described as follows: when a
fault occurs in the grid, the terminal voltage drops rapidly; the magnitude of the
voltage drop is dependent on the fault distance from the generator; and due to a
reduced terminal voltage, the machine loses electric torque, which leads to a rotor
acceleration. Meanwhile, the mechanical torque applied to the rotor can be considered
constant during this event. If the electrical torque at this point is higher than the
mechanical torque, the generator will eventually be back to its normal operating
point. However, when the electrical torque is lower than the mechanical torque, the
speed will continuously increase which could result in electrical torque reduction
leading to an unstable situation.
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Fig. 7.1 Voltage limit criteria according to grid-code

In the case of the two-mass model of a drive train, the situation is even worse.
This is because, in the instance of voltage recovery, although the generator speed is
able to recover to the normal operating point, the turbine speed does not decrease
instantaneously because some of the energy in the mechanical shaft is stored in the
twisted shaft instead of being directly utilised to decelerate the turbine speed. This
allows the turbine speed to continuously increase for a short time.

During the next period, the energy is released from the twisted shaft and creates the
opposite effect. This charge and discharge of twisted shaft energy creates oscillations
in the generator and the turbine speed. In reality, the electrical torque also suffers
oscillations due to terminal voltage variation caused by active and reactive power
fluctuations. At the same time, the turbine torque also fluctuates slightly due to a small
variation in the power coefficient. All these factors interacting with each other create
composite oscillations. This clearly indicates that instability might not occur only
due to the fault but that there is also a considerably high mechanical stress in the shaft.

For a wind park with induction generators, the main requirements for compensa-
tion devices are to compensate for any reactive power demand of the induction gener-
ators in steady-state to control reactive power exchange with the system, and to help
the recovery of wind parks after system disturbances to improve ride-through capa-
bility. The former can be fulfilled by a simple solution with conventional switched
shunt capacitors while the latter requires dynamic compensation devices with more
advanced control algorithms.

The STATCOM has to be equipped with a set of functions in order to help wind
parks to fulfill the grid-code requirements. These functions are listed below:

• Steady-state reactive power supply or absorption. This function can be fulfilled by
following a reactive power set-point, a set-point for a power factor at the connection
point of the wind park or by operating according to a linear reactive power versus
voltage characteristic (Q/V characteristic).
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• The implementation of the latter case also fulfils the voltage control requirement
often asked for in the grid-codes. The grid companies often require certain flexi-
bility to change the basic behaviour of the voltage control scheme. A reduced set
of changeable parameters has to be available, especially the target voltage and the
slope of the linear characteristic.

• Smoothly follow a set-point ramp. No steps occur, e.g., with solutions based on
switched passive components.

• The dynamic requirements of the grid-codes are met, e.g., a step in the set-point
is followed within less than 1 s without notable overshoots or oscillations.

• During voltage dips (balanced or unbalanced), the STATCOM injects reactive
current in the order of nominal STATCOM current and therefore helps to support
the grid voltage.

7.4 Critical Clearing Time and Critical Voltage

The stability analysis of a power system may consider the determination of its critical
clearing time (CCT), for a given fault, in order to find the maximum value of the
fault clearing time for which the post-fault system is stable. If the fault is cleared
within this time, the system will remain stable. However, if the fault is cleared after
this time the power system will lose its stability. The calculation of the CCT is very
important from the protection point of view.

Mathematically, a CCT is a complex function of pre-fault system conditions (oper-
ating point, topology, system parameters), fault structure (type and location) and post
fault conditions that themselves depend on the protective relaying plan employed. In
this research, the CCT is first estimated by using the following equations and then
the exact value is determined from simulations.

An approximate value of the CCT can be calculated from the following equation:

ṡ = 1

2H
[Tm − Te] . (7.1)

During a solid three-phase short-circuit at the generator terminals, Te = 0 and then
(7.1) can be written as:

ṡ = 1

2H
Tm. (7.2)

Integrating both sides

s =
t∫

0

1

2H
Tm + s0. (7.3)
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If sc is the critical speed (CS) of a machine, then the CCT can be given as:

tc = 1

Tm
2H(sc − s0). (7.4)

The critical speed is given by the intersection between the torque-speed curve for the
specified system and the mechanical torque [54].

The critical voltage can be obtained from the P–V curve [55], which determines
the maximum power that may be transferred between two parts of the system before
voltage collapse. The information it provides can help the analyst or transmission
planner determine how to strengthen the power system against the risk of voltage
collapse. The P–V curve is formed by varying system load or transfer and plotting
it against voltage. This curve can provide real power and voltage margins using the
knee of the curve as reference point. Figure 7.2 is an example of a P–V curve where
the critical point is caused by a reactive power limit. On the lower voltage side of the
P–V curve (below critical voltage):

• increased load admittance reduces load power;
• adding a shunt capacitor reduces bus voltage;
• tap changers reduces voltage;
• stable for impedance load; and
• unstable for constant power load.

From the power-flow equations of an infinite-bus versus a single load connected
through a lossless transmission line, the relationship between voltage and power is
given by [55]:
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V =

⎡⎢⎢⎣E2

2
− QX ±

⎤
E4

4
− X2P2 − XE2Q, (7.5)

where the symbols carry their usual meanings. Equations (7.4) and (7.5) are solved
to estimate the CCT and critical voltage of IGs.

7.5 Robust STATCOM Control with Unstructured Uncertainty

In this section, a novel robust controller for a STATCOM is presented to enhance the
FRT capability of fixed-speed induction generators. The wind generator is a highly
nonlinear system, which is modelled in this work as a linear term plus a nonlinear
term, which is the Cauchy remainder term in the Taylor series expansion of the
equations used to model the wind farm. Bounds derived for this Cauchy remainder
term are used to define an uncertain linear model for which a robust control design is
performed. The controller resulting from this robust design provides an acceptable
performance over a wide range of conditions needed to operate the wind farm during
severe faults. The performance of the designed controller is demonstrated by large
disturbance simulations on a test system.

7.5.1 Test System

The test system shown in Fig. 7.3 consists of two main buses connected via two long
parallel transmission lines. WTs are connected to the first bus via transformers and the
other bus is directly connected to the grid. Each IG works at the rated operating point
and supplies 2 MW of active power. The data for this system is given in Appendix-V.
We use an aggregated model of a wind farm to design the proposed controller. The
assumption is reasonable when the power system under consideration is large and
the purpose is to observe the effect of penetration on the external network rather
than within the wind farm. The load is modelled as a constant impedance load. The
wind farm, rated at 50 MW, is normally not allowed to operate under severe fault
conditions and the addition of the STATCOM with appropriate control is expected
to increase the stability margin as well as the FRT capability of the wind farm.

The dynamics of the test system is represented by the following equations:

δ̇m = (1/2Hm)
⎥
Taei − Ksω − Dmδm

⎦
, (7.6)

δ̇G = (1/2HG)
⎥
Ksω − Te − DGδG

⎦
, (7.7)

ω̇ = 2ψ f (δm − (1/Ng)δG) (7.8)



7.5 Robust STATCOM Control with Unstructured Uncertainty 165

Fig. 7.3 Single wind farm infinite bus study system

ṡ = (1/2HG) [Tm − Te] , (7.9)

Ė→
qr = −(1/T →

o)
[
E→

qr − (X − X →)ids

]
− sδsE

→
dr, (7.10)

Ė→
dr = −(1/T →

o)
⎥
E→

dr + (X − X →)iqs
⎦+ sδsE

→
qr, (7.11)

v̇dc = −Ps/(Cvdc) − vdc/(RCC), (7.12)

v̇tm = −vtm

Tm
+ KmVt, (7.13)

where Ps is given by

Ps = |E|2G22 + |E||V∞| [B23 sin θ + G23 cos θ]

+ |E||E→
dr | [B21 sin(Δ − θ) + G21 cos(Δ − θ)]

+ |E||E→
qr | [B21 cos(Δ − θ) − G21 sin(Δ − θ)] (7.14)

where G23 and B23 are the real and imaginary parts of the equivalent transfer
impedances between the terminal buses of STATCOM and infinite bus, and G21
and B21 between terminal buses of STATCOM and wind farm, Δ the rotor angle of
the wind generator, E = kvdc∠θ, the STATCOM AC terminal voltage, θ the bus
angle of the STATCOM in the reduced network, and k = √

(3/8)m the constant
and m the modulation index. The other symbols carry their usual meanings given in
Chap. 2.

http://dx.doi.org/10.1007/978-981-287-116-9_2
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Nominal System
+

w(t)

y(t) =[ Vt , vdc ]T

Controller

u(t) =[ k,α ]T

ξ (t)

φ(t)

ζ (t)

Fig. 7.4 Block diagram of uncertain system

7.5.2 Linearisation and Uncertainty Modelling

Conventionally, a linear controller is designed based on the Taylor series around an
equilibrium point by retaining the linear term and neglecting the higher order terms.
In this work, to quantify the neglected higher order terms, we propose the use of a
linearisation scheme which retains the contributions of the higher order-terms in the
form of the Cauchy remainder.

The nonlinear system (7.6)–(7.13) is reformulated using the technique proposed
in this book as follows:

εẋ = A∗x + (L − A) ∗x + (M − B1)∗u + B1∗u, (7.15)

where A = ρf
ρx | x=x0

u=u0
, B1 = ρf

ρu | x=x0
u=u0

, u = [k, θ]T and

∗x = ⎥∗δm,∗δG,∗ω,∗s,∗Edr,∗Eqr,∗vdc,∗vtm
⎦T .

The system (7.15) is of the form which allows for an application of the minimax
control design technique [56]. To apply this technique, we rewrite system (7.15) in
terms of the block diagram shown in Fig. 7.4. In this figure, we introduce a fictitious
signal λ such that:

(L − A) ∗x + (M − B1)∗u = B2λ(t), (7.16)

where

B2 = diag

(
0,

1

2HG
, 0,

1

2HG
,

Xs − X →
s

T →
0

,
Xs − X →

s

T →
0

,
1

C
,

1

Tm

)
, and

π = √γ
(

C̃1∗x + D̃1∗u
)

, α = (1/
√

γ)
[
α̃ ψ̃

]
.

The nonlinearities considered in this test system are only due to s, E→
dr , E→

qr and

vdc, with this matrices C̃1 and D̃1 are chosen as
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C̃1 =


⎛⎛⎝

0 0 0 1 0 0 0 0
0 1 0 0 1 0 0 0
0 0 1 0 0 1 0 0
0 0 0 0 0 0 1 0


⎞, D̃1 =


⎛⎛⎝

1 1
1 1
1 1
1 1


⎞,

The expressions for obtaining α̃ and ψ̃ are given in Appendix-VI. To apply this
reformulation, the following inequality needs to be satisfied

‖λ(t)‖2 ≤‖π(t)‖2. (7.17)

To facilitate control design, the power system model is finally summarised as:

∗ẋ(t) = A∗x(t) + B1∗u(t) + B2λ(t), (7.18)

y(t) = C2∗x(t) + D2λ(t)), (7.19)

π(t) = C1∗x(t) + D1u(t), (7.20)

Condition (7.17) will enable us to apply the minimax LQG control design methodol-
ogy to obtain a controller for the underlying nonlinear system. Robustness properties
of the minimax LQG controller ensure that this controller stabilises the nonlinear
system (7.18)–(7.20) for all instances of linearisation errors.

The output matrix C2 = ⎥
0, 0, 0, 0, 0, 0, 0, 1; 0, 0, 0, 0, 0, 0, 1, 0

⎦
. Equations

(7.18)–(7.20) provide a new representation of the power system model which con-
tains both the linear and higher-order terms. The new formulation presented in this
section is used with the minimax linear quadratic Gaussian (LQG) controller syn-
thesis approach to design a STATCOM controller for nonlinear wind generators.

7.5.3 Minimax LQG STATCOM Controller

This section presents the minimax LQG control algorithm. Minimax LQG method-
ology can be considered as a robust version of standard LQG controller design and
it combines the advantages of both LQG and H∞ control [57]. Within the minimax
optimal control design framework, robustness is achieved via optimisation of the
worst-case quadratic performance of the underlying uncertain system. This helps to
achieve an acceptable trade-off between control performance and robustness of the
system. The minimax LQG method, described in [56, 57], for uncertain systems of
the form shown in Fig. 7.4, is applied to the following stochastic version of the power
system model (7.18)–(7.20):

∗ẋ(t) = A∗x(t) + B1∗u(t) + B2λ(t) + B2w(t), (7.21)

y(t) = C2∗x(t) + D2λ(t)), (7.22)

π(t) = C1∗x(t) + D1∗u(t), (7.23)
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where w(t) is a unity Gaussian white noise. The underlying physical system (power
system) does not include noise-like inputs. The white noise term is a technical addi-
tion to enable the design of a robust output feedback controller which computes
control inputs to drive the system to its equilibrium point in the presence of uncer-
tain disturbances in the system such as those due to the effect of nonlinearities. It
is suggested in [57, p. 342] that the optimal minimax LQG controller for the above
system (7.21)–(7.23) is also a quadratically stabilising robust controller for the deter-
ministic system (7.18)–(7.20) with norm bounded uncertainty subject to (7.17). This
motivates using the stochastic minimax LQG control design methodology to design
a robust controller for the problem in this research. As compared to the standard
LQG control this minimax LQG controller provides robustness due to uncertainties
which is important for the control design of wind generators.

In the minimax LQG problem for the stochastic system (7.21)–(7.23) the following
quadratic cost functional is considered

J = lim
T∞∞

1

2T
E

T∫
0

(
∗x(t)T R∗x(t) + ∗u(t)T G∗u(t)

)
dt, (7.24)

where R ◦ 0 and G > 0, R ∈ Rn×n, G ∈ Rm×m and E is the expectation operator. The
work in [56, 57] considers the minimisation of the maximum value of the cost over
all uncertainties, such as α in Fig. 7.4, satisfying an integral quadratic constraints
(IQC) [57]. Uncertainties satisfy an IQC if they belong to the set αIQC which consists
of all α such that for input signals π(t) and the output λ(t) = α(π(t)) there exists
a constant d > 0 and a sequence of times {tl}, l = 1, 2, . . ., tl ∞ ∞, such that the
following inequality holds for all l

E

tl∫
0

‖λ(t)‖2dt ≤ E

tl∫
0

‖π(t)‖2dt + d. (7.25)

The uncertainty class considered in this chapter is a subset of the class of IQC
uncertainties. This means that the optimum cost (infτ>0 Vτ ) is an upper bound on
the optimum cost for the norm-bounded uncertainty considered in this chapter.

The optimum cost is the infimum of function Vτ obtained over all τ > 0. The
function Vτ is

Vτ = 1

2
tr
[
Y∞Rτ +

(
Y∞CT

2 + B2DT
2

)
Γ −1

×
(

C2Y∞ + D2BT
2

)
X∞

(
I − 1

τ
Y∞X∞

)−1
⎟

, (7.26)

where τ is a free parameter and the matrices X∞ and Y∞ are the solution to the
following pair of parameter-dependent algebraic Riccati equations [56]:
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(
A − B2DT

2 Γ −1C2

)
Y∞ + Y∞

(
A − B2DT

2 Γ −1C2

)T

− Y∞
(

CT
2 Γ −1C2 − 1

τ
Rτ

)
Y∞ + B2

(
I − DT

2 Γ −1D2

)
BT

2 = 0, (7.27)

and

X∞
(

A − B1G−1
τ ω T

τ +
(

A − B1G−1
τ ω T

τ

)
X∞

+
(

Rτ − ωτ G−1
τ ω T

τ

)
− X∞

(
B1G−1

τ BT
1 − 1

τ
B2BT

2

)
X∞ = 0. (7.28)

Solutions of the above two Riccati Equations (7.27) and (7.28) are required to satisfy
the following conditions: Y∞ > 0, X∞ > 0, the spectral radius of the matrix X∞Y∞
is ρ(X∞Y∞) < τ , Rτ − ω T

τ G−1
τ ωτ ◦ 0, Rτ = R + τCT

1 C1, Gτ = G + τDT
1 D1,

ωτ = τCT
1 D1.

The minimax LQG optimal controller u∗, with the τ ∗ at which the infimum of Vτ

is reached, is given by [56]:

˙̂xc =
(

A − B1G−1
τ∗ ω T

τ∗
)

x̂c −
((

B1G−1
τ∗ BT

1 − 1

τ ∗ B2BT
2

)
X∞
)

x̂c +
(

I − 1

τ ∗ Y∞X∞
)−1

×
(

Y∞CT
2 + B2DT

2

)
Γ −1

(
y −

(
C2 + 1

τ ∗ D2BT
2 X∞

)
x̂c

)
, (7.29)

u∗ = − G−1
τ∗
(

BT
1 X∞ + ω T

τ∗
)

x̂c. (7.30)

The controller u∗ guarantees the following minimax property

sup
π∈αIQC

J(u∗, π ) = inf
u

sup
π∈αIQC

J(u, π ) = inf
τ

Vτ . (7.31)

To obtain the controller for the system considered in this section, the parameter,
τ , is chosen to minimise the quantity Vτ . A line search is carried out to find the value
of τ > 0 which attains the minimum value of the cost function Vτ . This line search
involves solving the Riccati Equations (7.27) and (7.28) for different values of τ and
finding that value which gives the smallest Vτ in (7.26). This allows us to construct
a controller of the form in (7.30). In this section, this suboptimal controller for the
norm-bounded uncertainty is designed and implemented on the test system.

7.5.4 Case Studies

The test system shown in Fig. 7.3 is used to analyse the effect of wind power inte-
gration and STATCOM rating on the FRT capability of WTs. The FRT capability of
a wind generator is expressed in this book as voltage and transient stability margins.
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Fig. 7.5 Torque versus speed curve of growing wind power

The voltage stability margin is defined as the difference between the operating volt-
age and the critical voltage. The transient stability margin is given as the difference
between the speed after a specified fault duration and the critical speed of the gen-
erator. The torque-speed characteristics for increasing wind generation are given in
Fig .7.5.

The CS and CCT for increasing wind generation, without compensation and con-
trol, are given in Table 7.1. The power-voltage relationship for different wind gen-
eration is shown in Fig. 7.6. It can be seen that as the number of wind generators
increases, the corresponding CS and CCT and terminal voltage decrease. The max-
imum difference between the estimated value obtained from (7.4) and that obtained
using the detailed simulation is 3.74 % for the CS and 7.8 % for the CCT. The esti-
mated speed is greater than the values obtained from the detailed simulations. This
error is caused by the transients at the time of reclosing, since some time is needed
to re-magnetise the IG before it is able to output the electrical torque given by the
steady-state torque-speed characteristics.

The CS for the different STATCOM MVA ratings for a 50 MW wind farm, with
PI controllers and terminal voltage feedback, are given in Table 7.2. It is observed
that the STATCOM increases significantly the CS and, thereby, the stability limit as
well as the FRT capability of the IG which result in a corresponding increase of the
CCT during a three-phase fault. From the data in Table 7.2, it can be concluded that
the system with a higher rating STATCOM can have longer ride-through times for
short-circuit faults.

The critical speed from simulations with 50 MW generation, a 25 MVAr capacitor
and a 10 MVA STATCOM is 1.35 pu. Figure 7.7 shows the speed of the IG for a
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Table 7.1 Effect of growing
wind power

Wind
power
(MW)

Parameters Critical speed
and CCT from
calculation

Critical speed
and CCT from
simulation

2 δcritical 1.47 1.415
CCT 0.45 0.485

10 δcritical 1.42 0.137
CCT 0.40 0.423

20 δcritical 1.37 1.298
CCT 0.35 0.382

30 δcritical 1.345 1.298
CCT 0.325 0.344

40 δcritical 1.31 1.295
CCT 0.29 0.318

50 δcritical 1.285 1.274
CCT 0.265 0.281
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Fig. 7.6 P–V relationship at bus PCC

three-phase fault at bus 2 with (a) a 50 MVAr shunt capacitor only and (b) combination
of a 10 MVA STATCOM and 25 MVAr STATCOM from which it is clear that with the
addition of a STATCOM in the system, instability of the IG can be avoided because
the reactive power delivered by the shunt capacitor is proportional to the square of
the terminal voltage which means that during low voltage conditions, VAr (Volt-
Ampere Reactive) support drops, thus compounding the problem. The STATCOM
is expected to provide extra reactive power support dynamically, with a continuous
and fast change of output for voltage recovery when the voltage becomes low.
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Table 7.2 Effect of
STATCOM ratings

STATCOM
(MVA)

Error (s) Critical speed
and CCT from
calculation

Critical speed
and CCT from
simulation

0 δcritical 1.285 1.174
CCT 0.265 0.281

10 δcritical 1.35 1.28
CCT 0.315 0.33

25 δcritical 1.40 1.31
CCT 0.38 0.396

40 δcritical 1.44 1.38
CCT 0.42 0.437
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Fig. 7.7 Effect of STATCOM on FRT capability (Solid line with STATCOM and dashed line
without STATCOM)

7.5.5 Control Design Algorithm and Performance Evaluation

First, we carry out several simulations to obtain an idea of the operating range during
transients by applying large disturbances. The controller is then designed for stable
operation in the region of interest. The basic steps are:

Step 1: From simulations of the faulted system, obtain the range of the variation of
all state variables and form a volume, Ω , with corner points given by (x0p − xfp)

and (x0p + xfp), p = 1, . . . , 7, where 2xfp is the largest variation of the pth state
variable about its equilibrium value, x0p ;

Step 2: Obtain

γ∗ = max
x∗p∈Ω

⎠
γ : ||α(t)||2 < 1

⎜
;



7.5 Robust STATCOM Control with Unstructured Uncertainty 173

Step 3: Check if a feasible controller with γ = γ∗, exists, i.e., if there is a scalar
τ such that there is a feasible solution to the coupled Riccati Equations (7.27)–
(7.28).

Step 4: If we obtain a feasible controller in the above step, either enlarge the
volume, Ω , i.e., increase the volume of the region Ω , or if we have arrived at the
largest possible volume, perform an optimal search over the scalar parameter, τ ,
to get the infimum of Vτ . If there is no feasible solution with the chosen γ = γ∗,
reduce the volume, Ω , and go to Step 2.

This process enables the selection of the largest range for which a feasible
controller is obtained. For the given power system model, we are able to obtain
a feasible controller with the value of γ = 0.96. The controller is stabilis-
ing for all variation of states in the polytope region Ω formed by end points[
s̄, Ē→

dr, Ē→
qr, δ̄m, δ̄G, ω̄ , v̄dc, v̄tm

]T
and

[
s, E→

dr, E→
qr, δm, δG, ω , vdc, vtm

]T
with the

values s̄ = s0 + 0.43 pu, s = s0 − 0.43 pu, Ē→
dr = E→

dr0 + 0.29 pu, E→
dr =

E→
dr0 − 0.29 pu, Ē→

qr = E→
qr0 + 0.29 pu, E→

qr = E→
qr0 − 0.29 pu, δ̄m = δm0 + 0.32 pu,

δm = δm0 − 0.32 pu, δ̄G = δG0 + 0.43 pu, δG = δG0 − 0.43 pu, ω̄ = ω0 + 28◦,
ω = ω0 − 28◦, v̄dc = vdc0 + 0.35 pu, vdc = vdc0 − 0.35 pu, v̄tm = vtm0 + 0.225 pu,

vtm = vtm0 − 0.225 pu, k̄ = k0 + 0.27 pu, k = k0 − 0.27 pu, θ̄ = θ0 + 35◦ and
θ = θ0 − 35◦.

The performance of the proposed controller for a 10 MVA STATCOM is evaluated
for the sudden outage of one of the lines serving the wind farm. One of the lines
connecting buses 1 and 3 is taken out of service at 1 s and restored after 300 ms. The
generator speed and terminal voltage with the PI and proposed STATCOM controller
are shown in Figs. 7.8 and 7.9, respectively. It is clear that the proposed controller
can stabilise the voltage as well as the IG and performs better than the PI control.

Simulations are performed for a severe symmetrical three-phase short-circuit at
one of the long transmission lines. Figures 7.10 and 7.11 show the speed and terminal
voltage of the IG with the PI and the proposed controllers.

The three-phase fault is applied at 1 s and cleared at 1.35 s. The speed of 1.32 pu
at the fault clearing is greater than the critical speed of 1.28 pu obtained for the PI
controller with numerical simulations. Thus, with PI controller, the speed continues to
increase even after the fault is cleared. Furthermore, the voltage gradually decreases
and the wind generators have to be disconnected from the grid to protect them and
avoid voltage collapse. From Figs. 7.10 and 7.11, it can be seen that the proposed
controller performs better than the PI controller and results in a higher CCT.

7.6 Simultaneous STATCOM and Pitch Angle Control

In this section, a procedure to design robust multi-variable controllers for a STATCOM
and for the pitch angle of a fixed-speed induction generator is presented with the
objective of enhancing the LVRT capability of wind farms. The control problem in
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Fig. 7.8 Speed for outage of one of lines 1–3 (Solid line designed and dashed line PI controller)

0.5 1 1.5 2 2.5 3 3.5 4

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

Time (s)

PC
C

 v
ol

ta
ge

 (
pu

)

Fig. 7.9 PCC voltage for outage of one of lines 1–3 (Solid line designed and dashed line PI
controller)

this case prompts us to choose the minimax LQG design method for simultaneous
STATCOM and pitch angle controls to augment the LVRT capability of wind tur-
bines. The control design in this section is tested by simulations under various types
of disturbances on a test system. The performances of two other controllers are also
tested: (a) a robust STATCOM controller designed according to previous section;
and (b) a PI-based STATCOM controller proposed in [12] and compared with that
of the controller proposed in this section.

The test system, shown in Fig. 7.3, is used to design the controller. Pitch control
performs power reduction by rotating each blade about its axis in the direction of
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Fig. 7.10 Speed for outage of one of lines 1–3 (Solid line designed and dashed line PI controller)
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Fig. 7.11 PCC voltage for outage of one of lines 1–3 (Solid line designed and dashed line PI
controller)

reducing the angle of attack. In comparison with the passive stall, the pitch control
provides an increased energy capture at rated wind speed and above. Constant-speed
wind turbines can be equipped with pitch drives which quickly increase the pitch
angle when an acceleration of the rotor is detected. This reduces the mechanical power
and consequently limits the rotor speed and the reactive power consumption after the
fault. Figure 7.12 depicts the pitch angle controller. In this work the pitch rate limit
is set to 8 (deg/s), Φmin = −5◦, Φmax = 45◦, Φ̇min = −10 (deg/s), Φ̇max = 10 (deg/s)
and time constant is 0.2 s.
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Fig. 7.12 Pitch angle control strategy

Fig. 7.13 STATCOM control strategy

The STATCOM control strategy used in this section is shown in Fig. 7.13. The
pulse-width modulation (PWM) control technique is used because a PMW based
STATCOM offers faster response and capability for harmonic distribution [58]. In
this method, the compensation is achieved by measuring the rms voltage at PCC and
the DC capacitor voltage. The output voltage magnitude of the VSC relates to the
DC side voltage and is also a function of the control phase angle and the modulation
ratio of the PWM.

Figures 7.14 and 7.15 show the frequency response of the linearised open-loop
system for the following operating conditions: (i) nominal system; (ii) one trans-
mission line outage; (iii) 10 % load increase; and and (iv) 10 % load decrease. Bode
plots in Figs. 7.14 and 7.15 show the change in output terminal voltage and slip with
respect to the firing angle input, from the plots it is clear that the transfer function
does not change much over a wide range of operating conditions. The same is true
for other inputs (modulation index and pitch angle) to the system. Bode plots 7.14
and 7.15 also indicate that controllers designed based only on the linearised system
will have similar dynamics. It is only by considering the often neglected nonlinear
terms that we can guarantee controller performance over the desired operating region.

Figure 7.16 shows PCC (point of common coupling) voltage response for one
transmission line outage. From the simulation result, it is clear that the nonlinearities
in the system affect the dynamic performance significantly and that the trajectory
widely deviates from the equilibrium point. The system nonlinearities can be captured
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Fig. 7.14 Bode plot (open loop linear system) of the transfer function from input (firing angle)
to terminal voltage (Solid line (-) nominal system, the dashed (–) line one line outage, the dotted
line (.) 10 % increase in load and the dashdot line (-.) and 10 % decrease in load)

by using the formulation presented in this research. A linear controller with the
proposed linearisation algorithm, which ensures stability for a pre-defined region in
the state-space is designed in this section.

Several simulations are carried out to gain an idea about the operating range
during transients by applying large disturbances. From simulations we estimated the

operating region Ω for severe faults with the corner points
[
s̄, Ē→

dr, Ē→
qr, δ̄m, δ̄G, ω̄ ,

v̄dc, v̄tm

]T
and

[
s, E→

dr, E→
qr, δm, δG, ω , vdc, vtm

]T
given by: s̄ = s0 + 0.115 pu, s =

s0−0.115 pu, Ē→
dr = E→

dr0+0.398 pu, E→
dr = E→

dr0−0.398 pu, Ē→
qr = E→

qr0+0.374 pu,
E→

qr = E→
qr0 − 0.374 pu, δ̄m = δm0 + 0.336 pu, δm = δm0 − 0.336 pu, δ̄G = δG0 +

0.483 pu, δG = δG0 −0.483 pu, ω̄ = ω0 +25◦, ω = ω0 −25◦, v̄dc = vdc0 +0.216 pu,

vdc = vdc0 − 0.216 pu, v̄tm = vtm0 + 0.225 pu, vtm = vtm0 − 0.225 pu, Φ̄ = Φ0 + 17◦,
Φ = Φ0 − 17◦, m̄ = m0 + 0.475, m = m0 − 0.475, θ̄ = θ0 + 28◦ and θ = θ0 − 28◦.

The controller in Fig. 7.17 is designed in the same way as described in the pre-
vious section. For the given power system model, we are able to obtain a feasible
controller with the value of γ = 0.975 for the region Ω with the corner points

of
[
s̄, Ē→

dr, Ē→
qr, δ̄m, δ̄G, ω̄ , v̄dc, v̄tm

]T
and

[
s, E→

dr, E→
qr, δm, δG, ω , vdc, vtm

]T
given

by the values s̄ = s0 + 0.265 pu, s = s0 − 0.265 pu, Ē→
dr = E→

dr0 + 0.42 pu, E→
dr =

E→
dr0−0.42 pu, Ē→

qr = E→
qr0+0.405 pu, E→

qr = E→
qr0−0.405 pu, δ̄m = δm0+0.436 pu,
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Fig. 7.15 Bode plot (open loop linear system) of the transfer function from input (firing angle)
to slip (Solid line (-) nominal system, the dashed (–) line one line outage, the dotted line (.) 10 %
increase in load and the dashdot line (-.) 10 % decrease in load)
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Fig. 7.16 PCC voltage for outage of one of lines 1–3
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φ(ζ )

Δ ẋ = AΔx+ B1Δu+ B2ζ

Controller

ξ

θ α m

ζ

ΔvtΔsΔvdc

Fig. 7.17 Control block diagram

Table 7.3 Closed-loop eigenvalues

−6.8 ± i27.2 −5.4 ± i21.9 −5.3 −15.2 −8.9 −5.0

δm = δm0 −0.436 pu, δ̄G = δG0 +0.523 pu, δG = δG0 −0.523 pu, ω̄ = ω0 +40◦,
ω = ω0 − 40◦, v̄dc = vdc0 + 0.365 pu, vdc = vdc0 − 0.365 pu, v̄tm = vtm0 + 0.345 pu,

vtm = vtm0+0.345 pu, Φ̄ = Φ0+350, Φ = Φ0−350, m̄ = m0+0.475, m = m0−0.475
θ̄ = θ0 + 25◦ and θ = θ0 − 25◦. This range in variations of the state variables is
larger than that of noted earlier in this subsection for several large disturbances.
Although the designed controller is not global-stabilising, we can be confident that
it will stabilise the system for most contingencies.

7.6.1 Controller Performance Evaluation

The closed-loop eigenvalues of the test system are given in Table 7.3. The dominant
mode for the closed loop is −5.34 ± i21.86 and the damping is 0.244. From the
eigenvalues, it can be seen that the closed-loop system is well-damped. Feasible
low-frequency gains and suitable cut-off frequency of the designed controllers can
be seen from the Bode plots of the designed controllers shown in Figs. 7.18, 7.19,
7.20 and 7.21.

The performances of the following three controllers is compared with respect to
the CCT and CS: (a) a PI-based STATCOM controller (∗Φ = 0); (b) a single-input
robust STATCOM controller (∗Φ = 0); and (c) two-input two-output simultane-
ous STATCOM and pitch controllers. The results of the comparisons are shown in
Table 7.4. The CCT and CS for the three-phase fault with a 10 MVA STATCOM are
0.35 s and 1.33 pu using the simultaneous STATCOM and pitch controllers, com-
pared with 0.33 s and 1.305 pu using the single input robust STATCOM controller
and 0.315 s and 1.28 pu using the PI-based STATCOM. It can be concluded that
an appropriate combination of the voltage control by reactive power and the speed
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Fig. 7.18 Bode plot of STATCOM controller—firing angle versus terminal voltage
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Fig. 7.19 Bode plot of Pitch controller—pitch angle versus terminal voltage



7.6 Simultaneous STATCOM and Pitch Angle Control 181

−15

−10

−5

0

5

10

15

M
ag

ni
tu

de
 (

dB
)

10
−1

10
0

10
1

10
2

−90

−45

0

Ph
as

e 
(d

eg
)

Bode Diagram

Frequency (rad/sec)

Fig. 7.20 Bode plot of STATCOM controller—slip versus firing angle
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Fig. 7.21 Bode plot of pitch controller—slip versus pitch angle
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Table 7.4 Performance comparison: (a) proposed controller; (b) robust STATCOM; and
(c) PI-based STATCOM

STATCOM
(MVA)

(a) Proposed controller (b) Robust SISO (c) PI control

CS (pu) CCT (s) CS (pu) CCT (s) CS (pu) CCT (s)

10 1.33 0.35 1.305 0.33 1.28 0.315
25 1.43 0.418 1.35 0.405 1.31 0.396
40 1.47 0.458 1.45 0.43 1.38 0.415
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Fig. 7.22 Speed for outage of one of lines 1–3 (Solid line simultaneous STATCOM and pitch angle
controllers, dashed line robust STATCOM and dashdot line PI based STATCOM controller)

control by torque is an effective way of improving the stability and enhancing the
FRT capability of the relevant IG-based wind turbines.

The performance of the proposed controller for a 10 MVA STATCOM is evaluated
for: (i) a sudden outage of one of the lines serving the wind farm; and (ii) a three-
phase fault at one of the parallel lines. The generator speeds and terminal voltages
with the PI-based STATCOM, the robust STATCOM controller and the proposed
STATCOM and pitch controllers, due to the outage of one of the transmission lines
for 300 ms, are shown in Figs. 7.22 and 7.23. It is clear that the proposed controller
is able to stabilise the voltage as well as the IG speed with a fault clearing time of
0.35 s. The tuned PI controller is not able to stabilise voltage and the wind generator.
In this case, the gain of the tuned (trial and error method) PI controller is obtained
as KP = 0.3 and KI = 10.25. The robust STATCOM controller is almost as effective
as the STATCOM and pitch controllers when restoring terminal voltage but is less
effective in preventing the wind generators from over-speeding.

Simulations are performed for a severe three-phase short-circuit at one of the
long transmission lines. The three-phase fault is applied at 1 s and cleared at 1.33 s.
The CCT for the three-phase fault is 0.35 s with the STATCOM and pitch con-
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Fig. 7.23 PCC voltage for outage of one of lines 1–3 (Solid line simultaneous STATCOM and
pitch angle controllers, dashed line robust STATCOM and dashdot line PI based STATCOM
controller)
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Fig. 7.24 Speed for three-phase fault at one of lines 1–3 (Solid line simultaneous STATCOM
and pitch angle controllers, dashed line robust STATCOM and dashdot line PI based STATCOM
controller)

trollers, compared to 0.33 s with the robust STATCOM controller and 0.315 s with
the PI based STATCOM. Figures 7.24 and 7.25 show the speeds and terminal volt-
ages, respectively, of the IG with the PI-based STATCOM, the robust STATCOM
controller and the proposed controller from which it can be seen that the proposed
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Fig. 7.25 PCC voltage for the three-phase fault at one of lines 1–3 (Solid line simultaneous STAT-
COM and pitch angle controllers, dashed line robust STATCOM and dashdot line PI based STAT-
COM controller)

simultaneous STATCOM and pitch angle controllers perform better than the PI-based
and single-input robust STATCOM controller and results in a higher CCT.

As the power system stabilising pitch angle controller controls the active power of
the wind farm, the oscillations in the speed become damped which is especially visible
between the simulation times of 1.0 s and 6.0 s. It is clear that controlling the voltage
by only the robust STATCOM controller might not be enough to keep the system
stable. Sometimes, in order to stabilise the system quickly, it could be necessary to
use the pitch angle control. The combined strategy of robust STATCOM and pitch
angle control is more effective in recovering system operation and such combined
control makes the system ride-through the fault without having to disconnect the
generators from the system.

7.7 STATCOM Controller for Wind Farm with Structured
Uncertainty

The main feature of synthesis methods for unstructured uncertainties is that they
allow one to find closed-form solutions to control synthesis problems [59]. The
inherent limit of these approaches is that they may be quite conservative in practical
applications. Research on techniques and algorithms for problems with structured
uncertainties is quite recent [59]. A robust STATCOM controller with structured
uncertainties is designed and implemented on a test system in this section.
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Fig. 7.26 3 machine 2 area study system with wind farms (G synchronous generator, WT wind
generator, S STATCOM and L load)

7.7.1 Test System and Control Task

The test system shown in Fig. 7.26 consists of eleven buses and three generators. The
parameters for the system are given in Appendix-IV. The total load for this system is
PL = 6, 655 MW and QL = 2, 021 MVAr and the generation is PG = 6, 871 MW,
QG = 1, 738 MVAr. The generation in a remote area (generators G1 = 3, 981 MW,
and G2 = 1, 736 MW) is connected to the main load through five transmission lines.
The remaining load (P = 1, 154 MW) is supplied by the local generator, G3. The
load at bus 11 is modelled as 50 % constant impedance and 50 % constant current for
both active and reactive power and the load at bus 8 is modelled as constant MVA
for both active and reactive power.

We design a robust STATCOM controller for the modified test system where the
generators G2 = 0 MW, G3 = 0 MW, WT1 = 1, 736 MW, and WT2 = 1, 154 MW.
Generators G2 and G3 are disconnected from the system. The remaining power is
supplied from G1 which is considered in this case as an infinite bus. A STATCOM
is connected at bus 4 to meet the connection requirements for power system grids.
The wind generators are arranged in two parallel lines and we represent each of them
by an aggregated wind generator model [60]. To appreciate the nature of the control
task, we carry out the modal analysis for the open loop system. The dominant mode
for the test system is −0.105 ± j0.71. The participation vector for the dominant
mode is shown in Table 7.5. The participation vector indicates that the states E→

qr1,
E→

qr2, s1 and s2 have the most significant contribution to the dominant mode. The
dominant mode is related to both reactive and active power mismatch. The reactive
power can be controlled by the designed STATCOM controller and a conventional
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Table 7.5 Participation factors

States ∗s1 ∗E→
dr1 ∗E→

qr1 ∗s2 ∗E→
dr2 ∗E→

qr2

Participation factor 0.96 0.048 1.0 0.94 0.04 0.97

Fig. 7.27 Pitch angle control strategy

pitch controller is used to control real power. For the test system, the state vector is

x =
[
s1, E→

dr1, E→
qr1, s2, E→

dr2, E→
qr2, Vdc, Vtm

]T
.

Figure 7.27 depicts the pitch angle controller. In this work the pitch rate limit is
set to 8 (deg/s), Φmin = −5◦, Φmax = 45◦, Φ̇min = −10 (deg/s), Φ̇max = 10 (deg/s)
and time constant is 0.2 s. In this case, the gain of the tuned (trial and error method)
PI controller is obtained as KP = 5 and KI =25.

7.7.2 STATCOM Control Strategy

STATCOM employment has to counteract the well known instability problems
related to the induction generator operation conditions, by providing a controlled
reactive power, with the consequent stability margin improvement. The rationale
of the proposed control strategy is based upon the ability of the inverter to dis-
tribute electrical power between the induction generator and load, guaranteeing
the load required voltage profile. More specifically, at steady state conditions, the
inverter does not exchange active power with the load, so that only the induc-
tion generator supplies the active power amount required by the load and inverter
losses.

The STATCOM control strategy used in this chapter is shown in Fig. 7.28. In
this method, the compensation is achieved by measuring the rms voltage at PCC.
The output voltage (E) magnitude of the VSC relates to the DC side voltage and
is also a function of the phase angle and the modulation ratio of the PWM. In this
case k is fixed and θ is used as the control variable. The inverter control consists of
regulating the voltage amplitude and the phase delay angle (θ) between the emf E
and the inverter output voltage (vt).
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Fig. 7.28 STATCOM control strategy

7.7.3 Linearisation and Uncertainty Modelling

Linear controllers are designed based on the Taylor series approximation around an
equilibrium point. This linearisation technique limits the applicability of the linear
model to small deviations from the equilibrium point. In general, the range of these
small deviations is difficult to quantify. To quantify the neglected higher order terms,
we propose the use of a linearisation scheme which retains the contributions of the
higher order terms in the form of the Cauchy remainder. In the design of the linear
controller, a bound on the Cauchy remainder is incorporated as an uncertain term
thus quantifying the deviations permitted in the linear model.

The test system dynamic is written in the compact form as:

Ψẋ = A∗x + (L − A)∗x + B1∗u + (M − B1)∗u, (7.32)

where A = ρf
ρx

∣∣∣∣
x=x0
u=u0

and B1 = ρf
ρu

∣∣∣∣
x=x0
u=u0

.

We rewrite system (7.32) in terms of the block diagram shown in Fig. 7.29, where

(L − A)∗x + (M − B1)∗u =
7∑

k=0

B2kλk(t), (7.33)

where λ1(t), . . . , λk(t) are known as the uncertainty inputs. The matrices

[B20, . . . , B27],
[
C̃10, · · · , C̃27

]
are calculated such that

(L − A) ∗x + (M − B1)∗u =
7∑

k=0

B2kα̃k(C̃1k∗x) +
7∑

k=0

B2kψ̃k(D̃1k∗u) (7.34)
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Fig. 7.29 Control strategy of structured uncertain system

where λk = α̃kC̃1k∗x + ψ̃kD̃1k∗u, k = 0, . . . , 7, and

B20 =
[

1
2Hm1

0 0 0 0 0 0 0
]T

, B21 =
[
0

T →
01

X1−X →
1

0 0 0 0 0 0
]T

,

B22 =
[
0 0

T →
01

X1−X →
1

0 0 0 0 0
]T

, B23 =
[
0 0 0 1

2Hm2
0 0 0 0

]T
,

B24 =
[
0 0 0 0

T →
02

X2−X →
2

0 0 0
]T

, B25 =
[
0 0 0 0 0

T →
02

X2−X →
2

0 0
]T

,

B26 = ⎥0 0 0 0 0 0 1
To1 0

⎦T
, B27 = ⎥0 0 0 0 0 0 0 KmXs1

⎦T
,

(7.35)

The nonlinearities in this system are due to si, Edri , Eqri , and vdc, i = 1, 2, with
this the matrices C̃1k and D̃1k are chosen such that

C̃1k =


⎛⎛⎛⎛⎛⎛⎛⎛⎝

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0


⎞

, D̃1k = ⎥1 1 1 1 1 1 1
⎦T

,

(L − A) ∗x + (M − B1)∗u =
7∑

k=0

B2kλk(t), k = 0, . . . , 7 (7.36)

where λk = α̃kC̃1k∗x + ψ̃kD̃1k∗u, and αk(t) = 1√
γk

[
α̃k(t) ψ̃k(t)

]
, where γk are

scaling factors which affect the magnitude of the uncertain outputs πk , k = 0, . . . , 7.
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In general, x∗p, p = 1, . . . , 8, are not known beforehand, it is difficult to obtain
the exact value of (L − A) and (M − B1), but it is possible to obtain a bound on α̃k
and ψ̃k over the operating range and parameter γk is chosen to ensure

‖αk(t)‖2 ≤ 1, k = 0, . . . , 7. (7.37)

From this, we have

‖λk(t)‖2 ≤ γk‖
(

C̃1k∗x + D̃1k∗u
)
‖2. (7.38)

and we recover the IQC (integral quadratic constraint) [57],

‖λk(t)‖2 ≤‖πk(t)‖2, k = 0, . . . , 7 (7.39)

The expressions for obtaining α̃k(t) and ψ̃k(t) are given in Appendix-VIII. The
system (7.32) can now be written as

∗ẋ = A∗x + B1∗u +
7∑

k=0

B2kλk(t). (7.40)

To facilitate control design, the power system model is finally summarised as

∗ẋ(t) = A∗x(t) + B1∗u(t) +
7∑

k=0

B2kλk(t), (7.41)

y(t) = C2∗x(t) +
7∑

k=0

D2kλk(t)), (7.42)

πk(t) = C1,k∗x(t) + D1,ku(t), k = 0, . . . , 7 (7.43)

where πk, k = 0, . . . , 7, are known as the uncertainty outputs and y(t) is the measured
output.

The output matrix is defined as C2 = ⎥
0, 0, 0, 0, 0, 0, 0, 1

⎦
. We choose D20 =

0.01, D21 = 0.01, D22 = 0.01, D23 = 0.1, D24 = 0.1, D25 = 0.01, D26 =
0.1 and D27 = 0.005. Equations (7.41)–(7.43) provide a new representation of the
power system model which contains both the linear and higher-order terms. The
new formulation presented in this section is used to design a robust output feedback
STATCOM controller for a nonlinear power system.

7.7.4 STATCOM Controller Design

The control design problem considered in this section is of providing a stabilis-
ing robust output-feedback control algorithm for a system containing structured



190 7 Control for Fault Ride-Through Capability Augmentation

uncertainty described by a certain IQC [57, 61]. The output feedback control method
is applied to the uncertain systems of the form shown in Fig. 7.29.

It is shown in [61] that the linear robust control theory can be applied to (7.41)–
(7.43) subject to the following constraint:

ti∫
0

‖λk(t)‖2dt ≤
ti∫

0

‖πk(t)‖2dt, ∀i and ∀k = 0, . . . , 7. (7.44)

The necessary and sufficient condition for the absolute stabilisability of the uncertain
system (7.41)–(7.43) is given in terms of the existence of solutions to a pair of
parameter dependent algebraic Riccati equations [57]. The Riccati equations under
consideration are defined as follows for the given constants τ1 > 0, . . . , τ7 > 0:

(
A − B̃2D̃T

2 Γ −1
τ C2

)
Y + Y

(
A − B̃2D̃T

2 Γ −1
τ C2

)T + Y
(

CT
τ Cτ − CT

2 Γ −1
τ C2

)
Y

+ B̃2

(
I − D̃T

2 Γ −1
τ D̃2

)
B̃T

2 = 0, (7.45)

X
(

A − B1G−1
τ DT

τ Cτ

)
+
(

A − B1G−1
τ DT

τ Cτ

)T
X + CT

τ

(
I − Dτ G−1

τ DT
τ

)
Cτ

+ X
(

B̃2B̃T
2 − B1G−1

τ BT
1

)
X = 0, (7.46)

where

Cτ =


⎛⎛⎛⎝

C10√
τ1C11
...√

τ7C17


⎞ ; Dτ =


⎛⎛⎛⎝

D10√
τ1D11
...√

τ7D17


⎞ ; B̃2 =

[
B20

1√
τ1

B21 · · · √
τ7B27

]
;

Gτ = DT
τ Dτ ; D̃2 =

[
D20

1√
τ1

D21 · · · √
τ7D27

]
; Γτ = D̃2D̃T

2.

The original control problem is to stabilise the uncertain system via robust con-
trol. However, by introducing τ1, . . . , τk , the problem of absolutely stabilising an
uncertain system becomes equivalent to an output-feedback H∞ control problem,
the solution to which is well-known [62]. The solutions to the above Riccati equa-
tions should satisfy the following conditions to guarantee the closed-loop stability,
X > 0, Y > 0, and the spectral radius of the matrix, XY is ρ(XY) < 1.

The uncertain system (7.41)–(7.43) is required to satisfy the following assump-
tions. Let the matrices B2, C1, D1, D2, G and Γ be defined by

B2 = ⎥B20 · · · B27
⎦ ; D2 = ⎥D20 · · · D27

⎦ ;
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C1 =

⎝C10

· · ·
C17


⎞ D1 =


⎝D10

· · ·
D17


⎞ ; G =

7∑
k=0

D→
1kD1k;

and Γ =∑7
k=0 D→

2kD2k . With the above choice, the pair (A, B1) is stabilizable, G >

0, Γ > 0, the pair (A, C2) is detectable, the pair (A−B1G−1D→
1C1, (I−D1G−1D→

1)C1)

is observable, and the pair (A − B2D→
2Γ

−1C2, B2(I − D2Γ
−1D→

2)) is controllable.
The output-feedback controller is [61]:

ẋc = Acxc(t) + Bcy(t), u(t) = Ccxc(t), (7.47)

where Ac = A + B1Cc − BcC2 +
(

B̃2 − BcD̃2

)
B̃→

2X, (7.48)

Bc = (I − YX)−1
(

YC̃2 + B̃2D̃→
2

)
Γ −1

τ , (7.49)

Cc = −G−1
τ

(
B→

1X + D→
τ Cτ

)
. (7.50)

7.7.5 Controller Design Algorithm

Firstly, we carry out several simulations by applying large disturbances in order to
obtain an estimate of the operating region during LVRT transients. The controller is
designed in the following way to ensure stability in the operating range of interest:

(i) For a given equilibrium point, obtain the matrices for the system representation
(7.41)–(7.43) according to the procedure outlined in Sect. 7.7.3.

(ii) Choose an operating range (x∗p − xp) p = 1, . . . , 8;
(iii) Determine the maximum value of γk , k = 0, . . . , 7, over all values of L and M

in this range;
(iv) Design a robust controller given by (7.47)–(7.50);
(v) If the controller is feasible, go to step (vi), otherwise stop; and

(vi) Increase the range (x∗p − xp) and go to step (ii).

The process described above enables the selection of the largest range for which a
feasible controller is obtained. The equilibrium point for this system is (si0 = 0.013,
E→

dri0 = 0.2186, E→
qri0 = 0.9176, vdc0 = 1.3, vtm0 = 1) pu, i = 1, 2. For the

given power system model, we obtain the values of γk given in Table 7.6 for the

region Ω with the corner points of
[
s̄1, Ē→

dr1
, Ē→

qr1
, s̄2, Ē→

dr2
, Ē→

qr2
, , v̄dc, v̄tm

]T
and[

s1, E→
dr1

, E→
qr1

, s2, E→
dr2

, E→
qr2

, vdc, v̄tm

]T
given by the values s̄i = si0 +0.45 pu, si =

si0 −0.45 pu, Ē→
dri

= E→
dri0

+0.27 pu, E→
dri

= E→
dri0

−0.27 pu, Ē→
qri

= E→
qri0

+0.28 pu,
E→

qri
= E→

qri0
− 0.28 pu, v̄dc = vdc0 + 0.35 pu, vdc = vdc0 − 0.35 pu, v̄tm = vtm0 +
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Table 7.6 Values of
γk, k = 0, . . . , 7

γ0 γ1 γ2 γ3 γ4 γ5 γ6 γ7

0.85 0.95 0.45 0.98 0.68 0.65 0.79 0.94
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Fig. 7.30 Bode plot of open-loop system

0.45 pu, vtm = vtm0 − 0.45 pu, θ̄ = θ0 + 25◦ and θ = θ0 − 25◦, i = 1, 2. For this
problem, τ1 = 0.0005, τ2 = 0.0106, τ3 = 0.0346, τ4 = τ5 = τ6 = τ7 = 0.0045.

7.7.6 Controller Performance Evaluation

Figures 7.30 and 7.31 show the open- and closed-loop frequency responses of the test
system. It can be seen from Fig. 7.30 that there is a resonance peak in the magnitude
response in the open-loop system and also a sharp drop in the phase angle. The shown
in Fig. 7.31 has a higher damping ratio and smaller overshoot.

7.7.7 Stability During Low Voltages

The performance of the proposed controller for a 150 MVA STATCOM is evaluated
for a three-phase fault at one of the parallel lines between bus 6 and bus 7. The CCT
and CS with the proposed control are 0.18 s and 0.215 pu, respectively. To compare
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Fig. 7.31 Bode plot of closed-loop system

performances, we also determine CCT and CS with PI based STATCOM which are
0.165 s and 0.19 pu.

Figures 7.32 and 7.33 show the speeds and terminal voltages of the IG with
the PI-based and proposed controllers, respectively. The fault is applied at 1 s and
cleared at 1.18 s. From Figs. 7.32 and 7.33, it is clear that the proposed controller
can stabilise the voltage and speed of the IG with a fault clearing time of 0.18 s.
The slip of 0.195 pu at the fault clearing is greater than the CS of 0.19 pu obtained
for the PI-based controller using numerical simulations. As the slip at post-fault is
higher than the CS with the PI-based STATCOM, the speed continues to increase
and voltage gradually decreases even after the fault is cleared. As a consequence, the
system becomes unstable.

The designed controller guarantees stability if the system operating point, after
the fault is cleared, falls within the region for which the controller is designed. We can
conclude that the proposed controller performs better than the PI-based controller
and results in a higher CCT.

7.7.8 Turbine Response to a Change in Wind Speed

Initially the wind speed applied to each turbine is 8 m/s, then starting at 5 s for wind
speed is rammed to 9 m/s in 1 seconds and then returns to original value. Then, at 10 s
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Fig. 7.32 Generator speed for three-phase fault at one of lines 6–7 (Solid line designed and dashed
line PI controller)
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Fig. 7.33 Voltage at bus 4 for three-phase fault at one of lines 6–7 (Solid line designed and dashed
line PI controller)

a temporary fault is applied at wind farm 1. As the asynchronous machine operates
in generator mode, its speed is slightly above the synchronous speed (1.011 pu).

Figure 7.34 show the response of wind speed. real power output of wind gen-
erator, speed of wind generator, pitch angle output of pitch controller and reactive
power output of the designed STATCOM controller. The generator speed shown in
Fig. 7.36 increases quickly due to the increased aerodynamic torque. The electrical
power increases too, until the pitch controller reacts by modifying the pitch angle as
shown in Fig. 7.35. Over that time frame the turbine speed will have increased from
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Fig. 7.35 Real power output of wind generator

1.0028 to 1.0047 pu. Initially, the pitch angle of the turbine blades is 7.95 degree.
When the output power exceed rated power, the pitch angle shown in Fig. 7.37 is
increased from 7.95 to 12 deg in order to bring output power back to its nominal
value. The designed STATCOM controller increases the reactive power supply to
keep the voltage constant which is visible from Fig. 7.38, while the speed controller
prevents the generator speed becoming too high. It can be concluded that the pro-
posed controller performs well in the case of change of input wind speed and severe
three-phase fault.
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7.8 Decentralised STATCOM/ESS Controller

The design and implementation of a new control scheme for reactive power com-
pensation, voltage regulation, and transient stability enhancement for wind turbines
equipped with fixed-speed induction generators in large interconnected power sys-
tems is presented in this section. A systematic procedure is proposed to design
decentralised multi-variable controllers for large interconnected power systems using
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Fig. 7.38 Reactive power output of designed STATCOM controller

minimax output-feedback control design method and the controller design procedure
is formulated as an optimisation problem involving rank-constrained linear matrix
inequalities (LMIs). In this section, it is shown that STATCOM with energy storage
system (STATCOM/ESS), controlled via robust control technique, is an effective
device for improving the LVRT capability of fixed-speed wind turbines.

7.8.1 Test System and Control Task

A one-line diagram of the New England system [63] is shown in Fig. 7.39 and its
parameters are given in Appendix-XI. This system is modified by replacing the four
conventional generators at buses 31–34 by four wind farms and used as the test
system in this section. The modified system network consists of six thermal power
plants and four wind farms. The conventional generation, the wind generation and
the total load in this system are 3760.48, 2432.93 and 6150.5 MW, respectively. We
use an aggregated wind generator [60] and synchronous generator models [64] for
controller design.

Two 150 kVA 2-level VSC based STATCOM/ESS are connected to the system
at buses 32 and 34 through shunt coupling transformers at 110 kV to regulate their
respective terminal bus voltages at the point of common coupling (PCC). The most
effective locations and best feedback-signals for the STATCOM/ESS and PSSs are
found by the method of comparing the residues [65] which are the products of modal
controllability and observability gramians. The modal controllability indicates the
degree of influence of the given input to the mode in question. The modal observ-
ability is a measure of the modal information contained in a feedback signal. They
are independent and hence can be computed separately. Buses 36 and 39 are the best
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Fig. 7.39 10 machine 39 bus study system

locations for the PSSs. The selection of the STATCOM/ESSs and PSSs locations and
the best feedback signal are made by comparison of the residues at all locations.

The eigenvalue analysis of the original system (before replacing the conventional
generation by wind farms) shows that it has a dominant mode at −0.0131 ± j0.711
with a damping ratio of 0.019. The modified system has three critical modes and
their values with most significant normalized participation vectors are shown in
Table 7.7. The mode −0.062 ± j2.21 is an electromechanical mode with a damp-
ing ratio of 0.028. The other two modes, with eigenvalues of 0.018 and 0.14, are
monotonic modes associated with both the rotor electrical dynamics of IGs. These
two monotonic modes are introduced due to the replacement of synchronous gener-
ation with IGs. In this case, attention is directed to the design of robust control for
these unstable modes.

The test system considered in this case is divided into four subsystems based
on the coherent groups (generators swing together) of generating units: (i) wind
farms 1 and 3, (ii) wind farms 2 and 4, (iii) G6, G9, and G10 and (iv) G7,
G8, and G1. One STATCOM/ESS controller is a part of each subsystem 1 and
2 and PSSs are parts of subsystems 3 and 4. The PSSs are designed using the
standard process, as given in [66]. For subsystems 1 and 2, the state vector

is xi =
[
∗δmi ,∗δGi∗ωi,∗si,∗E→

dri
,∗Eqri ,∗vdci ,∗vtmi ,∗vsci

]
, i = 1, 2. For

STATCOM/ESS controllers, the control input ui = [∗mi ∗θi]T , yi = ⎥∗vti ∗vdci

⎦T ,
and for (PSSs), ui = ∗Vsi and yi = ∗δi, where Vsi is the PSS output signal and δi

is the rotor speed of the synchronous generator. In STATCOM/ESS control design,
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Table 7.7 Critical modes and participation factors

Modes Participation factors

−0.062 ± j2.21 ∗Δ6 = 1 ∗Δ1 = 0.7738 ∗Edr1 = 0.74
0.018 ∗Vdc1 = 1 ∗Edr1 = 0.52 ∗s1 = 0.49
0.14 ∗Vdc2 = 1 ∗Edr2 = 0.93 ∗s2 = 0.29

−Vsc
+

Converter

DC

DC

Inverter

DC

AC

Rc Cdc
+

Vdc−
To PCC

Xmer

kVdc∠α

Fig. 7.40 Power circuit of STATCOM/ESS

slip is the controlled variable because the sensitivity of the monotonic modes to the
slip frequency is high and a little increment of the generator speed can decrease the
damping of these modes.

For the stability analysis, the transformer and the transmission line is included
in the reduced admittance matrix. The nonlinear model of a WT used in this study
includes a static model of the aerodynamics, a two mass model of the drive train,
an actuator model and a third order model of the induction generator [67]. Also, a
single-axis third-order generator model and an IEEE-ST1A type excitation system
are used [68].

The main components of a STATCOM/ESS, as shown in Fig. 7.40, are a normal
STATCOM and a supercapacitor-based energy storage system which is comprised
of a supercapacitor and a bi-directional DC–DC buck-boost converter to control
the charge and discharge of the supercapacitor modules. The switching losses are
represented by a resistance in parallel with the DC capacitor. The aim of this module
is to store energy in the supercapacitor and then deliver it to the grid via the DC
link when required. The DC–DC converter operates in the buck mode to recharge
the supercapacitor, whereas the boost mode transfers the stored energy to the DC
link [69]. A conventional controller is used to control the buck-boost converter [69].

The STATCOM/ESS controller is depicted in Fig. 7.41. The controller converts
the commanded signals into PWM switching commands for the STATCOM/ESS to
regulate the modulation gain and firing angle. The firing angle θi mainly affects the
variation of the active power exchanged between the system and the STATCOM, and
the duty cycle ratio mi mainly regulates the magnitude of the STATCOM’s output
voltage and therefore the system voltage.
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Fig. 7.41 STATCOM/ESS control strategy

7.8.2 Problem Formulation

The reformulation proposed in this research using Cauchy remainder allows us to
represent the nonlinear large scale power system S comprising n subsystems Si of
the following form:

Si : ∗ẋi = Ai∗xi + Bi∗ui + Eiλi + Liri, (7.51)

zi = Ci∗xi + Di∗ui, (7.52)

πi = Hi∗xi + Gi∗ui, (7.53)

yi = Cyi∗xi + Dyiλi, (7.54)

where ∗xi is the state vector, ∗ui is the control input, yi is the measured output,
zi is the controlled output, λi is known as the uncertainty input, πi is known as the
uncertainty output, and ri describes the effect of other subsystems S1, . . . , Si−1, Si+1,

. . . , SN on subsystem Si. The block diagram of the uncertain system is shown in
Fig. 7.42.

The matrices in the system model (7.51)–(7.54), for the test system shown in
Fig. 7.39, are given below:

Ei = diag

(
1

2Hmi

,
1

2HGi

, 0,
1

2HGi

,
Xi − X →

i

T →
oi

,
Xi − X →

i

T →
oi

,
1

Ci
, Tmi , 0

)
, (7.55)
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Fig. 7.42 Block diagram of the uncertain system

Ai = ρfi
ρxi

∣∣∣ xi=xi0
ui=ui0

, Bi = ρfi
ρui

∣∣∣ xi=xi0
ui=ui0

, Hi = √Γi


⎛⎛⎝

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0


⎞ , (7.56)

Li = diag

(
Ei, 0,

1

2Hi

,
Xdi − X →

di

T →
doi

)
, Gi =


⎛⎛⎝

1 1
1 1
1 1
1 1


⎞ . (7.57)

and λi = α̃iH̃i∗xi + ψ̃iG̃i∗ui, Ni∗xj = Liri, where ri =∑n
j=1
j �=i

�̃iπj.

The value of Γi is chosen such that

‖αi‖2 ≤ 1, and ‖�i‖2 ≤ 1. (7.58)

The reformulation satisfies the norm bound constraints [70]

‖λi‖2 ≤‖πi‖2, and ‖ri‖2 ≤
∑
j �=i

‖πj‖2. (7.59)

For this controller design, we consider

Ci = [0, 0, 0, 1, 0, 0, 0, 0, 0]T , Di = 10−4 [1, 1]T , (7.60)

Cyi = [0, 0, 0, 0, 0, 0, 0, 1, 0; 0, 0, 0, 0, 0, 0, 0, 0, 1]T , (7.61)

Dyi = 10−4 [0, 0, 0, 1, 1, 1, 1, 0, 0; 0, 0, 0, 1, 1, 1, 1, 0, 0]T . (7.62)
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7.8.3 Decentralized Controller Design Using
Rank-Constrained LMIs

In this section, a decentralized minimax output-feedback control has been designed
using LMIs [70, 71]. The robust control design methodology developed in [70] makes
use of integral quadratic constraints (IQC) to characterise the magnitude of uncertain
perturbations and interconnection between subsystems,

E

tl∫
0

(
‖πi(t)‖2 − ‖λi(t)‖2

)
dt > −xT

i0Mixi0, (7.63)

E

tl∫
0


 N∑

n=1,n �=i

‖πn(t)‖2 − ‖ri(t)‖2


 dt > −xT

i0M̄ixi0, (7.64)

where i = 1, 2, . . . , N , N is the number of subsystems, Mi = MT
i > 0, M̄i = M̄T

i >

0, {tl}∞l=1, tl ∞ +∞, is a sequence of time instants and E is the expectation operator.
It is immediate that the constraints (7.59) can be rewritten in the form of (7.63) and
(7.64) with arbitrarily chosen small xT

i0Mixi0 and xT
i0M̄ixi0.

This minimax linear quadratic technique minimises the following performance
cost over all permissible integral quadratic constraints (IQCs):

Jwc(u) �
∞∫

0

N∑
i=1

‖zi(t)‖2dt. (7.65)

In this design, we consider the norm bounded constraints, as in (7.59), instead of
the more general IQCs. This means that the designed controllers are suboptimal
for norm-bounded constraints. The control algorithm is to find the infimum of the
following function over the set T :

J(τ, Φ) =
N∑

i=1

xT
i0

⎥
Xi + τiMi + ΦiM̄i

⎦
xi0, (7.66)

where T = {{τi Φi} ∈ R2N , τi > 0, Φi > 0}, Mi > 0 and M̄i > 0 are two sets of
symmetrical matrices, and matrices Xi and Yi are the solutions to the following pair
of coupled generalized algebraic Riccati equations and algebraic Riccati inequali-
ties [70]:

AT
i Xi + XiAi + C̄T

iC̄i − Xi

[
BiR

−1
i BT

i − B̄2i B̄
T
2i

]
Xi = 0, (7.67)

AT
i Yi + YiAi + YiB̄2i B̄

T
2i

Yi −
[
CT

yi
W−1

i Cyi − C̄T
i C̄i

]
< 0, (7.68)
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where Ri = D̄T
i D̄i, Wi = D̄yi D̄

T
yi

, Φ̄i =∑N
n=1,n �=i Φn,

C̄i =
[

Ci

(τi + Φ̄i)
1/2Hi

]
, D̄i =

[
Di

(τi + Φ̄i)
1/2Gi

]
,

B̄2i =
[
τ

−1/2
i Ei Φ

−1/2
i Li

]
, D̄yi =

[
τ

−1/2
i Dyi 0

]
. (7.69)

The controller u∗
i with the τ ∗, Φ∗ is given by [70]:

ẋci = {Ai −
[
BiR

−1BT
i − B̄2i B̄

T
2i

]
Xi}xci

+ [Yi − Xi]
−1 CT

yi
W−1

i

⎥
yi − Cyi xci

⎦
, (7.70)

u∗
i = −R−1

i BT
i Xixci . (7.71)

The solutions are required to satisfy the following conditions: τi > 0, Φi > 0, Xi ◦ 0,
Yi ◦ 0 and Yi > Xi.

The controller u∗ guarantees the following minimax property

Jwc(u
∗) ≤ J(τ ∗, Φ∗) = inf

T
J(τ, Φ) (7.72)

The suboptimal control design used in this case involves solving the optimisation
problem given on the right-hand side of (7.72). Generally, it is difficult to provide
a systematic way to perform such optimisation. In this case, the idea is to replace
the problem infτ J(τ, Φ) with an equivalent optimisation problem involving rank-
constrained LMIs [72]. From (7.68), we get

AT
i Xi + XiAi + C̄T

iC̄i − Xi

[
BiR

−1
i BT

i − B̄2i B̄
T
2i

]
Xi < 0, (7.73)

and, by multiplying the left and right sides of (7.73) with X̃i = X−1
i , we get

X̃iA
T
i + AiX̃i + X̃iC̄T

iC̄iX̃i −
[
BiR

−1
i BT

i − B̄2i B̄
T
2i

]
< 0. (7.74)

Introducing matrices, Fi of appropriate dimensions, without changing the feasibility
of (7.74), we add a quadratic term of Fi to the left-hand side of (7.74) as:

X̃iA
T
i + AiX̃i + X̃iC̄T

iC̄iX̃i −
[
BiR

−1
i BT

i − B̄2i B̄
T
2i

]
+
[
FT

i + BiR
−1
]

Ri

[
FT

i + BiR
−1
i

]T
< 0, (7.75)

which is equivalent to

X̃iA
T
i + AiX̃i + X̃iC̄T

iC̄iX̃i + B̄2i B̄
T
2i
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+ FT
i RiFi + BiFi + FT

i BT
i < 0. (7.76)

Using (7.69), the terms of (7.76) can be represented as:

B̄2i B̄
T
2i

= τ−1
i EiE

T
i + Φ−1

i LiL
T
i ,

X̃iC̄T
iC̄iX̃i = X̃i

[
CT

i Ci + (τi + Φ̄i)H
T
i Hi

]
X̃i,

FT
i RiFi = FT

i

[
DT

i Di + (τi + Φ̄i)G
T
i Gi

]
Fi. (7.77)

Let τ̃i = τ−1
i , Φ̃i = Φ−1

i . By combining (7.76), (7.77) and applying the Schur
complement, we obtain the following LMIs with the variables X̃i, Fi, Φ̃i, τ̃i:

⎛⎛⎝
Ni XiCT

i FT
i DT

i Qi

Θ −I 0 0
Θ Θ −I 0
Θ Θ Θ −ηi


⎞ < 0, (7.78)

where

Ni = X̃iA
T
i + AiX̃i + τ̃iEiE

T
i + Φ̃iLiL

T
i + BiFi + FT

i BT
i

Qi =
[
FT

i GT
i + X̃iH

T
i , . . . , FT

i GT
i + X̃iH

T
i

]
(N entries)

ηi = diag
[
τ̃iI, Φ̃1I, . . . , Φ̃i−1I, Φ̃i+1I, Φ̃N I

]
. (7.79)

Similarly, by substituting (7.69) into (7.67) and applying the Schur complement,
we obtain the LMIs with the variables Ỹi, Fi, Φi, τi:

⎝Mi YiEi YiLi

Θ −τiI 0
Θ Θ −ΦiI


⎞ < 0, (7.80)

where

Mi = AT
i Yi + YiAi − τiC

T
yi

[
DyiD

T
yi

]−1
Cyi + CT

i Ci + (τi + Φ̄i)H
T
i Hi.

The coupling condition Yi > Xi > 0 is equivalent to

[
X̃i I
I Yi

]
> 0. (7.81)

Now, we consider the performance of the upper bound on the right-hand side
of (7.72). It should be noted that minimising J(τ, Φ) is equivalent to minimising
(λ1 + λ2 + · · · + λn) subject to:
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λi > xT
i0

⎥
Xi + τiMi + ΦiM̄i

⎦
xi0. (7.82)

Using the Schur complement again, (7.82) is equivalent to the following LMIs:


⎛⎛⎝

λi � xT
i0M1/2

i xT
i0M̃1/2

i
Θ X̃i 0 0
Θ Θ τ̃iI 0
Θ Θ Θ Φ̃iI


⎞ < 0, (7.83)

here � =
[
ψ

1/2
1 xT

i0, . . . , ψ
1/2
k xT

i0

]
. Also, the conditions τ̃i > 0, τi > 0, τ̃iτi = 1,

Φ̃i > 0, Φi > 0, Φ̃iΦi = 1 are equivalent to the rank-constrained LMIs:

[
τ̃i I
I τi

]
◦ 0, rank

[
τ̃i I
I τi

]
≤ 1, (7.84)[

Φ̃i I
I Φi

]
◦ 0, rank

[
Φ̃i I
I Φi

]
≤ 1. (7.85)

We now consider the following linear cost optimisation problem in the variables
λi, X̃i, Yi, Fi, Φ̃i, τ̃i and τi, Φi [72]:

J∗
LMI � inf(λ1 + · · · + λn), (7.86)

subject to (7.78), (7.80), (7.81), (7.83), (7.84) and (7.85).
Note that this problem is a problem of minimising a linear cost subject to rank

constrained LMIs. The numerical problem is solved by using the rank constrained
LMI solver LMIRank [73].

7.8.4 Controller Design Algorithm

The controller, in this section, is designed for severe faults so it can, in principle, also
ensure stability against other disturbances. From simulations we estimated the oper-

ating region Ω formed by corner points
[
s̄i, Ē→

dri
, Ē→

qri
, δ̄mi , δ̄Gi , ω̄i, v̄dci , v̄tmi , v̄sci

]T

and
[
si, E→

dri
, E→

qri
, δmi

, δGi
, ω

i
, vdci

, vtmi
, vsci

]T
centred at equilibrium point for

severe faults with the values s̄i − si = 2 × 0.225 pu, Ē→
dri

− E→
dri

= 2 × 0.242 pu,

Ē→
qri

− E→
qri

= 2 × 0.225 pu, δ̄mi − δmi
= 2 × 0.395 pu, δ̄Gi − δGi

= 2 × 0.337 pu,
ω̄i − ω

i
= 2 × 25◦, v̄dci − vdci

= 2 × 0.334 pu, v̄tmi − vtmi
= 2 × 0.235 pu,

v̄sci − vsci
= 2 × 0.248 pu, m̄i − mi = 2 × 0.328 and θ̄i − θi = 2 × 28◦, i = 1, 2.

The design process is described in the following steps:



206 7 Control for Fault Ride-Through Capability Augmentation

(i) From simulations, select coherent groups of generating units and represent
them by equivalent models.

(ii) Perform modal analysis and determine the critical modes. Analyse the partici-
pation vectors for the critical modes and identify the states related to them.

(iii) From the simulations of the faulted system (undergoing a large perturbation
during the LVRT transient), obtain the range in variations of all state variables
and form a volume, Ω , with corner points given by (x0p − xfp) and (x0p + xfp),
p = 1, . . . , 7, where 2xfp is the largest variation in the pth state variable about
its equilibrium value, x0p .

(iv) Obtain Γ ∗
i = maxx∗p

i ∈Ωi

{
Γi : ||αi||2 < 1 |, |ψi||2 < 1

}
, as given in (7.58); the

process to obtain Γ ∗
i involves obtaining the maximum value of ||αi|| and ||�i||

over the operating range of interest.
(v) Check if there exists a feasible controller with Γi = Γ ∗

i , i.e., scalars τi and Φi

exist such that there is a feasible solution to LMIs, as described in Sect. 8.5.
(vi) Compare the control region with the operating region required to provide the

LVRT capability.
(vii) If we obtain a feasible controller in the above step, increase the range of the

operating region if step (vi) is not satisfied or, if we have arrived at the largest
possible range then perform an optimal search over the scalar parameters τi

and Φi, to get the infimum in (7.86). If there is no feasible solution with the
chosen Γi = Γ ∗

i , reduce the range and go to step (iv).

For the given system, we are able to obtain feasible controllers with values of
Γ1 = 0.968 and Γ2 = 0.976. The controller is stabilising for all variation of states

in the polytope region Ω formed by corner points
[
s̄i, Ē→

dri
, Ē→

qri
, δ̄mi , δ̄Gi , ω̄i, v̄dci ,

v̄tmi , v̄sci

]T
and

[
si, E→

dri
, E→

qri
, δmi

, δGi
, ω

i
, vdci

, vtmi
, vsci

]T
with the following

values:
s̄i = si0 + 0.243 pu , si = si0 − 0.243 pu, Ē→

dri
= E→

dri0
+ 0.347 pu, Ē→

dri
= E→

dri0
−

0.347 pu, Ē→
qri

= E→
qri0

+ 0.315 pu, E→
qri

= E→
qri0

− 0.315 pu, δ̄mi = δmi0 + 0.428 pu,
δmi

= δmi0 − 0.428 pu, δ̄Gi = δGi0 + 0.437 pu, δGi
= δGi0 − 0.437 pu, ω̄i =

ωi0 + 36◦, ω̄i = ωi0 − 36◦, v̄dci = vdci0 + 0.365 pu, vdci
= vdci0 − 0.365 pu, v̄tmi =

vtmi0 + 0.269 pu, vtmi
= vtmi0 − 0.269 pu, v̄sci = vsci0 + 0.275pu, m̄i = mi0 − 0.467,

θ̄i = θi0 + 23◦ and θi = θi0 − 23◦, i = 1, 2. This range of the variation of the state
variables is larger than the range for several large disturbances as noted earlier in this
subsection. The above bound for α(π ) is obtained at a point interior to the region,
i.e., s∗

i = 0.185 pu, E
→∗
dri

= 0.85 pu, E
→∗
qri

= 0.825 pu, δ∗
mi

= 1.45 pu, δ∗
Gi

=
1.42 pu, ω ∗

i = 25.5◦, v∗
dci

= 0.86 pu, v∗
sci

= 0.845 pu, m∗
i = 0.425 pu and θ∗

i =
22.5◦, i = 1, 2. Although the designed controller is not globally stabilising but we
know that it is stabilising over a large operating region which covers most faulted
system operation.

From the Bode plot of the designed ninth-order controller for subsystem 1,
shown in Fig. 7.43, it can be seen that the controller has a feasible low frequency
gain and suitable cut-off frequency. Bode plots for other controllers have similar
characteristics.

http://dx.doi.org/10.1007/978-981-287-116-9_8
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Fig. 7.43 STATCOM/ESS controller for subsystem 1—Bode plot of transfer function of modula-
tion index versus terminal voltage

7.8.5 Controller Performance Evaluation

The FRT capability of a wind generator is expressed in this book as voltage and
transient stability margins. The voltage stability margin is defined as the difference
between the operating voltage and the critical voltage (Vcr). The transient stability
margin is given as the difference between the speed after a specified fault duration
and the critical speed (CS) of the generator. The critical speed is given by the inter-
section between the torque-speed curve for the specified system and the mechanical
torque [54]. The critical voltage can be obtained from the P–V curves [55]. The
stability analysis of a power system may consider the determination of its critical
clearing time (CCT), for a given fault, in order to find the maximum value of the CCT
for which the system is still stable. In this research, the CCT is first estimated by
using the following equations and then exact value is determined from simulations
in which it is obtained by increasing the fault time interval until the system loses its
stability [74].

tc = 1

Tm
2Hm(sc − s0), (7.87)

where sc is the CS of a generator.
In this book, the controllers is designed using Matlab and then simulations has

been carried out with the nonlinear dynamic models. The performance of the designed
controller is tested for the following cases:
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Table 7.8 Performance comparison: (a) proposed controller; and (b) PI-based STATCOM/ESS

STATCOM/ESS (a) Proposed Controller (b) PI Control
(MVA)

150 MVA/95F CS (pu) CCT (s) Vcr (pu) CS (pu)(s) CCT (s) Vcr (pu)
150 MVA/95F 1.35 0.165 0.605 1.315 0.140 0.625
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Fig. 7.44 Speed response for three-phase fault at bus 11 (Solid line designed and dashed line
PI-based STATCOM/ESS controller)

7.8.6 Enhancement of Voltage and Transient Stability Margins

A simulation study is performed to emulate the system in Fig. 7.39 with the purpose
of evaluating the transient and voltage stability limits achievable with the proposed
and PI-based STATCOM/ESS controller. The CCT and CS, as shown in Table 8.1,
for a three-phase fault with 150 MVA STATCOMs and 95 F, 19 kJ supercapacitors
are 0.165 s and 1.35 pu with the designed controller, compared with 0.140 s and
1.315 pu with a properly tuned PI controller [69]. In this case, the gain of the tuned
(trial and error method) PI controller is obtained as KP = 0.28 and KI = 20.45. It can
be concluded that an appropriate combination of active and reactive power control
by STATCOM/ESS is an effective way of improving the stability and enhancing the
fault ride-through capability of the relevant induction-generator-based wind turbines.

In order to evaluate the performance of the designed controller, in the face of
system nonlinearity and operating conditions, detailed simulations are performed
for a symmetrical three-phase fault at bus 11 which is subsequently cleared after
150 ms. Figures 7.44 and 7.45 show the speeds response and terminal voltages,
respectively, of the wind farm WF1 with the conventional PI controller and the
proposed STATCOM/ESS controller.

http://dx.doi.org/10.1007/978-981-287-116-9_8
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Fig. 7.45 Terminal Voltage for three-phase fault at bus 11 (Solid line designed and dashed line
PI-based STATCOM/ESS controller)

During the fault, the wind generator accelerates, since it is no longer able to
generate enough electromagnetic torque to balance the mechanical torque coming
from the wind which is obviously unaffected by the grid fault. When the fault is
cleared, the generator speed with the proposed control is about 1.15 pu whereas that
with the PI control is 1.6 pu. The reclosing time, speed and voltage using the PI
controller is greater that the corresponding CCT, CS and critical voltage. With the PI
controller it can be seen that the terminal voltage cannot be restored and the induction
generator continues to accelerate until the system loses stability.

The robust response of the proposed robust STATCOM/ESS control during a
significant voltage sag allows the voltage at the PCC to be kept limited, thus result-
ing in system stability. The applied control efforts for the designed WF1 STAT-
COM controller, for the three-phase fault, are shown in Figs. 7.46 and 7.47. It
also avoids a large increase in turbine speed, thereby reducing the likelihood of
the turbine exceeding the critical speed and thus increasing the fault ride-through
capability.

7.8.7 Real and Reactive Power Output During Low Voltages

In this case, a severe condition for voltage recovery analysis is considered in which
the line between the buses 7 and 8 in Fig. 7.39 is opened. Figure 7.48 illustrates the
real power output due to the outage of the line 7–8 for 150 ms from which it can
be seen that during faulted period the wind farm WF2, using the proposed control,
supplies 82 % of its rated power, but with the PI control, it is 72 %.
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Fig. 7.46 Control effort (m) for three-phase fault at bus 11 with designed controller
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Fig. 7.47 Control effort (θ) for three-phase fault at bus 11 with designed controller

Figure 7.49 shows the reactive power absorbed by the wind farm WF2 and the
reactive power output of the designed STATCOM/ESS controller at bus 32. It can be
seen that the reactive power output of the controller exactly matches the requirement
of the wind farm WF2. From Fig. 7.48, it can be seen that the PI controller causes
oscillatory behaviours at the post fault. The designed controller provides improved
performance in terms of oscillations, settling time and damping.
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Fig. 7.48 Real power output for temporary outage of line 7–8 (Solid line designed and dashed line
PI-based STATCOM/ESS controller)
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Fig. 7.49 Reactive power output for temporary outage of line 7–8 (Solid line reactive power absorp-
tion by WF2 and dashed line reactive power supply by designed STATCOM/ESS controller)

7.8.8 Comparisons with Standard LVRT Requirements

Interconnection standards vary from country to country and among individual
provinces or states, depending on local grid characteristics and utility specific require-
ments. Regarding the LVRT, Federal Energy Regulatory Commission requires wind
farms to remain in service during any three-phase fault resulting in transmission volt-
age as low as zero volts, as measured at the high-voltage PCC to the grid, and that
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Fig. 7.50 Terminal voltage with zero-voltage for 300 ms

−0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

E’dr1

E
’q

r1

0.65 0.7 0.75 0.8 0.85 0.9
0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

vdc (pu)

vt
m

 (
pu

)

(a) (b)

Fig. 7.51 Operating and control region (Ω) (Solid line control region (Ω) and dashed line operating
region during LVRT transient). a D-axis versus q-axis transient emf. b Capacitor voltage versus
terminal voltage

is normally cleared without separating the wind farm from the transmission system.
Typical FRT requirements demand that a wind farm remains connected to the grid
for voltage levels as low as 5 % of the nominal voltage (for up to 300 ms) [53].

Figure 7.50 shows the terminal voltage of the wind farm WF2 with the the proposed
STATCOM/ESS controller with zero voltage for the duration of 300 ms from which
it is clear that the proposed control can meet the standard requirement of the LVRT
capability. The reason of providing stability during the LVRT transient is more visible
from Fig. 7.51a, b from which it is clear that control region provided by the designed
controller is greater that the area required for the LVRT. The same is true for other
state variables.
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Fig. 7.52 PCC voltage (WF1) with 10 % increase in load
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Fig. 7.53 Real power output (WF1) with 10 % increase in load

7.8.9 Performance Under Different Operating Conditions

Although the controller is designed for rated operating conditions, the designed
controller performs well in different loading conditions. This is due to the wide
operating regions of the controller which is obtained by using the control algorithm
proposed in this research. Figures 7.52 and 7.53 show the PCC voltage and real power
output due to the 10 % increase in load from which it is clear that the controller
stabilises the system at different equilibrium point.
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Fig. 7.54 Voltage response for three-phase fault at line 16–17 (Solid line designed STATCOM/ESS
controllers and dashed line STATCOM without ESS controllers)

0 2 4 6 8 10
0

1

2

3

4

5

6

7

8

9

Time (s)

R
ea

l p
ow

er
 (

M
W

 X
 1

00
)

Fig. 7.55 Real power output for three-phase fault at line 16–17 (Solid line designed STATCOM/ESS
controllers and dashed line STATCOM without ESS controllers)

7.8.10 Impact of Adding Supercapacitors

To test the effects of adding supercapacitor, a simulation is performed with
(i)STATCOM/ESS, and (ii) STATCOM only. A three phase fault is applied at middle
of the line 16–17 at 1 s and the fault is cleared after 140 ms by opening the line
16–17. This line is again restored after 150 ms.

Figures 7.54 and 7.55 show the voltage and real power output of WF2 from which,
it is clear that although the addition of supercapacitor does not produce significant
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difference in terminal voltage response, however, it damps the oscillation in output
power quickly. The active power is controlled using energy storage type supercapac-
itor and this is effective to enhance the transient stability of the rest of the system.

7.9 Chapter Summary

This chapter presents the effects of increases in wind generation and STATCOM
ratings on the FRT capability of a wind farm. It is observed that the critical speed
and voltage, as well as the FRT capability, decrease with the integration of FSIGs.
On the other hand, a system with a higher-rating STATCOM can have a longer
FRT capability. The simulation results illustrate that a fast pitching control strategy
activated by power system disturbances can lead to significant improvements in
the dynamic stability of the wind turbine and the voltage stability of the connecting
network. By reducing the wind turbine mechanical input torque by pitching to reduce
the available wind power throughout the duration of the fault the wind turbine is
protected against over-speed and remains stable and connected to the power system.

Four different control schemes have been developed to control the STATCOM.
Simulation studies have shown that the STATCOM significantly reduces the voltage
fluctuations caused by wind speed variations and enhances the fault ride-through
capability of the WTGS. The STATCOM/ESS exhibits increased flexibility over
the traditional STATCOM with improved damping capabilities due to the additional
degree of control freedom provided by the active power capabilities.
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Chapter 8
LVRT Capability of DFIGs in Interconnected
Power Systems

Abstract This chapter presents a new control scheme for the enhancement of
the low-voltage ride-through (LVRT) capability of doubly-fed induction generators
(DFIGs). LVRT capability is provided by extending the range of operation of the
controlled system to include typical post-fault conditions. Simultaneous controllers
are designed for both converters using a linear quadratic (LQ) decentralized control
strategy. The nonlinear behavior of power systems is represented in this paper by an
uncertain term derived from the Cauchy remainder of the Taylor series expansion.
A genetic algorithm is used to calculate the bound on the uncertainty and the robust
controller resulting from this design provides acceptable performances to enhance
voltage and transient stability margins and thereby to limit the oscillations, peak
value of rotor current and DC-link voltage fluctuations which are needed to oper-
ate a wind farm during severe faults. The performance of the designed controller is
demonstrated by large disturbance simulations on a test system.

8.1 Introduction

In the past, most wind farms were disconnected whenever there was a fault at the point
of common coupling (PCC) or in the vicinity of the wind farm [1]. However, with
the improvement in technology and the introduction of DFIG units, wind farms are
no longer required to be disconnected as they have an inherent capability to control
the active and reactive power. This capability can be utilized in designing a robust
control to meet the current grid code requirements. In the grid code requirements,
LVRT is one of the important and pertinent issues with wind farms based on DFIG
units [2]. The stator of a DFIG is connected through a transformer and the rotor
through a back to back power converter to the grid.

Due to partial-scale power converters, wind turbines based on DFIGs are very
sensitive to grid disturbances, especially voltage dips during grid faults [3–5]. Faults
in a power system, even far away from the location of a wind turbine, can cause a
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voltage dip at the connection point of the generator. Such an abrupt drop in voltage
will cause over-current in the rotor windings and over-voltage in the DC buses of
the power converters. Typically, a rotor’s current limit is 2 pu and the DC-link voltage
limit is 1.2 times its nominal value (1 pu) [6, 7]. In addition, a voltage dip will cause
over-speeding of the wind turbine which will threaten its safe operation. The existing
LVRT strategies can be divided into two main types: active control strategies and
passive schemes which incorporate additional hardware protection devices.

Several LVRT control schemes that involve hardware modifications [8], such as
the crowbar approach [9, 10], virtual resistance strategy [11], dynamic braking resis-
tance [12] and DFIG converter control, have been proposed in the literature. Some
of the active control strategies for LVRT are: an indirect matrix converter control
scheme for the voltage source converter (VSC) to enhance the dynamic stability
of DFIGs in [13]; a coordinated control approach for fulfilling the requirements of
a LVRT capability in DFIG-based wind turbines in [6, 14]; a robust control tech-
nique in [15]; current sensing control [16]; advanced control approach [17], internal
model control [18] and predictive control approach for improving system stability
in [19–21]. However, these approaches do not consider the inherent nonlinearity of
power systems and interactions among wind farms. As the main difficulty of DFIG
converter control during a large disturbance is the system’s nonlinear behavior, it is
essential that both this and its interconnection effects are considered in the design
of the controllers for multi-machine power systems. Also, it is necessary to quantify
the operating region around the equilibrium point for which the system maintains
closed-loop stability.

In order to improve the LVRT capacity of DFIGs, nonlinear control strategies
have also been used [22, 23]. Rather than using a linearised model, as is common in
the design of a converter control design, nonlinear models, with nonlinear feedback
linearisation techniques, are used; this has the advantage that they are not dependent
on the operating conditions as are linearised models. Although nonlinear controllers
can significantly improve a power system’s transient stability, they usually have more
complicated structures and are harder to implement in practice. Linear controllers
are preferred as they are easy to design and implement.

Linear controllers have a limited range of operation which normally does not
include post-fault voltage conditions, and the difficulty of providing a LVRT capa-
bility is due to the nonlinearities in the power system model [24, 25]. During faults,
and in post-fault operation, a system’s state can be significantly far from the desired
equilibrium point. In most situations, a post-fault uncontrolled system has an unsta-
ble post-fault trajectory. A solution to the LVRT problem is to design globally sta-
bilizing controllers [26]. However, they often require a full-state feedback and are
not sufficiently robust to handle modeling uncertainties. The next option is to use a
linear controller which is robust to changes in the linear model with varying operating
conditions—a necessary outcome of the underlying nonlinear model.

As mentioned above, robust controllers exist for power systems but few have
been able to systematically provide robustness against large deviations required for
LVRT. In this chapter, we present a method which can be used to design a linear con-
troller which is sufficiently robust to accommodate post-fault low-voltage conditions.
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The design of a robust decentralized controller has been presented, which enhances
dynamic voltage and transient stability where instability is caused by severe system
faults. The extended robustness in the proposed method is provided by the exact
linearisation of the nonlinear model using the mean value and Cauchy remainder.

The organization of this chapter is as follows: Sect. 8.2 provides the mathematical
modeling of the power system devices under consideration; the test system and
control objectives are presented in Sect. 8.3; Sect. 8.4 describes the linearisation
technique and the process for obtaining the bounds on the nonlinear terms; Sect. 8.5
discusses the decentralized LQ output-feedback controller design procedure using
a rank-constrained LMI technique; Sect. 8.6 presents the control design algorithm;
and, in Sect. 8.7, the performance of the controller is demonstrated through a series
of simulation results. Concluding remarks are given in Sect. 8.8.

8.2 Power System Model

Dynamic models of the devices used in this chapter are presented in this section.
A single-axis third order synchronous generator model and an IEEE-ST1A type
excitation system are used in this chapter [27]. The nonlinear model of the wind
turbines, made up of the various block shown in Fig. 8.1, is based on a static model
of the aerodynamics, a two mass model of the drive train, a third order model of the
generator, the grid side converter (GSC) with DC-link capacitor, the pitch controller
and the rotor side converter (RSC).

The aerodynamic torque applied to the rotor for the ith turbine by the effective
wind speed passing through the rotor is given as [28]:

Taei = δi

2ωmi

Awti cpi (ψi , θi )V 3
wi

, (8.1)

where i = 1, . . . , n, and n is the number of wind turbines and ψi = ωmi Ri

Vwi
.

The drive train attached to the wind turbine converts the aerodynamic torque Taei

on the rotor into the torque on the low speed shaft, which is scaled down through
the gearbox to the torque on the high-speed shaft. A two-mass drive train model of
a wind turbine generator system (WTGS) is used in this chapter as the drive train
modeling can satisfactorily reproduce the dynamic characteristics of the WTGS. The
dynamic of the ith shaft is represented as [28]:

ω̇mi = 1

2Hmi

[
Taei − Ksi Δi − Dmi ωmi

⎡
, (8.2)

ω̇Gi = 1

2HGi

[
Ksi Δi − Tei − DGi ωGi

⎡
, (8.3)

Δ̇i = 2ε f (ωmi − 1

Ngi

ωGi ). (8.4)
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Fig. 8.1 Block diagram of DFIG wind turbine system

The transient model of a DFIG is described by the following equations [29]:

ṡi = 1

2HGi

[
Tei − Tmi

⎡
, (8.5)

Ė ′
qri

= − 1

T ′
oi

⎢
E ′

qri
− (Xi − X ′

i )idsi

⎣
− siωs E ′

dri
− ωsv′

dri
, (8.6)

Ė ′
dri

= − 1

T ′
oi

[
E ′

dri
+ (Xi − X ′

i )iqsi

⎡ + siωs E ′
qri

+ ωsv′
qri

, (8.7)

vdsi = Rsi idsi − X ′
i iqsi + E ′

dri
, (8.8)

vqsi = Rsi idsi + X ′
i iqsi + E ′

qri
, (8.9)

vti =
⎤

v2
dsi

+ v2
qsi

, (8.10)

where

X ′
i = Xsi + Xmi Xri /(Xmi + Xri ), (8.11)

Xi = Xsi + Xmi , (8.12)

T ′
oi

= (Lri + Lmi )/Rri , (8.13)

Tei = Edri idsi + Eqri iqsi , (8.14)

v′
dri

= vdri Xmi

(Xmi + Xri )
, (8.15)

v′
qri

= vqri Xmi

(Xmi + Xri )
. (8.16)
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The DC-link dynamics is given by:

Ci vdci v̇dci = − v2
dci

Rlossi

− Pri (t) − Pgi (t) (8.17)

where resistor Rlossi represents the total conducting and switching losses of the con-
verter. Also, Pri (t) is the instantaneous input rotor power, and Pgi (t) is the instanta-
neous output power of the GSC which are given by:

Pri = vrdi irdi + vrqi irqi , (8.18)

Pgi = vgdi igdi + vgqi igqi . (8.19)

Using this model of DFIG a control strategy is proposed in the next section for a
large interconnected test system.

8.3 Test System and Control Task

A one-line diagram of the New England system [30] is shown in Fig. 8.2. To test
the performance of the proposed LVRT controllers, this New England is modified
by connecting four wind farms–each rated at 50 MW, at buses 7, 11, 23 and 27.
Each wind turbine supplies 2 MW power at rated condition and each wind farm has
twenty five turbines. The modified system network consists of ten thermal power
plants and four wind farms. The conventional generation, wind generation, and the
total load in this system are 5993.41 MW, 200 MW and 6150.5 MW, respectively. The
parameters of the wind turbine are given in [7]. Aggregated wind generator [31] and
synchronous generator models [32] are used in this research for designing controllers.
One decentralised controller is designed for each wind farm.

Interconnection standards vary from country to country and among individ-
ual provinces or states, depending on local grid characteristics and utility specific
requirements. In this book the standard, jointly recommend by the North American
Electric Reliability Council (NAERC) and the American Wind Energy Association
(AWEA) [33] as shown in Fig. 8.3, is used. This standard demands that if the volt-
age remains at a level greater than 15 % of the nominal voltage for a period that
does not exceed 0.625 seconds, the plant must stay online. Ireland also follows a
similar standard [34]. Although this standard is followed in this research work, the
designed controller fulfils the some other grid codes and zero voltage ride-through
requirements as well.

The function of the RSC control is to limit the rotor fault current and to increase the
damping of the stator flux, and consequently, to enhance the ride-through capability.
In normal conditions, the rotor current limiter (RCL) which is also known as crowbar
protection, shown in Fig. 8.4, is inactive. Once a voltage dip is detected, the crowbar
is activated, the rotor-side converter operates to control active and reactive power.
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Fig. 8.2 Single line diagram of the test system

Fig. 8.3 Voltage limit criteria according to grid-code

Once the fault is cleared, the crowbar remains in service for another 150 ms to limit
the DFIG transients generated due to voltage increase at the time of clearing the
fault [6]. However, in this research the performance of the designed controller are
verified without firing the crowbar as the use of a crowbar is not permitted for all
grids.

The GSC and RSC control strategies are shown in Fig. 8.5. The main objective
of the GSC control is to keep the DC voltage constant. The RSC requires a constant
DC voltage to operate which is supplied by the GSC. GSC supplies the real power
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Fig. 8.4 Schematic diagram of a DFIG

Fig. 8.5 Structure of the converter controller

demand of the RSC through the DC link. As GSC operates to maintain a relatively
constant voltage RSC will receive almost constant power supply. RSC also controls
real and reactive power flow between the grid and the GSC. The q-axis current is
used to control the DC voltage and d-axis current regulates the reactive power or
terminal voltage. The currents idgi and iqgi are obtained from →vdci and →vti by PI
controllers as shown in Fig. 8.5. Always the priority is to control the active power,
so the Checker block checks the available capacity for idgi with respect to iqgi while
the rating of GSC is 25 % of the DFIG. The RSC controller controls the active and
reactive power with iqri and idri . As during the voltage dip it is difficult to keep
the DC-link voltage constant, the LVRT control can be provided by limiting the
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Fig. 8.6 Determination of active power set point

DC-voltage fluctuation. Since the DC link dynamics are nonlinear, the conventional
linear control cannot properly limit the DC voltage under severe voltage dips. In the
proposed ride-through approach, the DFIG contributes to grid stability enhancement
by controlling both active and reactive power taking into account the nonlinearity of
DFIGs.

The reference signals for the DC and terminal voltage, vdcre fi and vtre fi are set to a
constant value (1 pu), independent of the wind turbine operation mode. In fact, those
values are firmly dependent on the size of the converter, the stator-rotor voltage ratio
and the modulation factor of the power converter. The reference set point Qgre fi

for the RSC can be set to either zero or a value depending on whether or not the
DFIG is required to contribute reactive power. In this chapter, the performance of the
controller is tested for both zero and nonzero values of reactive power contribution.
During normal operation the active power set point Pgre fi is defined by maximum
power point tracking (MPPT) control as shown in Fig. 8.6. However, during faulted
condition, it is determined by the damping controller which damps out the torsional
oscillations excited in the drive train.

Proper placement and selection of feedback signals and controllers allows control
objectives to be met much more easily. The most effective locations and best feedback
signals for the controllers are found by the method of comparing the residues, which
are the products of modal controllability and observability gramians [35]. The modal
controllability indicates the degree of influence of the given input to the mode in
question. The modal observability is a measure of the modal information contained
in a feedback signal. They are independent and hence can be computed separately.
The selection of the controller locations are made by comparison of the residues at all
locations. The best input and output signals are those which give the largest residue
for a given mode.

The test system is divided into six subsystems based on the coherent groups of
generating units: (1) wind farms 1, (2) wind farm 2, (3) wind farm 3, (4) wind
farm 4, (5) G2–G7, and (6) G1, G8–G10. A converter controller is a part of sub-
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systems 1–4, and PSSs are parts of subsystems 5 and 6. The PSSs are designed
using the standard process given in [36]. For subsystems 1–4, the state vector

is →xi =
⎢
→ωmi ,→ωGi ,→Δi ,→si ,→E ′

dri
,→E ′

qri
,→Vdci

⎣T
, i=1–4. For (PSSs),

ui = →Vsi and yi = →ωi , where Vsi is the PSS output signal and ωi is the rotor
speed of the synchronous generator.

The structure of the controller is shown in Fig. 8.5. The input and output signals
for controllers are depicted in Fig. 8.5. With the above control strategy and dynamic
model of DFIG, the problem formulation for control design is explained in the next
section.

8.4 Problem Formulation

A linearised model of the power system is usually obtained by expanding the equa-
tions, about an equilibrium point, in a Taylor series and retaining only the linear terms.
In this chapter, to quantify the neglected higher order terms, we propose the use of a
linearisation scheme which retains the contributions of the higher order terms in the
form of the Cauchy remainder. The wind generator is a nonlinear system, which is
modeled as a linear part plus a nonlinear part, the nonlinear term being the Cauchy
remainder term in the Taylor series expansion and of the equations used to model
the wind farm. Bounds derived for this Cauchy remainder term are used to define
an uncertain linear model for which a robust control design is performed. In this
chapter, in the design of the linear controller, the Cauchy remainder is incorporated
as an uncertain term thus quantifying the deviations from the equilibrium point.

Each wind generator is considered as a subsystem of the interconnected system
shown in Fig. 8.7 and can be represented as follows:

Si : →ẋi = Ai→xi + Bi→ui + Eiρi + Liri , (8.20)

zi = Ci→xi + Di→ui , (8.21)

λi = Hi→xi + Gi→ui , (8.22)

yi = Cyi→xi + Dyiρi , (8.23)

where →xi is the state vector, →ui the control input, yi the measured output, zi the
controlled output, ρi the uncertainty input, λi the uncertainty output, and ri describes
the effect of other subsystems S1, . . . , Si−1, Si+1, . . . , SN on subsystem Si .

The procedure for obtaining the matrices in (8.20)–(8.23) and the bounding uncer-
tainty is described below for the wind turbine subsystem.

Let (xi0 , ui0) be an arbitrary point in the region of interest. Using the mean-value
theorem, the wind farm subsystem (subsystems 1–4) can be rewritten as follows [37]:
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DFIG 1

Controller 1
u1 y1

z1

ζ1Local
Uncertainty 1

ξ1

r1

. . .

DFIG N

Controller N
uN yN

zN

ζNLocal
Uncertainty N

ξN

rN

Interconnections

ζ1 ζN

. . .

r1 rN
. . .

Fig. 8.7 Block diagram of the uncertain system

ẋi = fi (xi0 , ui0) + Pi (xi − xi0) + Qi (ui − ui0)

+
n⎥

j=1
j √=i

Ni (x j − x j0) (8.24)

where the Cauchy remainder terms are:

Pi =

⎦


π fi1
πxi

∣∣∣ xi =x∗1
i

ui =u∗1
i

...
π fi7
πxi

∣∣∣ xi =x∗7
i

ui =u∗7
i




, Qi =

⎦


π fi1
πui

∣∣∣ xi =x∗1
i

ui =u∗1
i

...
π fi7
πui

∣∣∣ xi =x∗7
i

ui =u∗7
i




,

Ni =

⎦


π fi1
πx j

∣∣∣ xi =x∗1
i

ui =u∗1
i

...
π fi7
πx j

∣∣∣ xi =x∗7
i

xi =u∗7
i




.

Here xi is a 1 × 7 column vector, fi = [ fi1, . . . , fi7]T is also a 1 × 7 column
vector made up of the right-hand-side of Eqs. (8.2)–(8.7) and (8.17); (x∗p

i , u∗p
i ),

p = 1, . . . , 7, denote points lying on the line segment connecting points (xi , ui ) and
(xi0 , ui0). Equation (8.24) is an exact reformulation of the system in which the first
term is the value of fi at the equilibrium point (normally zero) and the rest of the
terms are Cauchy remainders. The Cauchy remainder terms can also be linear but
they have to be evaluated on a point lying on the segment joining the equilibrium
point and the current operating point, and not on the equilibrium point.
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It should be noted that the exact values of x∗p
i and u∗p

i are not available, and due
to this, instead of the exact expressions for Pi , Qi and Ni in system (8.24), their
bounds, obtained numerically, are used in the control design.

Letting (xi0, ui0) be an equilibrium point and defining γxi � xi − xi0 and
γui � ui − ui0, it is possible to rewrite (8.24) as follows

γẋi = ẋi − ẋi0,

= Pi (xi − xi0) + Qi (ui − ui0) +
n⎥

j=1
j √=i

Ni (x j − x j0),

= Ai→xi + Bi→ui + (Pi − Ai )→xi

+ (Qi − Bi ) →ui +
n⎥

j=1
j √=i

Ni→x j , (8.25)

where Ai = π fi
πxi

∣∣∣ xi =xi0
ui =ui0

and Bi = π fi
πui

∣∣∣ xi =xi0
ui =ui0

are the Jacobian matrices evaluated

about the point {xi0, ui0}.
The system (8.25) is of the form which allows for an application of the LQ control

design technique [38]. To apply this technique, we rewrite system (8.25) in terms of
the block diagram shown in Fig. 8.7.

We introduce a signal ρi such that the following relationship is satisfied:

(Pi − Ai ) →xi + (Qi − Bi )→ui = Eiρi , (8.26)

where

Ei = diag

(
1

2Hmi

,
1

2HGi

, 1,
1

2HGi

,
Xi − X ′

i

T ′
oi

,
,

Xi − X ′
i

T ′
oi

,
1

Ci Rlossi

)
,

We can write (8.26) as:

ρi = E−1
i (Pi − Ai ) →xi + (Qi − Bi )→ui (8.27)

= E−1
i

[
Pi − Ai Qi − Bi

⎡ ⎛
γxi

γui

⎝
(8.28)

= E−1
i

[
Pi − Ai Qi − Bi

⎡ √
αi

1√
αi

⎛
γxi

γui

⎝
(8.29)

= E−1
i

√
αi

[
Pi − Ai Qi − Bi

⎡
λi (8.30)

where λi defined as

λi = 1√
αi

⎛
γxi

γui

⎝
.
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We introduce a signal ri such that

ri = L−1
i

n⎥
j=1
j √=i

[
N j 0

⎡ √
α j

1√
α j

⎛
γx j

γu j

⎝
(8.31)

= L−1
i

n⎥
j=1
j √=i

√
α j

[
N j 0

⎡
λ j (8.32)

where Li is a 7 × 7 identity matrix.
The scaling factor

√
αi is chosen such that

√
αi ||E−1

i

[
Pi − Ai Qi − Bi

⎡ || ≤ 1, (8.33)

and

√
α j ||L−1

i

[
N j 0

⎡ || ≤ 1, ∞i, j = 1, . . . n (i √= j), (8.34)

over the entire region of interest. The selection of α j is done numerically as explained
in Sect. 8.6.

From Eqs. (8.33) and (8.34), we recover the norm bound constraints [39],

◦ρi◦2 ≤◦λi◦2, and ◦ri◦2 ≤
⎥
j √=i

◦λ j◦2. (8.35)

The bounds given by (8.35) can be used with the LQ output-feedback control design
method to obtain a controller for the underlying nonlinear system. The expressions
of Pi − Ai and Qi − Bi can be determined following the procedure given in [27].

The process is similar for the other subsystems. Robustness properties of the
LQ output-feedback controller ensure that this controller stabilizes the nonlinear
system (8.20)–(8.23) for all instances of linearisation errors. From the reformulation
presented in Appendix-I, we can quantify the deviations from the equilibrium points
and compare with the estimated region for the LVRT obtained from simulations.
The new formulation presented in this section is used with the LQ output-feedback
control theory to design decentralized controllers for the DFIG using the linear matrix
inequality (LMI) technique.

8.5 Decentralized Control Design Using Rank Constrained LMIs

A decentralized LQ output-feedback control has been designed for this research
work using an LMI technique [39]. This LQ technique minimizes the following
performance cost over all permissible integral quadratic constraints (IQCs):
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Jwc(u) �
∫ ∞

0

N⎥
i=1

◦zi (t)◦2dt. (8.36)

In this design measured and controlled outputs are the same, i.e., yi = zi . The control
algorithm is to find the infimum of the following function over the set T :

J (τ,Θ) =
N⎥

i=1

xT
i0

[
X̄i + τi Mi + Θi M̄i

⎡
xi0, (8.37)

where T = {{τi Θi } ∈ R2N , τi > 0,Θi > 0}, Mi > 0 and M̄i > 0 are two
sets of symmetric matrices, and matrices X̄i and Ȳi are the solutions to the follow-
ing pair of coupled generalized algebraic Riccati equations and algebraic Riccati
inequalities [39]:

AT
i X̄i + X̄i Ai + C̄T

i C̄i − X̄i

⎢
Bi R−1

i BT
i − B̄2i B̄T

2i

⎣
X̄i = 0, (8.38)

AT
i Ȳi + Ȳi Ai + Ȳi B̄2i B̄T

2i
Ȳi −

⎢
CT

yi
W −1

i Cyi − C̄T
i C̄i

⎣
< 0, (8.39)

where Ri = D̄T
i D̄i , Wi = D̄yi D̄T

yi
, Θ̄i = ⎞N

n=1,n √=i Θn ,

C̄i =
⎛

Ci

(τi + Θ̄i )
1/2 Hi

⎝
, D̄i =

⎛
Di

(τi + Θ̄i )
1/2Gi

⎝
,

B̄2i =
⎢
τ

−1/2
i Ei Θ

−1/2
i Li

⎣
, D̄yi =

⎢
τ

−1/2
i Dyi 0

⎣
. (8.40)

The controller u∗
i with the τ ∗, Θ∗ is given by [39]:

ẋci = {Ai −
⎢

Bi R−1 BT
i − B̄2i B̄T

2i

⎣
X̄i }xci

+ [
Ȳi − X̄i

⎡−1
CT

yi
W −1

i

[
yi − Cyi xci

⎡
, (8.41)

u∗
i = −R−1

i BT
i X̄i xci . (8.42)

The solutions are required to satisfy the following conditions: τi > 0, Θi > 0,
X̄i ≥ 0, Ȳi ≥ 0 and Ȳi > X̄i . The controller u∗ guarantees the following LQ
property

Jwc(u
∗) ≤ J (τ ∗,Θ∗) = inf

T
J (τ,Θ) (8.43)

The solution of the optimization problem using the LMI technique is discussed
in [40]. A control algorithm for the LVRT enhancement using the above formulation
is presented in the next section.
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8.6 Control Design Algorithm

The controller is designed for severe faults so it can, in principle, also ensure stability
against other disturbances. Prior to the controller design, we carry out several large
disturbance simulations to get an idea of the region of interest. The maximum value
of || [Pi − Ai || ||Qi − Bi

⎡ || is obtained over this region and not globally. If the
maximum value is evaluated over the entire uncertainty region, the calculation burden
will be very high and it will lead to a conservative controller. The design process is
described in the following steps:

• From the simulations of the faulted system (undergoing a large perturbation during
LVRT transients), obtain the range of variation of all the state variables and form
a volume, Γ , with corner points given by (x f pi

− x0pi
) and (x f pi

+ x0pi
), p =

1, . . . , 7, where 2x f pi
is the largest variation in the pth state variable about its

equilibrium value, x0pi
.

• Obtain α ∗
i = maxx∗p

i ∈� such that (8.33) and (8.34) hold, using a genetic algo-
rithm [41, 42] .

• Check if there exists a feasible controller with αi = α ∗
i , i.e., scalars τi and Θi exist

such that there is a feasible solution to LMIs, as described in [40]. If there is no
feasible solution with the chosen α ∗

i , reduce the volume �, by choosing different
corner points, and repeat the process.

• Perform an optimal search over the scalar parameters τi and Θi , to get the infimum
in (8.43).

For the given system, we are able to obtain a solution with values of α1 = 0.865,
α2 = 0.925, α2 = 0.956, and α4 = 0.975. The controller is stabilizing for
all variations of states in the polytope region �i formed by the corner points as:⎢
ω̄mi , ω̄Gi , Δ̄i , s̄i , Ē ′

dri
, Ē ′

qri
, v̄dci

⎣T
and

⎢
ωmi

, ωGi
, Δ

i
, si , E ′

dri
, E ′

qri
, vdci

⎣T
with

the following values: ω̄mi = ωmi0 + 0.465 pu, ωmi
= ωmi0 − 0.465 pu, ω̄Gi =

ωGi0 + 0.427 pu, ωGi
= ωGi0 − 0.427 pu, Δ̄i = Δi0 + 35∀, Δ̄i = Δi0 − 35∀, s̄i =

si0 +0.253 pu , si = si0 −0.253 pu, Ē ′
dri

= E ′
dri0

+0.325 pu, Ē ′
dri

= E ′
dri0

−0.325

pu, Ē ′
qri

= E ′
qri0

+ 0.335 pu, E ′
qri

= E ′
qri0

− 0.335 pu, v̄dci = vdci0 + 0.225,
v̄dci = vdci0 − 0.225pu, v̄dgi = vdgi0 + 0.314, vdgi

= vdgi0 − 0.314 and v̄qgi =
vqgi0 + 0.427, vqgi

= vqgi0 − 0.427, v̄dri = vdri0 + 0.327, vdri
= vdri0 − 0.327.

Although the designed controller is not globally stabilizing we know that it is sta-
bilizing over a large operating region which covers most faulted system operation.
From the two cross-sections of the polytope Γ shown in Fig. 8.17, it can be seen
that the region of controller operation is larger than the region of faulted system
trajectories.

Figures 8.8 and 8.9 show the Bode plot of the designed and the PI (Vdc1

versus Vgd1 ) controller of WF1. The Bode plot of the designed 7th-order controller
in Fig. 8.8 shows that it has an adequate low-frequency gain (25 dB) and the band-
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Fig. 8.8 Designed controller for subsystem 1-Bode plot of transfer function of Vdc versus Vgd
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Fig. 8.9 PI controller for subsystem 1-Bode plot of transfer function of Vdc versus Vgd

width is between 10 and 20 rad/s. Bode plots for the other controllers show similar
characteristics. The bandwidth of the designed controller is larger than that of the PI
controller. It is desirable to have a high gain at low frequency and a rapidly decreasing
gain after the gain crossover frequency; these are provided by the robust controller.
The above control algorithm is applied to the New England test system. Large dis-
turbance simulations are used in the next section to demonstrate the performance of
the designed controller.
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8.7 Controller Performance Evaluation

The LVRT capability of a wind generator is expressed as voltage and transient stability
margins. The voltage stability margin is defined as the difference between the oper-
ating voltage and the critical voltage. The transient stability margin is the difference
between the speed after a specified fault duration and the critical speed (CS) of the
generator. The critical speed is given by the intersection between the torque-speed
curve for the specified system and the mechanical torque [43]. The critical voltage
can be obtained from the P–V curves [44]. The stability analysis of a power system
may consider the determination of its critical clearing time (CCT), for a given fault,
in order to find the maximum value of the CCT for which the system is stable. In
this chapter, the CCT is first estimated by using (8.44) and then the exact value is
determined from simulations by increasing the fault time interval until the system
loses its stability [43].

tc = 1

Tm
2Hm(sc − s0), (8.44)

where tc is the critical clearing time, sc the critical slip and s0 the slip at equilibration
point of a generator.

8.7.1 Enhancement of Voltage and Transient Stability Margins

A simulation study is performed for the 10 machine 39 bus system in Fig. 8.2 with
the purpose of evaluating the transient and voltage stability limits achievable with
the proposed and conventional PI-based vector control scheme. The critical clearing
time (CCT) and critical speed (CS), as shown in Table 8.1, for a three-phase fault are
0.425 s and 1.436 pu, respectively, with the designed controller as compared with
0.340 s and 1.345 pu with a properly tuned PI controller [45, 46].

The PI controller is of the first order [K P + K I /s] and it has the same input and
output signals as those of the designed controller given in Fig. 8.5. In practice, PI
parameters are often tuned by trial-and-error approaches, sometimes starting with
initial values given by, for example, the Ziegler-Nichols method [45]. We adopt this
strategy for getting the optimal settling time and peak overshoot. In this case, the
gain of the tuned (trial and error method) PI controller in WF1 is obtained as for GSC
K PGSC = 0.8 and K IGSC = 5.25 and for RSC K PRSC = 0.6 and K IRSC = 8.5. It can
be concluded that an appropriate combination of active and reactive power control by
both converters is an effective way of improving the stability and enhancing the fault
ride-through capability of the relevant induction-generator-based wind turbines.
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Table 8.1 Performance comparison: (a) proposed controller; and (c) PI-based vector control

(a) Proposed controller (c) PI control
CS (pu) CCT (s) Vcritical (pu) CS (pu) CCT (s) Vcritical (pu)

1.436 0.425 0.825 1.345 0.340 0.875
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Fig. 8.10 Real Power of WF1 for three-phase fault at bus 6

8.7.2 Comparison of Robust LQ and PI Controllers

In order to evaluate the performance of the designed controller, in the face of large
change in operating conditions, detailed simulations are performed for a symmetrical
three-phase fault at bus 6 which is subsequently cleared after 150 ms. Figures 8.10
and 8.11 show the real power and terminal voltage response of the wind farm WF1
with the proposed LVRT control and the conventional PI-based vector controller.

From Fig. 8.10, it can be seen that the PI controller results in an oscillatory post-
fault behavior. The designed controller provides improved performance in terms of
damped oscillations, lower settling time and better damping. The proposed ride-
through methods also reduce the oscillations and settling time of the DFIG transient
response, and consequently, enhance the DFIG voltage dip behavior. It also reduces
the rotor instantaneous power oscillations fed to the DC-link capacitor and in turn
limits the DC-link voltage fluctuations.

Next a three phase fault is applied on bus 12 at 1 s and cleared after 300 ms.
Figures 8.12 and 8.13 show the responses of DC link voltage and rotor current of
the wind farm WF2. From Fig. 8.12, by using the proposed DC-link control tech-
nique, the fluctuation range of the DC-link voltage is reduced and limited to 1.16 pu.
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Fig. 8.11 PCC voltage of WF1 for three-phase fault at bus 6
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Fig. 8.12 DC-link voltage of WF2 for three-phase fault at bus 12

The DC-link voltage with the conventional control of Fig. 8.12 reaches the maximum
value of 1.83 pu during the fault, and thus the DC-link capacitor would be under a
large voltage stress and may be damaged. Figure 8.13 shows the rotor current from
which it is clear that the peak rotor fault current at the instants of fault occurring
and clearing is below the rotor-side converter tolerable limit, i.e., 2 pu with both
controllers. However, it is clear that the performance of the proposed approach is
more effective than that of the conventional control.
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Fig. 8.13 Rotor current of WF2 for three-phase fault at bus 12

8.7.3 Severe Low Impedance Fault Close to Wind Farm

In this case a low impedance (0.5 �) is applied close to the PCC (bus 26) of wind farm,
WF4. When a disturbance or fault occurs, the voltages at the terminals of the wind
turbine drop significantly, causing the electromagnetic torque and electric power out-
put of the generator to be greatly reduced. However, given that the mechanical input
torque is almost constant when typical non-permanent faults occur in a wind farm,
this leads to an acceleration of the machine rotor. Figure 8.14 shows the speed devi-
ation for the same fault from which it is clear that, although the speed is temporarily
increased, it returns to its pre-fault value after the fault is cleared. Figure 8.15 shows
the three-phase stator current from which it is clear that current returns back to the
previous value within 0.3 s. From the above simulation results it can be concluded
that the designed controller provides robust performance and ensures stability under
varying operating conditions.

8.7.4 Comparisons with LVRT Standards

As mentioned earlier LVRT requirements in the North American Electric
Reliability Council (NAERC) demand that a wind farm remains connected to the
grid for voltage levels as low as 15 % of the nominal voltage for 625 ms [33]. How-
ever, the performance of the designed controller is demonstrated for zero voltage and
it ensures stability for both zero voltage ride-through and conventional 85 % LVRT.

Figure 8.16 shows the terminal voltage of the wind farm WF1 using the proposed
control with zero voltage for the duration of 625 ms from which it is clear that
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Fig. 8.15 Stator current of WF4 for three-phase fault at bus 26

the proposed control can meet the standard requirement of the LVRT capability. The
reason for providing stability during the LVRT transient is clear from Fig. 8.17 which
shows that the control region covered by the designed controller is larger than the
area required for the LVRT. Similar comparison holds true for other state variables.
In Fig. 8.17, the dotted area represents the maximum variation in the state variable,
E ′

dr1
(d-axis transient emf) and E ′

qr1
(q-axis transient emf) of wind farm 1 at bus
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Fig. 8.16 Terminal voltage with zero-voltage for 625 ms
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7 for a severe three-phase fault at the point of common coupling (PCC) of WF1 as
shown in Fig. 8.2. This variation is obtained from the nonlinear simulation. The solid
line represents the maximum change in the above mentioned state variable for which
the designed controller ensures stability, this region is obtained from the presented
control design algorithm in Sect. 8.6.
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Fig. 8.19 Real power output of WF4 due to change in wind speed

8.7.5 Turbine Response to a Change in Wind Speed

When the SCIG is subjected to a sudden drop in speed, active power drops and
reactive powers increase substantially. By changing active power and providing an
adequate reactive support to the system, the proposed control scheme ensures a stable
response to these sudden changes in operating conditions related to speed variations.
To illustrate this stabilising capability of the proposed controller, a simulation in
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Fig. 8.20 Reactive power output of WF4 due to change in wind speed

which the initial wind speed is 15 m/s and then stepped down to 10 m/s. Figure 8.18
shows the applied variation of the wind speed, and Fig. 8.19, refReactivePowerdfig
show the response to this variation. In this simulation zero reactive power set point is
used. The designed DFIG controllers increase the reactive power supply to keep the
voltage constant which is visible from Fig. 8.20, while the speed controller prevents
the generator speed becoming too high.

8.7.6 Robustness Under Different Operating Conditions

To verify the robust performance of the controller, its effectiveness is evaluated under
load uncertainty. Although the controller is designed for rated operating conditions,
the designed controller performs well in different loading conditions. Figures 8.21
and 8.22 show the real and reactive power output of WF1 due to the 10 % increase
in load from which it is clear that the controller stabilizes the system at different
equilibrium point.

8.7.7 Dynamic Interactions Among Several DFIG Controllers

In this research work, both local and interconnection uncertainties are taken into
account in the design of the robust controller for each subsystem. Therefore, they
do not produce any adverse effects to reduce the stability margin. To investigate the
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Fig. 8.21 Real power output of WF1 with 10 % increase in load
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Fig. 8.22 Reactive power output of WF1 with 10 % increase in load

interactions among several DFIG controllers, simulations are carried out considering:
(1) only wind farms (aggregated model); and (2) a detailed model of each DFIG
embedded with the designed controller. Figures 8.23 and 8.24 show the terminal
voltages and real power outputs of WF1 and a DFIG with a severe three-phase fault
at bus 7, respectively. It is clear that interactions among the DG units with the designed
controllers do not deteriorate the dynamic performance of the system.
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Fig. 8.23 Real power output for three-phase fault at bus 6
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Fig. 8.24 PCC voltage for three-phase fault at bus 6

8.7.8 Asymmetrical Faults

The performance of the designed controller is also validated against unbalanced
faults, i.e., single line to ground fault. The duration of the fault is five cycles and
the original system is restored after the clearance of the fault. Figures 8.25 and 8.26
show the real and reactive power output of WF3 due to a single line to ground fault on
bus 23. From the above results it is clear that the proposed robust controller ensures
stability in the presence of both symmetrical and unsymmetrical fault.
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Fig. 8.25 Real power output of WF3 with single line to ground fault
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Fig. 8.26 Reactive power output of WF3 with single line to ground fault

8.8 Conclusions

In this chapter a new robust decentralized output-feedback control has been
proposed to enhance the LVRT capability of DFIGs. A systematic procedure to
design the controller has been discussed. The designed controller guarantees stabil-
ity if the system post-fault operating point is in the region for which the controller is
designed. The control for a grid-side converter has been designed to stabilize both
internal and external dynamics and limit the DC voltage fluctuations. Also, the con-
trol for a rotor-side converter improves the damping of transients during voltage dip.
Simulation results show that despite the nonlinear coupling between different types
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of generators and significant operating condition variations, the proposed controller
can greatly enhance the damping and voltage stability as well as LVRT capability of
wind turbines. The future aim of this study is to implement the proposed algorithm
in real-time applications.

References

1. Alberdi M, Amundarain M, Garrido AJ, Garrido I, Maseda FJ (2011) Fault-ride-through
capability of oscillating-water-column-based wave-power-generation plants equipped with
doubly fed induction generator and airflow control. IEEE Trans Ind Electron 58(5):1501–
1517

2. de Luna A, Araujo Lima FK, Santos D, Rodriguez P, Watanabe EH, Arnaltes S (2011) Sim-
plified modeling of a DFIG for transient studies in wind power applications. IEEE Trans Ind
Electron 58(1):9–20

3. Verma V, Hossain MJ, Saha TK, Chakraborty C (2012) Performance of MRAS-based speed
estimators for grid connected doubly fed induction machines during voltage dips. In: IEEE
power and energy society general meeting, CA, pp 1–8

4. Abdel-Baqi O, Nasiri A (2011) Series voltage compensation for DFIG wind turbine low-
voltage ride-through solution. IEEE Trans Energy Convers 26(1):272–280

5. Lopez J, Gubia E, Olea E, Ruiz J, Marroyo L (2009) Ride through of wind turbines with
doubly fed induction generator under symmetrical voltage dips. IEEE Trans Ind Electron
56(10):4246–4254

6. Rahimi M, Parniani M (2010) Efficient control scheme of wind turbines with doubly fed
induction generators for low-voltage ride-through capability enhancement. IET Renew Power
Gener 4(3):242–252

7. Perdanad A (2008) Dynamic models of wind turbines. Ph.D. thesis, Chalmers University of
Technology, Sweden

8. Joshi N, Mohan N (2009) A novel scheme to connect wind turbines to the power grid. IEEE
Trans Energy Convers 24(2):504–510

9. Tohidi S, Oraee H, Zolghadri MR, Shao S, Tavner P (2013) Analysis and enhancement of
low-voltage ride-through capability of brushless doubly fed induction generator. IEEE Trans
Ind Electron 60(3):1146–1155

10. Kasem AH, El-Saadany EF, El-Tamaly HH, Wahab MAA (2008) An improved fault ride-
through strategy for doubly fed induction generator-based wind turbines. IET Renew Power
Gener 2(4):201–214

11. Hu S, Lin X, Kang Y, Zou X (2011) An improved low voltage ride through control strategy of
doubly-fed induction generator during grid faults. IEEE Trans Power Electron 26(12):3653–
3665

12. Ibrahim AO, Nguyen TH, Lee DC, Kim SC (2011) A fault ride-through technique of DFIG
wind turbine systems using dynamic voltage restorers. IEEE Trans Energy Convers 26(3):871–
882

13. Pena R, Cardenas R, Reyes E, Clare J, Wheeler P (2011) Control of a doubly fed induction
generator via an indirect matrix converter with changing DC voltage. IEEE Trans Ind Electron
58(10):4664–4674

14. Hu J, He Y, Xu L, Williams BW (2009) Improved control of DFIG systems during network
unbalance using PIR current regulators. IEEE Trans Ind Electron 56(2):439–451

15. da Costa JP, Pinheiro H, Degner T, Arnold G (2011) Robust controller for DFIGs of grid-
connected wind turbines. IEEE Trans Ind Electron 58(9):4023–4038

16. Karimi S, Gaillard A, Poure P, Saadate S (2009) Current sensor fault-tolerant control for
WECS with DFIG. IEEE Trans Ind Electron 56(11):4660–4670



246 8 LVRT Capability of DFIGs in Interconnected Power Systems

17. Zhang S, Tseng KJ, Choi SS, Nguyen TD, Yao DL (2012) Advanced control of series voltage
compensation to enhance wind turbine ride-through. IEEE Trans Power Electron 27(2):763–
772

18. Campos-Gaona D, Moreno-Goytia EL, Anaya-Lara O (2013) Fault ride-through improvement
of dfig-wt by integrating a two-degrees-of-freedom internal model control. IEEE Trans Ind
Electron 60(3):1143–1145

19. Abad C, Rodriguez MA, Poza J (2008) Three-level NPC converter-based predictive direct
power control of the doubly fed induction machine at low constant switching frequency.
IEEE Trans Ind Electron 56(10):4417–4429

20. Xu L, Zhi D, Williams BW (2009) Predictive current control of doubly fed induction gener-
ators. IEEE Trans Ind Electron 56(10):4143–4153

21. Rodriguez J, Pontt J, Silva A, Correa P, Lezana P, Cortes P, Ammann U (2007) Predictive
current control of a voltage source inverter. IEEE Trans Ind Electron 54(1):495–503

22. Mullane A, Lightbody G, Yacamini R (2005) Wind-turbine fault ride-through enhancement.
IEEE Trans Power Syst 20(4):1929–1937

23. Wu F, Zhang XP, Ju P, Sterling MJH (2008) Decentralized nonlinear control of wind turbine
with doubly fed induction generator. IEEE Trans Power Syst 23(2):613–621

24. Hossain MJ, Saha TK, Mithulananthan N, Pota HR (2013) Control strategies for augment-
ing LVRT capability of dfigs in interconnected power systems. IEEE Trans Ind Electron
60(6):2510–2522

25. Hossain MJ, Pota HR, Ugrinovskii V, Ramos RA (2010) Simultaneous STATCOM and pitch
angle control for improved LVRT capability of fixed-speed wind turbines. IEEE Trans Sustain
Energy 1(3):142–152

26. Guo Y, Hill DJ, Wang Y (2001) Global transient stability and voltage regulation for power
systems. IEEE Trans Power Syst 16(4):678–688

27. Hossain MJ, Pota HR, Ugrinovskii V, Ramos RA (2010) Voltage mode stabilisation in power
systems with dynamic loads. Int J Electr Power Energy Syst 32(8):911–920

28. Ackermann T (2005) Wind power in power systems. Wiley, London
29. Lei Y, Mullane A, Lightbody G, Yacamini R (2006) Modeling of the wind turbine with

a doubly-fed induction generator for grid integration studies. IEEE Trans Energy Convers
21(1):257–264

30. Hiskens IA: Power system test cases. http://psdyn.ece.wisc.edu/IEEE_benchmarks/
31. Fernandez L, Garcia C, Saenz JR, Jurado F (2009) Equivalent models of wind farms by using

aggregated wind turbines and equivalent winds. Energy Convers Manage 50(3):691–704
32. Germond AJ, Podmore R (1978) Dynamic aggregation of generating unit models. IEEE Trans

Power Apparatus Syst PAS-97(4):1060–1069
33. Interconnection for wind energy. Tech. rep., Order No. 661, 70 Fed. Reg. 34993 (FERC Stats.

& Regs. 31,186 (2005) (“Final Rule” or “Order No. 661”)
34. Wu Q, Xu Z, Ostergaard J (2010) Grid integration issues for large scale wind power plants

(wpps). In: IEEE power and energy society general meeting, Minneapolis, Minnesota, pp 1–6
35. Pal BC, Coonick AH, Macdonald DC (2000) Robust damping controller design in power

systems with superconducting magnetic energy storage devices. IEEE Trans Power Syst
15(1):320–325

36. Werner H, Korba P, Yang TC (2003) Robust tuning of power system stabilizers using LMI-
techniques. IEEE Trans Control Syst Technol 11(1):147–152

37. Khalil HK (1992) Nonlinear systems. Prentice-Hall, New York
38. Petersen IR, Ugrinovskii VA, Savkin AV (2000) Robust control design using H∞ methods.

Springer, London
39. Li L, Ugrinovskii VA, Orsi R (2007) Decentralized robust control of uncertain markov jump

parameter systems via output feedback. Automatica 43(11):1932–1944
40. Hossain MJ, Pota HR, Ugrinovskii VA, Ramos RA (2010) Decentralized control to augment

LVRT capability of wind generators with STATCOM/ESS. In: IEEE power and energy society
general meeting, Minneapolis, Minnesota, pp 1–8

http://psdyn.ece.wisc.edu/IEEE_benchmarks/


References 247

41. Hossain MJ, Pota HR, Mahmud MA, Ramos RA (2010) Impacts of large-scale wind generators
penetration on the voltage stability of power systems. In: IEEE power and energy society
general meeting, Michigan, pp 1–8

42. Fogel DB, Back T, Michalewicz Z (2000) Evolutionary computation: basic algorithms and
operators. Institute of Physics Publishing

43. Molinas M, Suul JA, Undeland T (2008) Low voltage ride through of wind farms with cage
generators: STATCOM versus SVC. IEEE Trans Power Electron 23(3):1104–1117

44. Cutsem TV, Vournas C (1998) Voltage stability of electric power systems. Kluwer Academic,
Norwell

45. Mallesham G, Mishra S, Jha AN (2009) Maiden application of Ziegler-Nichols method to AGC
of distributed generation system. In: IEEE/PES power systems conference and exposition,
Seattle, pp 1–7

46. Rahimi M, Parniani M (2010) Efficient control scheme of wind turbines with doubly fed
induction generators for low voltage ride-through capability enhancement. IET Renew Power
Gener 4(3):242–252



Chapter 9
Interactions of PV Units in Distribution
Networks

Abstract In this chapter it is shown that there exist oscillations in distribution
networks with physically close photovoltaic (PV) units due to control interaction
among them. The main reason for oscillations being the changing “gain” of the PV
units due to the nonlinear dynamics and the decentralized tuning of the controllers for
the nominal operating condition. The decentralized robust control design, presented
in this chapter, ensures a fast and well-damped response for varying operating condi-
tions with physically close PV units. The control design process uses an estimate of
the change in model due to variations in solar radiance, changing electric load, and
physically close PV units. A minimally conservative method is used to capture the
estimate as norm bounded unmodeled dynamics. Simulations on a test distribution
system demonstrate the performance of the proposed robust controller for different
system contingencies.

9.1 Introduction

The integration level of PV units in low and medium voltage networks has increased
significantly in recent years [1]. As the penetration level of PV units in distribution
system increases it is essential to develop a good understanding of its potential impact
on the dynamic operation of power systems [2]. Although sporadic integration of
relatively small size PV units at lower penetration levels is not a concern, higher
penetration of small size PV plants might affect the voltage profile and dynamic
performance of the overall system. The existing PV units in low voltage networks
do not contribute to voltage control as they inject real power only and operate at
unity power factor. It is expected that in near future the PV units with sophisticated
inverters will allow the injection of reactive power at the point of common coupling
(PCC) along with other distributed energy resource (DER) units. In such cases it
must be ensured that these PV units are integrated without any undesirable effect.
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As the use of power electronics based renewable energy injection is increasing
at the distribution level, there is a strong possibility that future voltage and reac-
tive power control will be at the primary control level with smaller time constants
rather than discrete and at tertiary level control [3]. Different techniques are used for
inverter control as the inverters are produced by different manufacturers. There are
many control loops for voltage control in DERs. Multiple inverters connected to the
distribution system with uncoordinated controllers and minimal impedance between
different DERs may interact negatively and degrade the stability of the system.

Dynamic interactions have been studied in transmission systems, however
interactions in distribution systems could be completely different as there are many
differences between transmission and distribution systems. Higher resistance to reac-
tance ratio, low and medium voltage levels, small number of devices to control the
voltage and different types of loads connected to distribution systems are some of
these differences. The presence of PV units near a load and the strong coupling of
the dynamic load with power electronic controls complicate the interaction problem.
It is important to understand this issue as it can influence the dynamic operation of
the entire system.

A recent work reports on a preliminary study on dynamic interactions of voltage
regulating units and PV voltage regulators [4]. In [4], only the interactions of voltage
regulators among different types of devices, e.g., on-load tap changers (OLTCs),
shunt capacitors and PV voltage regulators are analyzed. In [5], the interactions of
DER controllers in low voltage distribution networks are analyzed and a simple
tuning algorithm to minimize the negative interactions is proposed. However, the
interaction among the PV inverter controllers is not analyzed in [5]. The controller
proposed in [5] works well for a fixed set of operating points, but the performance
for changing operating conditions cannot be ensured.

A centralized control scheme based on optimal power flow is designed by col-
lecting the system-wide information and sending the set-points to each unit in [6, 7].
For a distribution network which has numerous PV units, it is quite expensive to
implement centralized control. Decentralized control strategies based on droop con-
trol, power flow control and maximum power point tracking (MPPT) have been pro-
posed [6–12] which use local information and are easy to implement. A decentralized
control scheme is proposed in [13] for optimal voltage regulation in a complex distri-
bution system. A decentralized control scheme for DER units based on disturbance
rejection and tracking is presented in [14, 15]. However, most of the controllers
are designed either using classical linear control theory or proportional-integral (PI)
control techniques which are unable to guarantee the robustness under changing
operating conditions.

It is important to minimise the negative interactions of PV controllers for the
secure and reliable operation of the power system. This chapter presents an analysis
of the possible negative interaction among PV controllers and presents a design of
a robust controller to mitigate unwanted interactions. In the robust control design
proposed in this article, parts of nonlinear dynamics and control interaction are
modeled as disturbances and this ensures non-interacting robustness control.The
rest of the chapter is organized as follows: Sect. 9.2 provides the mathematical
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Fig. 9.1 Block Diagram of a PV system

Fig. 9.2 Equivalent circuit of a PV array

modeling of PV units. Interactions among PV units are investigated in Sect. 9.3
via case studies. The decentralized control strategy and uncertainty modeling are
presented in Sect. 9.4. The PV control is presented in Sect. 9.5. Section 9.6 presents
the control design algorithm and the performance of the controller is demonstrated
through a series of simulations. Concluding remarks are provided in Sect. 9.7.

9.2 PV System Model

As shown in Fig. 9.1, PV plants have mainly two parts (a) solar energy conversion and
(b) electrical interface with the electrical network (a power electronic converter). A
PV array is connected to the grid through a DC-DC converter and a DC-AC inverter.
A DC-DC converter enables the transfer of maximum power from the solar module
to the inverter. The PV array as shown in Fig. 9.2 is described by its current-voltage
characteristics function [16, 17]:

ipvi = NpiILi − NpiIsi[exp

[
δpi

(
vpvi

Nsi
+ Rsiipvi

Npi

)]

− 1] − Npi

Rshi

(
vpvi

Nsi
+ Rsiipvi

Npi

)
, (9.1)
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Fig. 9.3 PV system connected to the grid

where ILi is the light-generated current, Isi is the reverse saturation current, chosen
as 9 × 10−11 A, Nsi is the number of cells in series and Npi is the number of modules
in parallel, Rsi and Rshi are the series and shunt resistances of the array respectively,
ipvi is the current flowing through the array, and vpvi is the output voltage of the array.
The constant δpi in Eq. (9.1) is given by

δpi = qi

AikiTri

(9.2)

where ki = 1.3807 × 10−23 J K−1 is the Boltzmann constant, qi = 1.6022
× 10−19 C is the charge of an electron, Ai is the p-n junction ideality factor with
a value between 1 and 5, and Tri is the cell reference temperature. The schematic of
a grid-connected PV system consisting of switching elements is shown in Fig. 9.3
[18, 19]. A nonlinear model of the three-phase grid connected PV system, shown in
Fig. 9.3, can be written as [18, 19]:

i̇1ai = − Ri

L1i

i1ai − 1

L1i

eai + vpvi

3L1i

(2Kai − Kbi − Kci)

i̇1bi = − Ri

L1i

i1bi − 1

L1i

ebi + vpvi

3L1i

(−Kai + 2Kbi − Kci)

i̇1ci = − Ri

L1i

i1ci − 1

L1i

eci + vpvi

3L1i

(−Kai − Kbi + 2Kci) (9.3)

v̇cfai = 1

Cfi

(
i1ai − i2ai

)
, v̇cfbi = 1

Cfi

(
i1bi − i2bi

)
v̇cfci = 1

Cfi

(
i1ci − i2ci

)
, i̇2ai = 1

L2i

(
vcfai − eai

)
i̇2bi = 1

L2i

(
vcfbi − ebi

)
, i̇2ci = 1

L2i

(
vcfci − eci

)
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where Kai , Kbi , and Kci are the binary input switching signals. By applying KCL at
the node where the DC-link is connected, we get

v̇pvi
= 1

Ci

(
ipvi

− idci

)
. (9.4)

The input current of the inverter idci can be written as [19]

idci = iai Kai + ibi Kbi + ici Kci . (9.5)

Now Eq. (9.4) can be rewritten as:

v̇pvi
= 1

Ci
ipvi

− 1

Ci

(
iai Kai + ibi Kbi + ici Kci

)
. (9.6)

Equations (9.3) and (9.6) can be transformed into dq frame using the angular
frequency ωi of the grid as:

L1i i̇1di = −Rii1di + ωiL1i i1qi
− vcfdi + Kdi vpvi

L1i i̇1qi
= −Rii1qi

− ωiL1i i1di − vcfqi
+ Kqi

vpvi

L2i i̇2di = +ωiL2i i2qi
+ vcfdi − Edi

L2i i̇2qi
= −ωL2i2d + vcfq − Eq (9.7)

Cfi v̇cfdi = ωiCfi vcfqi
+ Cfi

(
i1di − i2di

)
Cfi v̇cfqi

= −ωiCfi vcfdi + Cfi

(
i1qi

− i2qi

)
Civ̇pvi

= ipvi
− i1di Kdi − i1qi

Kqi

The synchronization scheme for abc → dq transformation is chosen such that
the q-axis of the dq frame is aligned with the grid voltage vector, Eqi

= 0, and the
real and reactive power delivered to the grid can be written as Pi = 3

2 Edi Idi and
Qi = − 3

2 Edi Iqi
.

For the PV system, the main control objective is to (a) regulate the DC-link
voltage to control the power extracted from the PV array and (b) regulate the terminal
voltage by controlling the voltage source converter (VSC). The DC-link voltage ref-
erence is usually obtained from the maximum power point tracking (MPPT) scheme.
The DC-link control as presented in [20] is used in this chapter. The VSC control for
the PV units, considered in the case study in the next section to study the interaction,
is shown in Fig. 9.4 [20].
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Fig. 9.4 dq-frame current control scheme

Fig. 9.5 Single line diagram of the test system

9.3 Case Studies

A single-line diagram of the test distribution system, used in this chapter, is shown
in Fig. 9.5. The parameters of this system are given in [21]. This test system is a rep-
resentative distribution feeder of Kumamoto area in Japan [21]. It is a representative
of real distribution systems and in the literature it has been used for distribution
systems research [21–23]. The system consists of three 6.8 KV feeders which are
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Table 9.1 PV system
parameters

Parameter Value

Number of parallel strings in each array 150
Number of modules in each string 80
Module open circuit voltage 43.5 V
Module short circuit current 2.8735 A
Diode ideality factor 1.3
VSC switching frequency 3,000 Hz
DC-link Capacitance 5,000 µF
Filter capacitance 100 µF
Interface resistance 3 mψ

Interface inductance 100 µH
Filter inductance (L1 and L2) 500 µH and 220 µH

connected to the grid through a 69 KV radial line. The total load of the system is
6.301 MW, 0.446 MVAr. Out of the fifteen loads in the distribution system, two are
induction motor (IM) loads. The original system is modified by connecting five PV
units, each rated at 1.5 MW, at buses 4, 5, 12, 13, and 14. These buses are chosen as
they are weak buses which will allow to consider the worst case scenario [23]. Each
distribution line is represented by a lumped series RL branch. The maximum real
and reactive powers of a PV unit are 1,570 KW and 708 K VAr, respectively. Each
PV array consists of 150 parallel strings of 80 modules connected in series. Each
module is rated for 43.5V@2.8735 A and the PV array is rated for 3,480V@431 A.

The value of the DC-link capacitor is 5,000 µF and the nominal voltage is
1,582 V. The following levels of solar irradiance are considered to test controllers
for robustness to the change in the operating point: 1.0 KW m−2, 900, 800, 700 and
600 W m−2. The PV unit is connected to the PCC using a step up transformer. The
parameters for the PV system are shown in Table 9.1 [17]. The rating of the inverter
used in this chapter is given as: nominal power 1.5 MW, output voltage (low voltage)
330 VAC and maximum output current per phase is 2,624 A.

Multi-PV Unit Interaction Analysis

There are several measures for quantifying the control interaction in multi-variable
systems. The most commonly used measure for interaction study is the relative gain
array (RGA) [24, 25]. This measure suffers from some disadvantages, and the major
one is that it only considers one frequency at a time and it often provides limited
limited into how to design multi-variable controllers. Gramian based interaction
measures known as Hankel interaction index array (HIIA) have been introduced to
overcome most of the limitations of the RGA technique. The HIIA method over-
comes the limitations of the RGA technique when dealing with systems that have
interactions varying non-monotonically with frequency [26]. An analytical approach
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based on normal form analysis technique has been used for interaction measures in
power systems [27, 28]. A better understanding of the complex nonlinear interaction
phenomenon can be obtained using this index, and it can provide some guidance
to design coordinated controllers. Recently, small-signal analysis complemented
by nonlinear time-domain simulations has been widely used in power systems for
studying control interactions [29–31]. In this chapter the commonly used eigenvalue
analysis, quantitative index based on normal form theory and nonlinear simulation
are used to study the controller interaction among nearby PV units. Small-signal
analysis is chosen as it provides an insight into the problem and quantifies the contri-
bution of the states in a particular mode. The linear analysis is verified using nonlinear
simulation under faulted conditions and it is an accepted way to test the performance
of nonlinear systems with controllers designed for the linearised models.

In the following three approaches for quantifying dynamic interactions are applied
to the distribution system with multiple PV units: (a) small-signal analysis, (b) normal
form technique (index-based) and (c) nonlinear simulation.

9.3.1 Small-Signal Analysis

To get an insight into the interaction phenomenon, small signal analysis is carried
out. For this analysis, the nominal system is represented by the equations: →ẋ =
A→x + B→u and y = C→x + Dy, where A is the system matrix, B is control or input
matrix, C is the output matrix and D is the feed-forward matrix. Eigenvalues of the
A matrix are calculated and the dominant mode is the mode with the eigenvalues
closest to the imaginary axis with the lowest damping factor. Different scenarios are
considered in order to find out the possible interaction among several PV controllers.
The scenarios are: (i) one PV unit is connected at bus 13, (ii) two PV units are
connected at buses 12 and 13, and (iii) three PV units at buses 12, 13 and 14.

Figure 9.6 shows the position of the dominant eigenvalues with single, two, and
three PV units where ‘.’ represents the eigenvalues for a single unit, ‘*’ for two units
and ‘+’ for three units. From Fig. 9.6, it can be seen that the addition of the second
and the third PV units significantly affect the position of the eigenvalues and the
modes are moved towards the right-hand side. From this analysis it can be concluded
that the modes are coupled. This process is repeated for four and five units and a
further shift of the dominant modes towards the right-hand side is observed.

The effect of changing gain parameters on system interaction is also analyzed.
In this study two PV units at buses 12 and 13 are considered. The gain of the PV
unit at bus 13 is varied while the gain of the other unit is unchanged. The effect
of changing the proportional gain for q-axis current control (shown in Fig. 9.4) of
the VSC for the PV unit at bus 13 on system eigenvalues is analyzed. Figure 9.7
shows the dominant eigenvalues with two different gain parameters where ‘*’ and
θ represent the eigenvalues for the PV unit at bus 13 with the gain parameters 0.1
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Fig. 9.6 Movement of dominant complex modes of the system with single PV due to additional
PV units (marker ‘dot’ single, ‘asterisk’ two and ‘plus sign’ three PV units
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Fig. 9.7 Two PV case (bus 12 and 13): Movement of dominant complex modes of the system with
two PV units due to change in gain parameter of one PV unit (bus 13) from 0.1 to 0.5 pu unit (PV
bus 13: ‘star’ gain 0.1, ‘open diamond’ gain 0.5; PV bus 12, ‘multiplicationsign’ gain 0.1, ‘inverted
triangle’ gain 0.5 pu)

pu and 0.5 pu, respectively, whereas ‘+’ and × mark eigenvalues for the PV unit at
bus 12 with gain 0.1 pu. It can be seen that increasing the gain of PV unit at bus 13,
affects the position of its own eigenvalues and also the position of the eigenvalues of
the other unit.



258 9 Interactions of PV Units in Distribution Networks

9.3.2 Interaction Index Based on Normal Form Theory

Interaction among generators connected at different nodes in a distribution system
is due to power transfer via distribution feeders. The power transfer is a nonlinear
function of the states and thus the relative magnitudes of the nonlinear terms can be
a good indicator of the interaction among different PV units. An indicator of this
relative magnitude is the nonlinear interaction index defined in [32]. The index is
obtained by first writing the nonlinear system equations in the normal form as first-
order modal equations with a decoupled linear term and quadratic terms including
the other modes. The largest coefficient among the quadratic terms is used to obtain
the index [32]. In other words the nonlinear interaction index is an indicator of the
magnitude of the quadratic terms in the Taylor series expansion. Using normal form
representation and initial conditions, the following steps are used to calculate the
interaction index [32]:

• Represent the dynamical equations governing the PV units in the general nonlinear
form,

Ẋ = f (X), (9.8)

where X = [I1d1, I1q1 , I2d1 , I12q1, vcfd1 , vcfq1 , vpv1 . . . I1dn , I1qn , I2dn , I12qn ,

vcfdn , vcfqn , vpvn ]T , n is the number of PV units and f is an analytic vector field.
• Expand Eq. (9.8) as a Taylor series about the post disturbance stable equilibrium

point XSEP and retain up to second order terms:

Ẋ = AiX + 1

2
XT HiX + higher order terms, (9.9)

where Ai is the ith row of Jacobian A which is equal to
[

ΔF
ΔX

]
SEP and Hessian matrix

Hi =
[

Δ2Fi
ΔXjΔXk

]
SEP• Represent the second order Taylor series expansion in the Jordan Form variables

using X = UY as

ẏdj = εj +
n∑

k=1

n∑
l=1

Cj
klydk ydl , (9.10)

where Cj = 1
2

∑n
p=1 VT

jp[UT HPU] = [Cj
kl]. The normal form transformation is

then given by:

Y = Z + h2(Z), (9.11)

where h2j(z) = ∑n
k=1

∑n
l=1 hj

klzkzl and h2J
kl = Cj

kl
εk+εl−εj

,



9.3 Case Studies 259

Table 9.2 Nonlinear index (a) PV Index (b) Solar Index
units radiance (W m−2)

One 0.578 600 2.56
Two 3.45 700 2.94
Three 7.940 800 3.08
Four 13.650 900 3.25
Five 15.44 1,000 3.45

• Determine the initial condition in the Jordan form variables from the relation
Y0 = U−1X0. Then solve the the following equation to obtain the initial conditions
of normal form variables:

min f (Z0) = Z0 + h2(Z0) − Y0. (9.12)

• Finally, the nonlinear interaction index is given by:

index(j) = | max
k,l

(
h2j

klzk0zl0

)
/zj0| (9.13)

where h2j
kl indicates the strength of the nonlinear interaction between modes, i.e., it

shows the interaction of mode k and mode l to mode j and ZIk0 is the initial condition
for the mode k.

The interaction index for two different cases is listed in Table 9.2: (a) increase in
the number of PV units under constant solar irradiance (1,000 W m−2) and (b) the
change in solar irradiance with two PV units (buses 12 and 13) in the distribution
system. The interaction indices given in Table 8.2 are for the dominant control modes
and the control mode is calculated from the participation factor analysis. It is also
found that the nonlinear participating states of this mode include control states of
several PV units. The index is a good indicator of the interaction among PV units
as can be seen from the correlation between the the numerical values in Table 9.2
and the simulation plots in Fig. 9.8. The larger is the interaction index the less is
the damping in the mode indicating that due to control interaction the modes have
shifted towards the right-hand side.

9.3.3 Time-Domain Simulation

Time-domain simulations are carried out to confirm the results from the small-signal
and normal formal analyses. Each PV unit is equipped with the controller shown in
Fig. 9.4. A three-phase fault is applied at bus 15 at 0.5 s and sequently cleared after
0.1 s. Figure 9.8 shows the power response of the PV unit at bus 13 with single and

http://dx.doi.org/10.1007/978-981-287-116-9_8
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Fig. 9.8 Power response with single and multiple PV units

multiple PV units. Bus 13 is chosen due to its proximity to PV units and dynamic
loads. From Fig. 9.8 it is clear that a negative interaction is possible for multiple
uncoordinated PV controllers located in close proximity to each other. The results
obtained by small-signal and normal form analyses show a good agreement with
time-domain simulation results using nonlinear models. As strong interactions among
multiple PV units exist, the coordination among controllers must be considered to
ensure stable operation. A properly designed robust controller explained later can
alleviate this negative interaction and enhance damping performance.

9.4 Problem Formulation for Noninteractive Control

Adequate damping of weak modes is essential to improve the stability and increase
the safe penetration limit of PV units in distribution systems. As the PV model given in
Eq. (9.7) is nonlinear, the linear controller designed with linear model cannot ensure
stability under severe fault and other stressed operating conditions. In this chapter
to design the robust controller, the PV system model is reformulated to capture the
full nonlinearity of systems in the region of interest. The power angle and control
interactions and the design of robust H√ controllers is considered in the problem
formulation. The PV system described by (9.7) can be represented by the following
equations for a given operating condition:

→ẋi = (Ai + →Ai)→xi + (Bi + →Bi)→ui

+
n∑

j=1

Gij→xj, (9.14)
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yi = Ci→xi + Diyi,

where →xi is the state vector (7×1), →ui is the control input (2×1), yi is the measured
output (2 × 1) of the ith subsystem. In this case,

→xi = [→i1di ,→i1qi ,→i2di ,→i2qi ,→vcfdi ,→vcfqi→vpvi ]T , →ui = [→Kdi ,→Kqi ] and yi = [Pi, Qi]. The matrices Ai, Bi, Ci and Di are constant and known,
expressing the nominal model. The order of the matrices are: Ai = 7×7, Bi = 7×2
and Ci = 2 × 7. The summation on the right-hand side represents interconnections
with the neighboring N subsystems. The matrices →Ai and →Bi represent unmodeled
part of the nonlinear terms. These are the higher order terms, known as the Cauchy
remainder, in the Taylor series:

(Li − Ai) →xi + (Mi − Bi) →ui =
[

L2i

L3i

]
×

Fi(t)
[
E2i E3i,

]
Li =

[
ρfi1
ρxi

∣∣∣ xi=x∗1
i

ui=ui∗1

, . . . ,
ρfiN
ρxi

∣∣∣ xi=x∗N
i

ui=ui∗N

]T

,

Mi =
[

ρfi1
ρui

∣∣∣ xi=x∗1
i

ui=ui∗1

, . . . ,
ρfiN
ρui

∣∣∣ xi=x∗N
i

ui=ui∗N

]T

.

It is difficult to represent the matrices (Li and Mi) symbolically but it is straightfor-
ward to evaluate them numerically at a given point and this is what we need to do to
calculate the bounds on the uncertainty. The matrix Ai is calculated at nominal operat-
ing points and Li at arbitrary points to model the uncertainty. For example, if only the

d-axis current i̇1di of Eq. (9.7) is considered, then Ai =
[
−Ri

Li
, ωiL1i , 0, 0, 0, 0,

Kdi0
Li

]T

and Li − Ai ==
[

0, 0, 0, 0, 0, 0,
K∗

di
Li

− Kdi0
Li

]T

. The complete description of this

reformulation technique can be found in [33] and [34]. The interaction terms are
restructured as Gij = L1iFij(t)E1j. All the matrices are known except Fij(t) and
Fi(t), however they are assumed to satisfy [35]: ‖Fij(t)‖ ≤ fij and ‖Fi(t)‖ ≤ 1,
where the norms represent the maximum singular values of the indicated matrices
and fij is a positive scalar representing the magnitude of the interactions.

The subsystem interaction can be represented as external disturbances. Equa-
tion (9.14) can be rewritten as:

→ẋi = Ai→xi + Bi→ui +
[
λiL2i

πiL3i

]
wi,

yi = Ci→xi +
[
λiL3i

0

]
wi + Diyi,

zi =
[ 1

λi
E2i

E1i

]
xi +

[ 1
λi

E3i

0

]
ui.

(9.15)
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Fig. 9.9 Proposed PV control strategy

where wi represents disturbance and zi is the control output. The new formulation
presented in this section is used with the H√ output-feedback control theory to design
decentralized controllers for PV systems.

9.5 PV Control Design

A simulation is carried out to find out the coherent PV units and form subsystems
consisting of those PV units in order to reduce the calculation burden. Based on the
coherency analysis the system is divided into three subsystems, (a) subsystem 1: PV
at buses 13 and 14, (b) subsystem 2: PV at bus 12 and (c) subsystem 3: PV at buses
4 and 5. One decentralized controller is designed for each subsystem which only
requires local information. The proposed inverter control strategy is shown in Fig. 9.9.
In the voltage control mode of PV units, Pi and Qi are controlled by the amplitude
of the VSC terminal voltage. The error signals Prefi − Pi and Qrefi − Qi are fed to
the controller which produces d- and q-axis components of the VSC current at their
respective reference values (idrefi , iqrefi

), which are again processed to get reference
voltage components (vdrefi , vqrefi

). These two signals are then divided by vpvi
to

generate Kdi and Kqi
for the pulse width modulation (PWM). Real power reference

for the proposed control is determined by the maximum power point control [36]
and reactive power reference from the steady-state solution.
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Fig. 9.10 Block diagram of the uncertain system

The complete dynamic system is linearised around the equilibrium point. From
linearised small-signal model matrices, Ai, Bi and Ci are obtained. The most
challenging problem is to bound the uncertainty from the nonlinearity in PV system
models. The nonlinear converters of PV units are modeled as a linear part plus a
nonlinear part, the nonlinear term being the Cauchy remainder term in the Taylor
series expansion. Bounds derived for this Cauchy remainder term are used to define
an uncertain linear model for which a robust control design is performed. The cal-
culation procedure can be found in [33, 34]. An advantage of this approach over the
existing linearisation scheme is the treatment of the nonlinear PV model in a rigorous
framework for the control design. The interaction among different subsystems are
calculated as ‖Gij‖ using Gramian based interaction measure [26].

The block diagram of the decentralized controller is shown in Fig. 9.10. A
decentralized controller can stabilize the systems (9.15) with unitary H√ disturbance
attenuation [35, 37]. The linear output-feedback controller is given as [37]:

ẋci = Aci xci + Bci yi(t), ui = Cci xci + Dci yi(t), (9.16)

where

Aci = Ai + BiCci − Bci Ci + (π 2
i L1iL

T
1i +

λ 2
i L2iL

T
2i)Xi −

(
Y−1

i − Xi

)−1 (
XiBiCci + Qi

)
,

Bci = γi

2

(
Y−1

i − Xi

)−1
CT

i , (9.17)

Cci = δi

2
BT

i Xi and Dci = 0,

and Xi and Yi are solutions of the following algebraic Riccati equations

AT
i Xi + XT

i − δiXiBiB
T
i Xi + π 2

i XiL1iL
T
1i +
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ET
1iE1i + λ T

i XiL2iL
T
2iXi + 1

λ 2
i

ET
2iE2i + Qi = 0,

AiYi + YiA
T
i − γiYiC

T
i CiYi + π 2

i L1iL
T
1i + (9.18)

YiE
T
1iE1i + 1

λ 2
i

YiE
T
2iE2iYi + λ T

i L2iL
T
2i + Ri = 0,

where δi, γi, πi and λi are positive numbers, Qi and Ri are positive definite matrices
and Y−1

i > Xi. The parameters δi, γi and λi are small positive numbers which are
chosen by successive approximation in such a way that both the Riccati equations
have positive definite solutions. The parameter πi is determined from the relation,
||Ci(SI −Ai)

−1Bi|| < πi and it is generally less than 1. In this chapter we have chosen
δi = 0.0005, γi = 0.0001, λi = 0.0025 and πi = 0.694. An algorithm to design
non-interacting controllers for PV systems using the above formulation is presented
in the next section.

9.6 Control Design Algorithm and Performance Evaluation

The proposed control algorithm can be applied to a general distribution system
including radial and meshed systems. In this chapter the PV control scheme is based
on the reformulation of the nonlinear dynamics of the PV units using the mean-value
theorem. With this representation, it becomes easier to explicitly account for the
effect of nonlinearities in the system dynamics, which enables us to more accurately
represent the system and also provides guaranteed robust performance. It also sig-
nificantly reduces the conservativeness of the designed controllers. The designed
controller guarantees stability under wide varieties of operating conditions.

The design steps of the output-feedback decentralized controllers for the nominal
system are given below:

• model the system using Eq. (9.7) and solve it for the steady-state conditions;
• from simulations, select coherent groups of generating units and represent them

by equivalent models;
• determine the best input/output variables for the controller from the residues which

are the product of system controllability and observability Gramians;
• linearise the system with the best input and output signals and determine nominal

system matrices (Ai, Bi, Ci);
• Reformulate the nonlinear system using the technique proposed in Sect. 9.4 and

determine the other matrices given in Eq. (9.15);
• quantify the uncertain terms (Li − Ai) and (Mi − Bi) due to variations in solar

irradiance, changing electric loads, and physically close PV units and check that
FT

i Fi ≤ I where I is the identity matrix;
• determine the interaction among different subsystems;
• solve the Riccati equations given in (9.18); and
• design the controller given by Eq. (9.16) and (9.17).
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Table 9.3 Dominant closed loop eigenvalues

−1.95 ± j5.56 −3.75 ± j2.76 −2.64 ± j9.39 0.44 ± j3.47

Table 9.4 Nonlinear index
with robust controllers

PV units Index Faulted bus Index

One 0.4618 12 0.4625
Two 0.4639 13 0.4613
Three 0.4664 14 0.4637
Four 0.4689 15 0.4628
Five 0.4692 16 0.4642

The control algorithm given above is applied to a benchmark distribution test
system. The controller is designed offline and applied to the system. The compu-
tational burden in calculating the uncertainty bound and controller design is not of
concern as it is done offline. The order of the controller is exactly equal to the order
of the PV model. Table 9.3 shows only the dominating eigenvalues for the closed-
loop system. The critical mode for the closed-loop system is 0.44085 ± j3.4737 and
the damping ratio is 0.1269 which is well above the minimum acceptable damping
ratio of five percent. From the eigenvalue it is clear that the closed-loop system is
well-damped. The nonlinear index presented in Sect. 9.3 is also used to validate
the performance of the designed controller under different operating conditions.
Table 9.4 shows the nonlinear index for a three-phase fault for five cycles at different
locations of the network with five PV units. From Table 9.4 it is clear that with the
designed controller the variation of the index in the critical mode is small and can be
neglected.

The next section contains results of large disturbance simulations, carried out to
demonstrate the performance of the designed controller. The simulations are done
with the full nonlinear model and robustness is verified with the complete nonlinear
model under different operating conditions including severe three-phase fault close
to the PV bus. The controller is designed simultaneously for five PV units and the
performance is tested under different operating conditions: (a) three-phase faults, (b)
sudden load changes, (c) changes in reference points, and (d) rapid changes in solar
irradiations.

9.6.1 Three-Phase Fault

Firstly, the performance of the designed controller is verified for a severe
three-phase fault at bus 15. The fault is applied at 1 s and subsequently cleared
after 150 ms by opening the circuit breaker. Figures 9.11 and 9.12 show the terminal
voltage response of the PV unit at bus 13 and its reactive power response. It can be
observed that the voltage is reduced during the fault and generated reactive power is
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Fig. 9.11 Voltage response (bus 13) for three-phase fault at bus 15
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Fig. 9.12 Reactive power of PV unit (bus 13) for three-phase fault at bus 15

increased. The designed controllers reacts promptly when the fault is removed and
the system regains synchronous operation. From Figs. 9.11 and 9.12 it is evident
that the designed controller provides excellent performance in terms of overshoot,
rise time, settling time, oscillation and steady-state error. Figure 9.13 shows the real
power response of the PV unit at bus 13. The simulation result presented in Fig. 9.8 for
the multi-PV units with the same fault exhibits negative interaction. From Figs. 9.13
and 9.8 it can be concluded that the designed controllers do not have any unwanted
negative interaction as they coordinate with each other.
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Fig. 9.13 Real power response for PV unit (bus 13) for three-phase fault at bus 15
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Fig. 9.14 Real power of PV unit (bus 4) for 10 % change in load

9.6.2 Sudden Change in Connected Load

The performance of the controller is also tested for a comparatively less severe
disturbance. In this simulation, the two IMs at buses 11 and 15 are represented with
a detailed nonlinear model as given in [33]. In this case, a 10 % sudden change in
the connected load is applied to verify the dynamic performance of the controller.
Figures 9.14 and 9.15 show the real power of the PV unit at bus 4 and its termi-
nal voltage response for ten percent changes in connected loads. From Figs. 9.14
and 9.15, it is obvious that the designed controller ensures stability at different oper-
ating conditions with mix of static and dynamic loads and provides strong robustness
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Fig. 9.15 Voltage excursion (bus 4) for 10 % change in load
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Fig. 9.16 Real power (bus 12) for change in reference power

against sudden load variations. From the above analysis, it is clear that the designed
controller ensures stability for both small and large signal disturbances and minimizes
the negative interactions.

9.6.3 Change in the Reference Point

It is expected that the designed controller will track the reference value under different
operating conditions. In this case, initially the reference power is 0.3 p.u. and at 0.4 s
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Table 9.5 Nonlinear index with changing radiation

Solar radiance in W/m2 1,000 900 800 700 600
Index 0.4692 0.4689 0.4691 0.4681 0.4659
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Fig. 9.17 PV system (bus 4) current due to the change in radiation
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Fig. 9.18 Bus voltage (bus 4) due to the change in radiation

the reference power is increased gradually to 1.0 p.u. by the MPPT controller for
the PV unit at bus 12. Figure 9.16 shows the real power of that particular PV unit.
From Fig. 9.16 it is clear that the controller follows the reference value exactly and
provides excellent tracking performance.
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9.6.4 Rapid Change in Sunlight

In a practical PV system, the atmospheric condition changes continuously for which
the PV output, the output current, and power of PV unit changes significantly. As
sunlight changes, the decentralized robust control makes the PV output converge to
new operating points. Table 9.5 shows the index with the changes in solar radiation
and by comparing it with the index in second column of Table 9.2, it is evident that
the designed controller provides excellent performance in minimizing the interac-
tion. The change in grid current is shown in Fig. 9.17 from which it is seen that
the PV system operates at standard atmospheric conditions till 0.5 s. However, the
irradiance changes from 1,000 to 700 W m−2 at 0.55 s and the weather remains
cloudy. At this stage, the amount of power delivered to the grid change and MPPT
will select a different MPP. Figure 9.17 shows the performances of the designed
dynamic controller with the change in atmospheric conditions. Figure 9.18 shows
the voltage response for the PV unit at bus 4 and grid voltage. From Figure 9.18 it is
evident that the PV terminal voltage slightly reduces and become stable at another
operating point as it is a permanent disturbance. However, the grid voltage does not
change significantly. From the results it is clear that the designed controller performs
well at varying atmospheric conditions and provides robust performance.

9.7 Conclusions

The analysis in this chapter has shown that distribution systems with PV units in close
proximity are likely to have oscillations due to control interactions. It is important
to minimize the negative interactions for secure and reliable operation of the power
system. To avoid the oscillations, a robust decentralized control design approach can
be used for which it is important to identify the coherent PV units as this enables the
design process to be less complex and less conservative with lower order controllers.
A properly designed robust controller damps small-signal oscillations and main-
tains a stable operation in post-fault conditions even with severe contingencies. The
emerging trend of high penetration of PV units needs novel control design for stable
operation. The idea presented in the chapter can be extended to other DER units
which are placed in close proximity.
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Chapter 10
Conclusions

This chapter summarises the findings from this research study, presents the
conclusions drawn and discusses proposed future areas of research. This work will
become more relevant as developed countries look to become energy-independent
and more conscious of the negative environmental impacts of increasing emissions
from conventional power plants.

As the penetration levels of wind farm capacities in power systems increase,
more research is required. Also when sufficient data for actual wind farm production
becomes available, the developed wind power prediction tools and the wind farm
model can be further examined and analysed for the prediction of large-scale wind
farm production. As wind power generation is characterised by its variability and
uncertainty, the integration of wind facilities into utility grids has several impacts
on their optimum power flow, transmission congestion, power quality issues, system
stability, load dispatch, protection system, economic analysis and electricity market
clearing prices. These impacts present major challenges to power system operators.
This book tackles some of these challenges.

This book presents several case studies for capturing the mechanisms of voltage
instability caused by the dynamics of the induction motor (IM) load, the on-load tap
changer (OLTC) and the fixed-speed induction generator (FSIG). The case studies
conducted are on: (i) short-term voltage instability; (ii) long-term voltage instability;
(iii) the effects of different wind generator integration on the available (dynamic)
transfer capability (ATC); (iv) the compensation required to restore or augment the
ATC when it is reduced to allow for fixed-speed wind turbine (FSWT) integration;
(v) the effects of large-scale wind generator integration; (vi) the effects of high com-
pensations; and (vii) the effects of wind turbine integration and static synchronous
compensator (STATCOM) ratings on the low-voltage ride-through (LVRT) capa-
bility of wind generators. The effects of different power system devices on power
system dynamic behaviours are also analysed. The devices considered in this book
are synchronous generators, induction generators (IGs), exciters, on-load tap chang-
ers (OLTCs), induction motors (IMs) and flexible AC transmission system (FACTS)
devices. The analyses provide insights into the ways in which short- and long-term
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voltage instabilities occur in a power system. The effect of large-scale wind power
integration into power system has been investigated by modal analysis as well as by
detailed nonlinear simulations.

The central contribution of this book is the design of linear robust controllers
which enhance voltage instability while preserving the nonlinearity of power system
devices. This is achieved by reformulating the nonlinear power system model using
Cauchy’s remainder formula with mean-value theorem.

The performances of the proposed controllers are validated through simulations.
Different test case power systems are selected and controllers are designed for
them. Different of simulation cases are conducted which include load and generation
changes, fault conditions and reference voltage changes. The test systems consid-
ered here include: (i) a simple but representative single generator and single large IM
infinite-bus system; (ii) an 11 bus three generators 2 area system; (iii) a large wind
farm infinite-bus system; (iv) an IEEE benchmark 10 machine 39 bus New England
system; and (v) a 16 machine 69 bus New England and New York test system. The
performances of the proposed controllers are also compared with those of conven-
tional controllers simulated under similar conditions. The simulation results show
that the proposed controllers are capable of providing better responses during normal
and abnormal power system operating conditions.

As mentioned earlier, (i) the minimax linear quadratic gaussian (LQG), (ii) decen-
tralised minimax output-feedback LQ, and (iii) the output-feedback linear robust
control approaches are used to design robust controllers. Before designing the con-
trollers, modal analysis and different case studies are conducted to obtain information
about the control problems. The control objectives considered here are: (i) stabili-
sation of a voltage mode with dynamic loads, (ii) enhancement of the ATC, (iii)
stabilisation of both voltage and electromechanical modes, and (iv) augmentation
of LVRT capability of wind generators. Within the minimax optimal control design
framework, robustness is achieved via optimisation of the worst-case quadratic per-
formance in the underlying uncertain system. This helps to achieve an acceptable
trade-off between control performance and system robustness.

From this work, the following conclusions can be drawn:

• Dynamic load modelling is crucial for both short- and long-term dynamic voltage
instability analyses.

• The modes related to operating slip and shaft stiffness are critical as they may limit
the large-scale integration of wind generation.

• The interactions between dynamic load and generators should be taken into account
while designing excitation controller.

• As the penetration level of fixed-speed conventional wind turbines increases, the
dynamic transfer capability substantially decreases.

• The STATCOM with reduced capacitors provides better performance in terms of
transfer capability than a capacitor bank alone.

• The STATCOM controller designed with interconnection effects and uncertainty,
increases transfer capability significantly compared to conventional STATCOM
controller.



10 Conclusions 275

• The critical speed and voltage, as well as the fault ride-through capability of the
wind generator decrease with the integration of fixed-speed wind generators.

• The robust performance of the proposed STATCOM control during a significant
voltage sag allows the voltage at the point of common coupling (PCC) to be kept
stable. It also avoids a large increase in turbine speed, reducing the likelihood of
the turbine exceeding the critical speed and thus increasing the fault-ride through
capability.

• The STATCOM control with structured uncertainty representation reduces the
calculation burden and produces a less conservative controller.

• The combined strategy of robust STATCOM and pitch angle control is more effec-
tive in recovering the system operation and such combined control makes the sys-
tem ride-through the fault without having to disconnect the generators from the
system.

• The designed decentralised STATCOM control with supercapacitor increase both
the transient and voltage stability and, thus, low-voltage ride-through capability
of fixed-speed wind turbines.

• Distribution systems with PV units in close proximity will have oscillations due
to control interactions. The emerging trend of high penetration of PV units needs
novel control design for stable operation.

• With the proposed reformulation, it becomes easier to explicitly account for the
effect of nonlinearities in the system dynamics, which enables us to more accu-
rately represent the system and also provides guaranteed performance and stability
characteristics over a pre-specified region around the equilibrium point.

10.1 Directions for Future Research

Although this research achieved promising results in analysing dynamic voltage
instability with wind generators and in applying robust control techniques to the
design of control systems for the enhancement of dynamic voltage stability, the
work does not end here. The proposed power system design method may be further
improved and consolidated by the following processes

(i) Implementing the proposed controllers in a real power system will provide
more confidence in the proposed method.

(ii) As the synthesis of controllers for large power systems involving many gen-
erators is found to be infeasible because the proposed linear matrix inequality
(LMI) optimisation method does not yield solutions for large systems, devel-
oping a better numerical solution method could facilitate controller design for
large systems.

(iii) Treating loads connected to the power system as proper combinations of both
constant and dynamic loads could achieve improvement in the model.

(iv) Computing the power flow solutions corresponding to the gradual load vari-
ations and including them in the simulation loop as, in the power system
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simulation in this book, loads are varied from one value to another
instantaneously, which may not reflect the actual load dynamics happening
in a real power system.

(v) Extending this formulation to deal with strong interconnections and overlap-
ping subsystems as the proposed decentralised robust controller is limited to
the considerations of nonlinear systems where only weak interconnections
arise and, therefore, this passive analysis may be over-conservative in terms
of providing a quantitative measure of the input threshold.

(vi) Establishing coordination between excitation and FACTS controllers.
(vii) Applying the proposed reformulation technique to future micro-grids and

smart grids as the proposed control algorithms in this study are only suc-
cessfully applied in a current conventional grid.

(viii) Conducting a detailed study to ascertain the impacts and possible benefits of
the inherent variability of renewable sources, particularly wind and solar, and
their correlations with load profiles.



Chapter 11
Appendices

11.1 Appendix-I

Power flow and dynamic data of single machine infinite bus system with large
induction motors (Table 11.1):

It should be noted that the synchronous machine parameters are on a 500 MVA
base, the induction motor parameters on a 800-MVA base, the exciter on a 100 MVA
base and the system reactances on a 100-MVA base.

11.2 Appendix-II

Transformation of induction motor equations to common reference axis:

Let

E ′
m =

√
e

′2
dm + e′2

qm , δm = tan−1 −e′
dm

e′
qm

, (Idm + j Iqm) = −(idm + j iqm)e− jδm ,

(Vd + j Vq) = vd + jvq)e− jδm , Tm = −TL , Te = e′
qmiqm + e′

qmiqm , idm =
−Idm cos δ + Iqm sin δ and iqm = −Iqm cos δ − Idm sin δ.

Taking derivative of E ′
m , we get

Ė ′
m = 1

2
√

e
′2
dm + e′2

qm

(2e′
dmė′

dm + 2e′
qmė′

qm),

= 1

T ′
dom

√
e

′2
dm + e′2

qm

⎡
−e

′2
dm − e

′2
qm − (X − X ′)(e′

dmiqm − e′
qmidm

⎢
,
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Table 11.1 System parameters (in pu)

Machine Motor System AVR OLTC

300 MW 750 MW PL = 1,500 MW,
QL = 150 MVAR

Xd = 2.1 Xs = 0.1 X→ = 0.01 Ka = 100 rmax = 1.1
Xq = 2.1 Xr = 0.18 X34 = 0.0554 Ta = 0.01s rmin = 0.8
X ′

d = 0.4 Xm = 3.2 X14 = 0.016 Emin
f d = 0 √r = 0.01

T ′
do = 8s Rr = 0.018 X24 = 0.004 Emax

f d = 5 Vref = 0.8 pu
ωs = 377 Hm = 0.5 C = 150 MVAR d = 0.01 pu
H = 3.5 m = 2 TD = 20
D = 4 TC = 5

= 1

T ′
dom

⎣
⎤−E ′

m − (X − X ′)
e′

dmiqm − e′
qmidm√

e
′2
dm + e′2

qm

⎥
⎦ ,

= 1

T ′
dom

[−E ′
m − (X − X ′)I ′

dm

]
. (11.1)

Te = e′
qm(−Idm cos δ + Iqm sin δ) + e′

qm(−Iqm cos δ − Idm sin δ),

= −e′
qm Idm

e′
dm√

e
′2
dm + e′2

qm

+ e′
qm Iqm

e′
qm√

e
′2
dm + e′2

qm

= −E ′
m Idm . (11.2)

Differentiating δm , we get:

δ̇m = 1

1 + (
e′

dm
e′

qm
)2

× e′
qmė′

dm − e′
dmė′

qm

e′2
qm

,

= e2
qm

e
′2
dm + e′2

qm

× 1/e
′2
qm

⎡
−e′

qme′
dm + e′

qme′
dm

−(X − X ′)(e′
qmiqm + e′

dmidm) + T ′
domωs(s − 1)(e

′2
dm + e

′2
qm)

⎢
,

= sωs − ωs − X − X ′

T ′
dom E ′

qm
Iqm . (11.3)

11.3 Appendix-III

Expression of ψ̃ for excitation control design:
The following expression for ψ̃ is used to design the voltage controller in Chap. 5.

We define ψ̃ = [
ψ̃1 . . . ψ̃7

]T
. The expressions for

[
ψ̃1 . . . ψ̃7

]T
are given below:

http://dx.doi.org/10.1007/978-981-287-116-9_5


11.3 Appendix-III 279

ψ̃1 = [
0 0 0 0

]
.

ψ̃2 = [
x11 x12 x13 x14

]
⎣
⎤

y11 0 0 0
y21 0 0 0
y31 0 y33 y34
y41 0 y43 y44

⎥
⎦ ,

where

x11 = cos δ − cos δ0, y11 = −V→G13, y33 = −y31,

x12 = sin δ − sin δ0, y21 = −V→ B13, y43 = −y41,

x13 = cos(δm − δ) − cos(δm0 − δ10), y31 = −(E ′
m − E ′

m0)G12, y34 = B12,

x14 = − sin(δm − δ) + sin(δm0 − δ10), y41 = −(E ′
m − E ′

m0)B12, y44 = G12.

ψ̃3 = [
a11 a12 a13 a14

]
⎣
⎤

b11 b12 0 0
b21 b22 0 0
b31 b32 b33 b34
b41 b42 b43 b44

⎥
⎦ + 1

2H

[
0 −2G11(E ′

q − E ′
q0) 0 0

]
,

where

a11 = − sin δ + sin δ0, b11 = −V→(E ′
q − E ′

q0)G13, b33 = −b31,

a12 = cos δ − cos δ0, b12 = V→ B13, b34 = −b32,

a13 = sin(δm − δ) − sin(δm0 − δ0), b21 = −V→(E ′
q − E ′

q0)B13, b43 = −b41,

a14 = cos(δm − δ) − cos(δm0 − δ0)), b42 = −(E ′
m − E ′

m0)G12, b44 = −b42,

b31 = −(E ′
m E ′

q − E ′
m0 E ′

q0)G12, b32 = (E ′
m − E ′

m0)B12, b22 = −V→G13,

b41 = −(E ′
m E ′

q − E ′
m0 E ′

q0)B12.

ψ̃4 = [
x11 x12 x13 x14

]
θ

⎣
⎤

b11 b22 0 0
b21 b22 0 0
b31 b32 b33 b34
b41 b42 b43 b44

⎥
⎦ + 1

2H

⎣
⎤

x11
x12
x13
x14

⎥
⎦

T

Δ

⎣
⎤

p11 p12 0 0
p21 p22 0 0
p31 p32 p33 p34
p41 p42 p43 p44

⎥
⎦

+
⎡
0 q2(

E ′
q

Vt
− E ′

q0
Vt0

) 0 0
⎢
,

where

p11 = −V→(E ′
q − E ′

q0)G11G→ + B11 B13, p12 = V→(G11 B13 − B11G13),

p31 = −(E ′
q E ′

m − Eq0 E ′
m0)(G11G12 + B11 B12), θ = X ′

d ( 1
Vt

− 1
Vt0

),

p21 = −V→(E ′
q − E ′

q0)(G11 B13 − B11G13), p22 = −V→G11G→ + B11 B13),

p41 = −(E ′
q E ′

m − Eq0 E ′
m0)(G11 B12 − B11G12), p32 = (E ′

m − E ′
m0)(G11 B12 − B11G12),

p42 = −(E ′
m − E ′

m0)(G11G12 + B11 B12), q2 = 1 + 2X ′
d B11 + X

′2
d (G2

11 + B2
11),

Δ = X ′
dθ, p44 = −p42, p43 = −p41, p33 = −p31, p34 = −p32.
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ψ̃5 = [
k11 k12 k13 k14

]
⎣
⎤

0 0 m13 0
0 0 m23 0

m31 m32 m33 0
m41 m42 m43 0

⎥
⎦ ,

where

k11 = cos δm − cos δm0, m13 = −V→G31, m33 = −m31,

k12 = sin δm − sin δm0, m23 = −V→ B31, m41 = (E ′
q − E ′

q0)B12,

k13 = cos(δ − δm) − cos(δ0 − δm0), m31 = (E ′
q − E ′

q0)G12, m42 = −G12,

k14 = − sin(δ − δm) + sin(δ0 − δm0), m32 = B12, m43 = −m41.

ψ̃6 = [
c11 c12 c13 c14

]
ε

⎣
⎤

0 0 d13 d14
0 0 d23 d24

d31 d32 d33 d34
d41 d42 d43 d44

⎥
⎦ ,

where

c11 = − sin δm + sin δm0, d13 = −V→(E ′
m − E ′

m0)G31, d34 = −d32,

c12 = cos δm − cos δm0, d14 = −V→ B31, d33 = −d31,

c13 = sin(δ − δm) − sin(δ0 − δm0), d23 = −V→(E ′
m − E ′

m0)B31, d43 = −d41,

c14 = cos(δ − δm) − cos(δ0 − δm0), d32 = (E ′
m − E ′

m0)B12, d44 = −d42,

ε = 1
E ′2

m
− 1

E
′2
m0

, d42 = −(E ′
m − E ′

m0)G12, d24 = V→G31,

d41 = −(E ′
m E ′

q − E ′
m0 E ′

q0)B12, d31 = (E ′
m E ′

q − E ′
m0 E ′

q0)G12.

ψ̃7 = [
c11 c12 c13 c14

]
⎣
⎤

0 0 d13 d14
0 0 d23 d24

d31 d32 d33 d34
d41 d42 d43 d44

⎥
⎦ + [

0 0 0 −2(E ′
m − E ′

m0)G33
]
.

11.4 Appendix-IV

3 machine 2 area test system power-flow data:
Transmission line data- R, X and B in pu on 100 MVA base:

Line R X B

5–6 0.0000 0.0040 0.0000
6–7 0.0015 0.0288 1.173
9–10 0.0010 0.0030 0.0000
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Transformer data- R and X in pu on 100 MVA base:

Line R X Ratio

T1 0.0000 0.0020 0.8857
T2 0.0015 0.0045 0.8857
T3 0.0010 0.0125 0.9024
T4 0.0010 0.0030 1.0664
T5 0.0010 0.0026 1.0800
T6 0.0010 0.0010 0.9750
T7 0.0010 0.0030 1.0000
T8 0.0010 0.0030 1.0000

Loads:

Bus P (MW) Q (MVAR)

8 3,271 1,015
11 3,384 971

Generation:

Bus P (MW) V (pu)

G1 3,981 0.98
G2 1,736 0.98
G3 1,154 0.98

Shunt capacitors:

Bus MVAr

7 763
8 600
9 1,710

3-machine 2-area system dynamic data:
Machine 1: Infinite bus, Machine 2: H = 2.09 and Macine 3: H = 2.33.
Machine parameters- machine 2 pu on 2,200 MVA base and machine 3 on 1,400 MVA:

Ra Xd Xq Ra Xl X ′
d X ′′

d X ′′
q T ′

d0 T ′
q0 T ′′

d0 T ′′
q0

0.0046 2.07 1.99 0.155 0.28 0.49 0.215 0.215 4.10 0.56 0.033 0.062

Exciters: Both machine 2 and machine 3 have thyristor exciters with a gain of 400
and the sensing circuit-time constant of 0.02 s.
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Motor data- pu on 3,600 MVA base:

Xm = 3.3 Rs = 0.01 Xs = 0.145
Rr = 0.008 Xr = 0.145 H = 0.6 s

0.0015 0.0045 0.8857

Load torque component m = 2 (that is TL = Toω
2
r ).

Overexcitation limiter for machine 3:

I f dmax1 = 3.02 pu I f dmax1 = 3.02 pu I f dmax1 = 3.02 pu
T ime1 = 3.02 s T ime1 = 3.02 s T ime1 = 3.02 s.

OLTC for transformer T6 between buses 10 and 11:

Time delay for the first tap movement: 30 s
Time delay for the subsequent tap movement: 5 s

Dead band: ±1% pu bus voltage
Tap range: ±16 steps
Step size: 0.00625 pu.

11.5 Appendix-V

Single wind farm infinite bus test system power flow and dynamic data (Table 11.2).

11.6 Appendix-VI

Expression of ψ̃ for STATCOM controller with unstructured uncertainty
representation:

We define ψ̃ =
⎡
ψ̃1, . . . , ψ̃7

⎢T
, ρ̃ =

⎡
ρ̃1, . . . , ρ̃7

⎢T
, z1 = T ′

0/(X − X ′), z2 =
−ωs(E ′

qr − E ′
qr0), z3 = −ωs(s − s0), z4 = ωs(E ′

dr − E ′
dr0), λ = (k − k0),

v1 = −(E ′
dr vdc − Edr0vdc0), v2 = −(E ′

qr1vdc − Eqr10vdc0) and z = 1
Vt

− 1
Vto

where

ψ̃1 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 b12 b13 b14
0 b22 b23 b24
0 V→G13 V→B13 0
0 V→ B13 V→G13 0

⎥
⎦ +

⎣
⎤

0
c12
c13
0

⎥
⎦

T

,
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Table 11.2 Machines and
grid parameters of test system

Asynchronous machines
Power: 2 MW Rs = 0.0121 pu
Voltage: 690 V Xs = 0.0742 pu
Frequency, f = 50 Hz Xm = 2.7626 pu
Self damping, 0.008 pu Rr = 0.008 pu
Rated Slip: 0.02 Xr = 0.1761 pu

Two mass model STATCOM
Hm = 2.6 s, HG = 0.22 s Capacity: 10 MVA
Dm = 3 pu, Ks = 141 pu RC = 0.01 pu
Gearbox ratio: 23.75 C = 300 µF

Grid and line Turbine parameters
xg = 0.1126 pu Hub height: 30 m
rg = 0.01126 pu Rotor diameter: 23.2 m
x13 = 0.75 pu Rated speed: 42 r.p.m.
r13 = 0.075 pu

Load Shunt compensator
P = 50 MW, Q = 15 MVAr Capacitor: 25 MVAr

where

a11 = sin(π − δ) − sin(π0 − δ0), a13 = − cos π + cos π0,

a12 = cos(π − δ) − cos(π0 − δ0), a14 = − sin π + sin π0,

b12 = G12λ(vdc − vdc0), b22 = −B12λ(vdc − vdc0),

b13 = −B12λ(vdc − vdc0), b23 = −G12λ(vdc − vdc0),

b14 = −λB12(E ′
qr − E ′

qr0) + λG12(E ′
dr − E ′

dr0),

b24 = −λG12(E ′
qr − E ′

qr0) − λB12(E ′
dr − E ′

dr0),

c12 = 2G11(E ′
dr − E ′

dr0), c13 = −2B11(E ′
qr − E ′

qr0).

ψ̃2 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 0 0 −λG12
0 0 0 λB12
0 0 0 0
0 0 0 0

⎥
⎦ + z1

⎣
⎤

z2
0
z3
0

⎥
⎦

T

.

ψ̃3 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 0 0 λB12
0 0 0 λG12
0 0 0 0
0 0 0 0

⎥
⎦ + z1

⎣
⎤

z4
z3
0
0

⎥
⎦ .

ψ̃4 = ψ̃6 = [0, 0, 0, 0] , ψ̃5 = ψ̃1,
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ψ̃7 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

⎣
⎤

0 −λB12 −λG21 0
0 −λG12 λB21 0
0 0 0 0
0 0 0 0

⎥
⎦

ρ̃1 = [
a12 a11

] [
s11 s12
s21 s22

]
,

where

s11 = v1 B12 + v2G12, s21 = v1G12 + v2 B12,

s12 = λv1G12 − λv2 B12, s22 = −λv1 B12 − λv2G12.

ρ̃2 = [
r11 r12

] [
t11 t12
t21 t22

]
,

where

t11 = −(vdc − vdc0)B12, t21 = −(vdc − vdc0)G12,

t12 = −λ(vdc − vdc0)G12, t22 = λ(vdc − vdc0)B14.

ρ̃3 = [
r11 r12

] [
u11 u12
u21 u22

]
,

where

u11 = −(vdc − vdc0)G12, u21 = (vdc − vdc0)B12,

u12 = λ(vdc − vdc0)B12, u22 = λ(vdc − vdc0)G12.

ρ̃4 = ρ̃6 = [0, 0] , ρ̃5 = ρ̃1,

ρ̃7 = z
[
a12 −a11

] [−s12 −s11
−s22 −s21

]
.

11.7 Appendix-VII

Expression of ψ̃ and ρ̃ for simultaneous STATCOM and pitch angle control
design:

The mathematical expressions for uncertain matrices ψ̃ and ρ̃ are useful in deter-
mining the scaling parameter θ. The expressions for ψ̃ and ρ̃ are given in the rest of

this section. We define ψ̃ =
⎡
ψ̃1, . . . , ψ̃7

⎢T
, ρ̃ =

⎡
ρ̃1, . . . , ρ̃7

⎢T
, where
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ψ̃1 = [
r11 0 0 0

]
, (11.4)

where

r11 = γ

2ω2
m

Awt V
3
w{(0.44 − 0.0167α) sin

[
π(λ − 3)

15 − 0.3α

]
− 0.00184(λ − 3)α}

− γ

2ω2
m0

Awt V
3
w{(0.44 − 0.0167α0) sin

[
π(λ − 3)

15 − 0.3α0

]
− 0.00184(λ − 3)α0}.

ψ̃2 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 b12 b13 b14
0 b22 b23 b24
0 V→G13 V→B13 0
0 V→ B13 V→G13 0

⎥
⎦ +

⎣
⎤

0
c12
c13
0

⎥
⎦

T

, (11.5)

where

a11 = sin(π − δ) − sin(π0 − δ0), a13 = − cos π + cos π0,

a12 = cos(π − δ) − cos(π0 − δ0), a14 = − sin π + sin π0,

b12 = G12Δ(vdc − vdc0), b22 = −B12Δ(vdc − vdc0),

b13 = −B12Δ(vdc − vdc0), b23 = −G12Δ(vdc − vdc0),

b14 = −Δ B12(E ′
qr − E ′

qr0
) + ΔG12(E ′

dr − E ′
dr0

),

b24 = −ΔG12(E ′
qr − E ′

qr0
) − Δ B12(E ′

dr − E ′
dr0

),

c12 = −2G11(E ′
dr − E ′

dr0
) − 2B11(E ′

qr − E ′
qr0

),

c13 = −2G11(E ′
qr − E ′

qr0
) − 2B11(E ′

dr − E ′
dr0

), Δ =
√

3

8
(m − m0).

ψ̃3 = [
0 0 0 0

]
. (11.6)

ψ̃4 = ψ̃2 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 b12 b13 b14
0 b22 b23 b24
0 V→G13 V→ B13 0
0 V→ B13 V→G13 0

⎥
⎦ +

⎣
⎤

0
c12
c13
0

⎥
⎦

T

. (11.7)
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ψ̃5 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 0 0 −ΔG12
0 0 0 Δ B12
0 0 0 0
0 0 0 0

⎥
⎦ +

⎣
⎤

z1
0
z3
0

⎥
⎦

T

, (11.8)

where

z1 = −T ′
0/(X − X ′)ωs(E ′

qr − E ′
qr0

), z3 = T ′
0/(X − X ′)ωs(s − s0).

ψ̃6 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 0 0 Δ B12
0 0 0 ΔG12
0 0 0 0
0 0 0 0

⎥
⎦ +

⎣
⎤

z3
z4
0
0

⎥
⎦

T

, (11.9)

where

z4 = −T ′
0/(X − X ′)ωs(E ′

dr − E ′
dr0

), z3 = T ′
0/(X − X ′)ωs(s − s0).

ψ̃7 = [
p11 p12 0 0

]
⎣
⎤

0 Δ B21 ΔG21 0
0 ΔG21 k B21 0
0 0 0 0
0 0 0 0

⎥
⎦ , (11.10)

where

p11 = sin(δ − π) − sin(δ0 − π0), p12 = cos(δ − π) − cos(δ0 − π0).

ψ̃8 = z

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 0 0 Δ Rs G12
0 0 0 −Δ Rs B12
0 0 0 0
0 0 0 0

⎥
⎦ + z

⎣
⎤

0
Rs G11
Rs B11

0

⎥
⎦

T

,

where

z = 1
vt

− 1
vt0

.

ρ̃1 = [
m12 m11 0 0

]
⎣
⎤

n11 0 0 0
n21 0 0 0
0 0 0 0
0 0 0 0

⎥
⎦ , (11.11)
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where

m11 = sin
⎡

π(λ− 3)
15 − 0.3α

⎢
− sin

⎡
π(λ− 3)

15 − 0.3α0

⎢
, n11 = 0.0835γ

2 Awt V 3
w

(
1

ωm
− 1

ωm0

⎛
,

m12 = cos
⎡

π(λ− 3)
15 − 0.3α

⎢
− sin

⎡
π(λ− 3)

15 − 0.3α0

⎢
, n21 = 0.025γ(λ−3)

2 Awt V 3
w

(
α

ωm (15 − 0.3α)
− α0

ωm0 (15 − 0.3α0)

⎛
.

ρ̃2 = [
a12 a11 0 0

]
⎣
⎤

0 s12 s13 0
0 s22 s23 0
0 0 0 0
0 0 0 0

⎥
⎦ , (11.12)

where

s21 = −ΔG12 p + Δ B12q, s22 = −Δ B12 p − ΔG12q,

s13 = − 3
8 G12q + Δ B12 p, s23 = − 3

8 B12q − ΔG12 p,

p = (E ′
dr vdc − Edr0 Vdc0), q = (E ′

qr vdc − Eqr0 Vdc0).

ρ̃3 = [
0 0 0 0

]
. (11.13)

ρ̃4 = ρ̃2 = [
a12 a11 0 0

]
⎣
⎤

0 s12 s13 0
0 s22 s23 0
0 0 0 0
0 0 0 0

⎥
⎦ . (11.14)

ρ̃5 = [
a12 a11 0 0

]
⎣
⎤

0 t12 t13 0
0 t22 t23 0
0 0 0 0
0 0 0 0

⎥
⎦ , (11.15)

where

t12 = −Δ(vdc − vdc0)G12, t22 = Δ(vdc − vdc0)B14,

t13 = − 3
8 (vdc − vdc0)B12, t23 = − 3

8 (vdc − vdc0)G12.

ρ̃6 = [
a12 a11 0 0

]
⎣
⎤

0 u12 u12 0
0 u22 u23 0
0 0 0 0
0 0 0 0

⎥
⎦ , (11.16)

where
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u12 = Δ(vdc − vdc0)B12, u22 = Δ(vdc − vdc0)G12,

u11 = − 3
8 (vdc − vdc0)G12, u21 = 3

8 (vdc − vdc0)B12.

ρ̃7 = z
[

p11 p12 0 0
]
⎣
⎤

0 ΔG21
3
8 B21 0

0 Δ B21
3
8 G21 0

0 0 0 0
0 0 0 0

⎥
⎦ . (11.17)

ρ̃8 = [
a11 a12 0 0

]
⎣
⎤

0 q12 q13 0
0 q22 q23 0
0 0 0 0
0 0 0 0

⎥
⎦ , (11.18)

where

q12 = Δ Rs B12(vdc − vdc0), q22 = Δ Rs G12(vdc − vdc0),

q12 = 3
8 Rs G12(vdc − vdc0), q22 = 3

8 Rs B12(vdc − vdc0).

11.8 Appendix-VIII

Expression of ψ̃ and ρ̃ for STATCOM control design with structured uncer-
tainty representation:

The expressions for ψ̃k and ρ̃k are given below, k = 0, . . . , 7, δab = sin(δa − δb)

and λ = (K − K0):

ψ̃0 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 b12 b13 0 b15 b16 0
0 b22 b23 0 b25 b26 0
0 b32 b33 0 0 0 b37
0 b42 b43 0 0 0 b47

⎥
⎦ + [

0 t12 t13 0 0 0 0
]
,

where

a11 = cos δ21 − cos δ210, a12 = sin δ21 − sin δ210,

a13 = cos(π − δ1) − cos(π0 − δ10), a14 = sin(π − δ1) − sin(π0 − δ10),

b12 = −(E ′
dr2 − Edr20)G12 − (E ′

qr2 − Eqr20)B12,

b22 = (E ′
dr2 − Edr20)B12 − (E ′

qr2 − Eqr20)G12,

b32 = −λ(vdc − vdc0)B14, b42 = −λ(vdc − vdc0)G14,
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b13 = −(E ′
dr2 − Edr20)B12 − (E ′

qr2 − Eqr20)G12,

b23 = −(E ′
dr2 − Edr20)G12 + (E ′

qr2 − Eqr20)B12,

b33 = −λ(vdc − vdc0)G14, b43 = −λ(vdc − vdc0)B14,

b15 = −(E ′
dr1 − Edr10)G12 − (E ′

qr1 − Eqr10)B12,

b25 = (E ′
dr1 − Edr10)B12 − (E ′

qr1 − Eqr10)G12,

b16 = −(E ′
dr1 − Edr10)B12 − (E ′

qr1 − Eqr10)G12,

b26 = −(E ′
dr1 − Edr10)G12 + (E ′

qr1 − Eqr10)B12,

b37 = −λ(E ′
dr1 − Edr10)B14 − (E ′

qr1 − Eqr10)G14,

b47 = −λ(E ′
dr1 − Edr10)G14 + (E ′

qr1 − Eqr10)B14,

t12 = −G11(E ′
dr1 − E ′

dr10), t13 = −2B11(E ′
qr1 − E ′

qr10).

ψ̃1 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 0 0 0 c15 c16 0
0 0 0 0 c25 c26 0
0 0 0 0 0 0 c37
0 0 0 0 0 0 c47

⎥
⎦ + [

θ11 0 θ13 0 0 0 0
]
,

where

c15 = −B12, c26 = B12,

c25 = −G12, c37 = −G14,

c16 = −G12, c47 = −B14,

θ11 = −ωs(E ′
qr1 − Eqr10), θ13 = −ωs(s1 − s10).

ψ̃2 =

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 0 0 0 d15 d16 0
0 0 0 0 d25 d26 0
0 0 0 0 0 0 d37
0 0 0 0 0 0 d47

⎥
⎦ + [

Δ11 Δ12 0 0 0 0 0
]
,

where

d15 = −B12, d26 = B12,

d25 = G12, d37 = −B14,

d16 = G12, d47 = G14,

Δ11 = −ωs(E ′
dr1 − Edr10), Δ12 = −ωs(s1 − s10).

ψ̃3 =

⎣
⎤

m11
m12
m13
m14

⎥
⎦

T ⎣
⎤

0 n12 n13 0 n15 n16 0
0 n22 n23 0 n25 n26 0
0 0 0 0 n35 0 n37
0 0 0 0 n45 0 n47

⎥
⎦ + [

0 0 0 0 g15 g16 0
]
,
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where

m11 = cos δ12 − cos δ120, m12 = sin δ12 − sin δ120,

m13 = cos(π − δ2) − cos(π0 − δ20), m14 = sin(π − δ2) − sin(π0 − δ20),

n12 = −(E ′
dr2 − Edr20)G21 − (E ′

qr2 − Eqr20)B21,

n22 = (E ′
dr2 − Edr20)B21 − (E ′

qr2 − Eqr20)G21,

n13 = −(E ′
qr2 − Eqr20)G21 − (E ′

dr2 − Edr20)B21,

n23 = −(E ′
qr2 − Eqr20)B21 + (E ′

dr2 − Edr20)G21,

n15 = −(E ′
dr1 − Edr10)G21 − (E ′

qr1 − Eqr10)B21,

n25 = (E ′
dr1 − Edr10)B21 − (E ′

qr1 − Eqr10)G21,

n35 = λ(vdc − Edc0)B24, n45 = (vdc − Edc0)G24,

n16 = −(E ′
qr1 − Eqr10)G21 − (E ′

dr1 − Edr10)B21,

n26 = (E ′
qr1 − Eqr10)B21 − (E ′

dr1 − Edr10)G21,

n37 = −λ(E ′
dr2 − Edr20)B24 − (E ′

qr2 − Eqr20)G24,

n47 = −λ(E ′
dr2 − Edr20)G24 + (E ′

qr2 − Eqr20)B24,

g15 = −G22(E ′
dr2 − Edr20), g16 = −B22(E ′

qr2 − Eqr20).

ψ̃4 =

⎣
⎤

m11

m12

m13

m14

⎥
⎦

T ⎣
⎤

0 p12 p13 0 0 0 0
0 p22 p23 0 0 0 0
0 0 0 0 0 0 p37

0 0 0 0 0 0 p47

⎥
⎦ + [

0 0 0 −ωs(E ′
qr2 − Eqr20) 0 −ωs(s2 − s20) 0

]
,

where

p12 = −B21, p22 = −G21, p13 = −G21, p23 = B21, p37 = −λB24, p47 = −λG24.

ψ̃5 =

⎣
⎤

m11

m12

m13

m14

⎥
⎦

T ⎣
⎤

0 v12 v13 0 0 0 0
0 v22 v23 0 0 0 0
0 0 0 0 0 0 v37

0 0 0 0 0 0 v47

⎥
⎦ + [

0 0 0 0 −ωs(E ′
dr2 − Edr20) −ωs(s2 − s20) 0

]
,

where

v12 = −G21, v22 = B21,

v13 = −B21, v23 = G21,

v37 = −λG24, v47 = λB24.
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ψ̃6 =

⎣
⎤

x11
x12
x13
x14

⎥
⎦

T ⎣
⎤

0 y12 y13 0 0 0 0
0 y22 y23 0 0 0 0
0 0 0 0 y35 y36 0
0 0 0 0 y45 y46 0

⎥
⎦ ,

where

x11 = cos(δ1 − π) − cos(δ10 − π0), y12 = −λG41,

x12 = sin(δ1 − π) − sin(δ10 − π0), y22 = −λB41,

x13 = cos(δ2 − π) − cos(δ20 − π0), y13 = −λB41,

x14 = sin(δ2 − π) − sin(δ20 − π0), y23 = λG41,

y35 = −λB42, y45 = −λG42,

y36 = −λG42, y46 = λB42.

ψ̃7 = z

⎣
⎤

a11
a12
a13
a14

⎥
⎦

T ⎣
⎤

0 −b13 −b12 0 −b16 −b15 0
0 −b23 −b22 0 −b26 −b25 0
0 −b33 b23 0 0 0 −b47
0 −b43 −b33 0 0 0 −b37

⎥
⎦ + [

0 z12 z13 0 z15 z16 0
]
,

where

z = 1

Vt
− 1

Vt0
,

z12 = 2X ′
1(Edr1 − Edr10) + 4G12 B12(Eqr1 − Eqr10)

+ 2(Edr1 − Edr10) + 2B11(Edr1 − Edr10) − 2t12 − b37,

z13 = 2X ′
1(Eqr1 − Eqr10) + 4G12 B12(Edr1 − Edr10)

+ 2(Eqr1 − Eqr10) + 2B11(Eqr1 − Eqr10) − t13 − b47,

z15 = 2X ′
1(Edr2 − Edr20) + 4G12 B12(Eqr2 − Eqr20)

+ 2(Edr2 − Edr20) + 2B11(Edr2 − Edr20) − 2g15 − n37,

z16 = 2X ′
1(Eqr2 − Eqr20) + 4G12 B12(Edr2 − Edr20)

+ 2(Eqr2 − Eqr20) + 2B11(Eqr2 − Eqr20) − 2g16 − n47.

ρ̃0 = [
r11 r12

] [
s11 s12
s21 s22

]
,

where
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r11 = cos(π − δ1) − cos(π0 − δ10),

r12 = sin(π − δ1) − sin(π0 − δ10),

s11 = −(E ′
dr1vdc − Edr10vdc0)B14−(E ′

qr1vdc − Eqr10Vdc0)G14,

s21 = −(E ′
dr1vdc − Edr10vdc0)G14−(E ′

qr1vdc − Eqr10vdc0)B14,

s12 = −λ(E ′
dr1vdc − Edr10vdc0)G14+λ(E ′

qr1vdc − Eqr10vdc0)B14,

s22 = λ(E ′
dr1vdc − Edr10vdc0)B14+λ(E ′

qr1vdc − Eqr10vdc0)G14.

ρ̃1 = [
r11 r12

] [
t11 t12
t21 t22

]
,

where

t11 = −(vdc − vdc0)B14, t21 = −(vdc − vdc0)G14,

t12 = −λ(vdc − vdc0)G14, t22 = λ(vdc − vdc0)B14.

ρ̃2 = [
r11 r12

] [
u11 u12
u21 u22

]
,

where
u11 = −(vdc − vdc0)G14, u21 = (vdc − vdc0)B14,

u12 = λ(vdc − vdc0)B14, u22 = λ(vdc − vdc0)G14.

ρ̃3 = [
h11 h12

] [
k11 k12
k21 k22

]
,

where

h11 = cos(π − δ2) − cos(π0 − δ20),

h12 = sin(π − δ2) − sin(π0 − δ20),

k11 = −(E ′
dr2vdc − Edr20vdc0)B24 − (E ′

qr2vdc − Eqr20vdc0)G24,

k21 = −(E ′
dr2vdc − Edr20vdc0)G24 − (E ′

qr2vdc − Eqr20vdc0)B24,

k12 = −λ(E ′
dr2vdc − Edr20vdc0)G24 + λ(E ′

qr2vdc − Eqr20vdc0)B24,

k22 = λ(E ′
dr2vdc − Edr20vdc0)B24 + λ(E ′

qr2vdc − Eqr20vdc0)G24.

ρ̃4 = [
h11 h12

] [
g11 g12
g21 g22

]
,

where
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g11 = −(vdc − vdc0)B24, g21 = −(vdc − vdc0)G24,

g12 = −λ(vdc − vdc0)G24, g22 = λ(vdc − vdc0)B24.

ρ̃5 = [
h11 h12

] [
e11 e12
e21 e22

]
,

where

e11 = −(vdc − vdc0)G24, e21 = (vdc − vdc0)B24,

e12 = λ(vdc − vdc0)B24, e22 = λ(vdc − vdc0)G24.

ρ̃6 = [
x11 x12 x13 x14

]
⎣
⎤

k11 k12
k21 k22
k31 k32
k41 k42

⎥
⎦ ,

where

k11 = −(E ′
dr1 − Edr10)B41 − (E ′

qr1 − Eqr10)G41,

k21 = −(E ′
dr1 − Edr10)G41 + (E ′

qr1 − Eqr10)B41,

k31 = −(E ′
dr2 − Edr20)B42 − (E ′

qr2 − Eqr20)G42,

k41 = −(E ′
dr2 − Edr20)G42 + (E ′

qr2 − Eqr20)B42,

k12 = λ(E ′
dr1 − Edr10)G41 − λ(E ′

qr1 − Eqr10)B41,

k22 = −λ(E ′
dr1 − Edr10)B41 − λ(E ′

qr1 − Eqr10)G41,

k32 = −λ(E ′
dr2 − Edr20)G42 − λ(E ′

qr2 − Eqr20)B42,

k42 = −λ(E ′
dr2 − Edr20)B42 − λ(E ′

qr2 − Eqr20)G42.

ρ̃7 = z
[
r11 r12

] [−s12 −s11
−s22 −s21

]
.

11.9 Appendix-IX

Expression of ψ̃ and ρ̃ for decentralised STATCOM/ESS control design:

We define ψ̃i =
⎡
ψ̃i1, . . . , ψ̃i9

⎢T
, ρ̃ =

⎡
ρ̃i1, . . . , ρ̃i9

⎢T
, where
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ψ̃i1 = [
0 0 0 0

]
.

ψ̃i2 =

⎣
⎤

x11
x12
x13
x14
x15
x16

⎥
⎦

T ⎣
⎤

0 y12 y13 0
0 y22 y23 0
0 y32 y33 0
0 y42 y43 0
0 y52 y53 y54
0 y62 y63 y64

⎥
⎦

,

where

x11 = cos δ j i − cos δ j i0, x13 = cos(δmk − δi ) − cos(δmk0 − δi0),

x12 = sin δ j i − sin δ j i0, x14 = sin(δmk − δi ) + sin(δmk0 − δi0),

y12 =
n⎝

j=1

(E ′
dr j

− E ′
dr j0

)Gi j +
n⎝

j=1

(E ′
qr j

− E ′
qr j0

)Bi j ,

y22 = −
n⎝

j=1

(E ′
dr j

− E ′
dr j0

)Bi j +
n⎝

j=1

(E ′
qr j

− E ′
qr j0

)Gi j ,

y32 =
n⎝

k=1

(E ′
qk

− E ′
qk0

)Bik,

x15 = cos(πl − δi ) − cos(πl0 − δi0),

y42 =
n⎝

k=1

(E ′
qk

− E ′
qk0

)Gik,

x16 = sin(πl − δi ) − sin(δl0 − δi0),

y52 = −
n⎝

l=1

kl(v
′
dcl

− vdcl0)Bil ,

y62 =
n⎝

l=1

kl(v
′
dcl

− vdcl0)Gil ,

y13 =
n⎝

j=1

(E ′
dr j

− E ′
dr j0

)Bi j +
n⎝

j=1

(E ′
qr j

− E ′
qr j0

)Gi j ,

y23 = −
n⎝

j=1

(E ′
dr j

− E ′
dr j0

)Gi j −
n⎝

j=1

(E ′
qr j

− E ′
qr j0

)Bi j ,

y33 =
n⎝

k=1

(E ′
qk

− E ′
qk0

)Gik, y43 = −
n⎝

k=1

(E ′
qk

− E ′
qk0

)Bik,

y53 =
n⎝

l=1

Δl(v
′
dcl

− vdcl0)Gil , y63 =
n⎝

l=1

Δl(v
′
dcl

− vdcl0)Bil ,
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y54 =
n⎝

l=1

Δl(E ′
dri

− E ′
dri0

)Bil +
n⎝

l=1

(E ′
qri

− E ′
qri0

)Gil ,

y64 =
n⎝

l=1

Δl(E ′
dri

− E ′
dri0

)Gil +
n⎝

l=1

(E ′
qri

− E ′
qri0

)Gil .

ψ̃i3 = [
0 0 0 0

]
, ψ̃i4 = −ψ̃i2. (11.19)

ψ̃i5 =

⎣
⎤

x11
x12
x13
x14
x15
x16

⎥
⎦

T ⎣
⎤

0 Gi j Bi j 0
−Bi j Bi j Gi j 0

0 0 0 0
0 0 0 0
0 0 0 −Δl Bil

0 0 0 Δl Gil

⎥
⎦

+ 1

2H

⎣
⎤

C11
C12

0
0

⎥
⎦

T

,

where

C11 = −ωs(E ′
dri

− E ′
dri0

), C12 = −ωs(si − si0).

ψ̃i6 =

⎣
⎤

x11
x12
x13
x14
x15
x16

⎥
⎦

T ⎣
⎤

0 −Bi j −Gi j 0
−Gi j Gi j Bi j 0

0 0 0 0
0 0 0 0
0 0 0 Δl Bil

0 0 0 −Δl Gil

⎥
⎦

+ 1

2H

⎣
⎤

D11
0

D13
0

⎥
⎦

T

,

where

D11 = ωs(E ′
qri

− E ′
qri0

), D13 = ωs(si − si0).

ψ̃i7 =

⎣
⎤

p11
p12
p13
p14
p15
p16

⎥
⎦

T ⎣
⎤

0 d12 d13 d14
0 d22 d23 d24
0 0 0 d34
0 0 0 d44
0 0 0 d54
0 0 0 d64

⎥
⎦

+ 1

2H

⎣
⎤

0
0
0

C14

⎥
⎦

T

,

where
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p11 = cos πl j − cos δl j0, p13 = cos(δi − πl) − cos(δi0 − πl0),

p12 = sin πl j − sin δl j0, p14 = sin(δi − πl) + sin(δl0 − πl0),

d12 =
n∑

l=1
Δl(vdcl − vdcl0)Gil , d22 =

n∑
l=1

Δl(vdcl − vdcl0)Bil ,

d13 =
n∑

l=1
Δl(vdcl − vdcl0)Gil ,

p15 = cos(δmk − πl) − cos(δmk0 − πl0),

d23 =
n∑

l=1
Δl(vdcl − vdcl0)Gil ,

p16 = sin(δmk − πl) − sin(δmk0 − πl0),

d14 =
n∑

j=1
Δl(E ′

dr j
− E ′

dr j0
)Bil +

n∑
j=1

Δl(E ′
qr j

− E ′
qr j0

)Gil ,

d24 = −
n∑

j=1
Δl(E ′

dr j
− E ′

dr j0
)Gi j − Δl

n∑
j=1

(E ′
qr j

− E ′
qr j0

)Bi j ,

d34 = −
n∑

l=1
Δl(E ′

qk
− E ′

qk0
)Gil , d44 =

n∑
l=1

Δl(E ′
qk

− E ′
qk0

)Bil ,

d54 =
n∑

k=1
Δl(vdc j − vdc j0)Gl j , d64 =

n∑
l=1

Δl(vdc j − vdc j0)Bl j ,

C14 =
n∑

l=1
2Δl(vdcl − vdcl0)Gll .

ψ̃i8 = θρi2 + 1

2H

⎣
⎤

x11
x12
x13
x14
x15
x16

⎥
⎦

T

z

⎣
⎤

0 P12 p13 0
0 P22 p23 0
0 P32 p33 0
0 P42 p43 0
0 P52 p53 p54
0 P62 p63 p64

⎥
⎦

+

⎣
⎤

0
q2
0
0

⎥
⎦

T

,

where

p12 =
n⎝

s=1
s ∗= j

(E ′
qrs

− E ′
qrs0

)(E ′
dri

− E ′
dri0

)(Gis Gi j + Bis Bi j ),

p22 = −
n⎝

s=1
s ∗= j

(E ′
qrs

− E ′
qrs0

)(E ′
dri

− E ′
dri0

)(Gis Bi j − Bis Gi j ),

p32 =
n⎝

k=1
k ∗= j

(E ′
qk

− E ′
qk0

)(E ′
qr j

− E ′
qr j0

)(Gik Gi j + Bik Bi j ),



11.9 Appendix-IX 297

p42 = −
n⎝

k=1
k ∗= j

(E ′
qk

− E ′
qk0

)(E ′
qr j

− E ′
qr j0

)(Gik Bi j − Bik Gi j ),

p52 =
n⎝

l=1
l ∗= j

Δl(vdcl − vdcl0)(E ′
qr j

− E ′
qr j0

)(Gil Gi j + Bil Bi j ),

p62 = −
n⎝

l=1
l ∗= j

Δl(vdcl − vdcl0)(E ′
qr j

− E ′
qr j0

)(Gil Bi j − Bil Gi j ),

p13 =
n⎝

s=1
s ∗= j

(E ′
drs

− E ′
drs0

)(E ′
qri

− E ′
qri0

)(Gis Bi j − Bis Gi j ),

p23 =
n⎝

s=1
s ∗= j

(E ′
drs

− E ′
drs0

)(E ′
qri

− E ′
qri0

)(Gis Gi j + Bis Bi j ),

p33 =
n⎝

k=1
k ∗= j

(E ′
qk

− E ′
qk0

)(E ′
dr j

− E ′
dr j0

)(Gik Bi j − Bik Gi j ),

p43 =
n⎝

k=1
k ∗= j

(E ′
qk

− E ′
qk0

)(E ′
dr j

− E ′
dr j0

)(Gik Gi j + Bik Bi j ),

p53 =
n⎝

l=1
l ∗= j

Δl(vdcl − vdcl0)(E ′
dr j

− E ′
dr j0

)(Gil Bi j − Bil Gi j ),

p63 =
n⎝

l=1
l ∗= j

Δl(vdcl − vdcl0)(E ′
dr j

− E ′
dr j0

)(Gil Gi j + Bil Bi j ),

p54 =
n⎝

l=1
l ∗= j

Δl(E ′
dr j

− E ′
dr j0

)(E ′
qr j

− E ′
qr j0

)(Gli Bi j − Bli Gi j ),

p64 =
n⎝

l=1
l ∗= j

Δl(E ′
dr j

− E ′
dr j0

)(E ′
qr j

− E ′
qr j0

)(Gli Gi j + Bli Bi j ),

z = X ′
diθi , θi = X ′

di (
1

Vti
− 1

Vti0
),

q2 = (
E ′

qri

Vti
+ E ′

dri

Vti
− E ′

dri0

Vt0
− E ′

qri0

Vt0
).
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ψ̃i9 = [
0 0 0 0

]
. (11.20)

ρ̃i1 = [
0 0 0 0

]
. (11.21)

ρ̃i2 =

⎣
⎤

x11
x12
x13
x14
x15
x16

⎥
⎦

T

⎣
⎤

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

y62
Δi

n∑
l=1

√
3
8 Gl j 0 0

y52
Δi

n∑
l=1

√
3
8 Bl j 0 0

⎥
⎦

. (11.22)

ρ̃i3 = [
0 0 0 0

]
, ρ̃i4 = −ρ̃i2. (11.23)

ρ̃i5 =

⎣
⎤

x11
x12
x13
x14
x15
x16

⎥
⎦

T

⎣
⎤

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0
n∑

l=1

√
3
8 Gil 0 0

0
n∑

l=1

√
3
8 Gil 0 0

⎥
⎦

. (11.24)

ρ̃i6 =

⎣
⎤

x11
x12
x13
x14
x15
x16

⎥
⎦

T

⎣
⎤

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0
n∑

l=1

√
3
8 Gil 0 0

0 −
n∑

l=1

√
3
8 Gil 0 0

⎥
⎦

. (11.25)
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ρ̃i7 =

⎣
⎤

p11
p12
p13
p14
p15
p16

⎥
⎦

T

⎣
⎤

n∑
l=1

klvdcl

n∑
l=1

√
3
8 vdcl 0 0

n∑
l=1

klvdcl

n∑
l=1

√
3
8 vdcl 0 0

n∑
l=1

klvdcl

n∑
l=1

√
3
8 vdcl 0 0

n∑
l=1

klvdcl

n∑
l=1

√
3
8 vdcl 0 0

n∑
l=1

klvdcl

n∑
l=1

√
3
8 vdcl 0 0

n∑
l=1

klvdcl

n∑
l=1

√
3
8 vdcl 0 0

⎥
⎦

. (11.26)

ρ̃i8 = θρi2 + 1

2H

⎣
⎤

x11
x12
x13
x14
x15
x16

⎥
⎦

T

z

⎣
⎤

0 0 o 0
0 0 0 0
0 0 0 0
0 0 0 0

r51 r52 0 0
r61 r62 0 0

⎥
⎦

+

⎣
⎤

0
q2
0
0

⎥
⎦

T

,

where

r51 =
n∑

l=1
l ∗= j

wl(E ′
dr j

− E ′
dr j0

)(E ′
qr j

− E ′
qr j0

)(Gli Bi j − Bli Gi j ),

r52 =
n∑

l=1
l ∗= j

wl(E ′
dr j

− E ′
dr j0

)(E ′
qr j

− E ′
qr j0

)(Gli Gi j + Bli Bi j ),

r61 =
n∑

l=1
l ∗= j

Δlwl(E ′
dr j

− E ′
dr j0

)(E ′
qr j

− E ′
qr j0

)(Gli Gi j + Bli Bi j ),

r62 =
n∑

l=1
l ∗= j

Δlwl(E ′
dr j

− E ′
dr j0

)(E ′
qr j

− E ′
qr j0

)Gli Bi j − Bli Gi j ),

wl = (vdcl − vdcl0).

ψ̃i9 = [
0 0 0 0

]
. (11.27)

The expression for Γ̃ is not presented here, however, it can be derived in a similar
way as ψ̃.
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11.10 Appendix-X

16 machine 5 area study system power-flow data

A1. Machine bus data
Bus number Voltage Power generation

(pu) (pu)

1 1.0450 2.50
2 0.9800 5.45
3 0.9830 6.50
4 0.9870 6.32
5 1.0110 5.05
6 1.0500 7.00
7 1.0630 5.60
8 1.0300 5.40
9 1.0250 8.00
10 1.0100 5.00
11 1.0000 10.00
12 1.0156 13.50
13 1.0110 35.91
14 1.0000 17.85
15 1.0000 10.00
16 1.0000 40.00

A2. Load bus data
Bus number Real load Reactive load

(pu) (pu)

17 60.00 3.0000
18 24.70 1.2300
19 0 0
20 6.80 1.0300
21 2.74 1.1500
22 0 0
23 2.48 0.8500
24 3.09 −0.9200
25 2.24 0.4700
26 1.39 0.1700
27 2.81 0.7600
28 2.06 0.280
29 2.84 0.2700
30 0 0
31 0 0
32 0 0
33 1.12 0
34 0 0

(continued)
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A2. (continued)
Bus number Real load (pu) Reactive load (pu)

35 0 0
36 1.02 −0.1946
37 0 0
38 0 0
39 2.67 0.1260
40 0.6563 0.2353
41 10.00 2.5000
42 11.50 2.5000
43 0 0
44 2.6755 0.0484
45 2.08 0.2100
46 1.507 0.2850
47 2.0312 0.3259
48 2.412 0.0220
49 1.64 0.2900
50 1.00 −1.4700
51 3.37 −1.2200
52 1.58 0.300
53 2.527 1.1856
54 0 0
55 3.22 0.0200
56 2.00 0.7360
57 0 0
58 0 0
59 2.34 0.8400
60 2.088 0.7080
61 1.04 1.2500
62 0 0
63 0 0
64 0.09 0.8800
65 0 0
66 0 0
67 3.20 1.5300
68 3.29 0.3200
69 0 0

A3. Line data:
From bus To bus R (pu) X (pu) Line charging Tap ratio

(pu)

54 1 0 0.0181 0 1.0250
58 2 0 0.0250 0 1.0700
62 3 0 0.0200 0 1.0700
19 4 0.0007 0.0142 0 1.0700
20 5 0.0009 0.0180 0 1.0090

(continued)
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A3. (continued)
From bus To bus R (pu) X (pu) Line charging Tap ratio

(pu)

22 6 0 0.0143 0 0250
23 7 0.0005 0.0272 0 0
25 8 0.0006 0.0232 0 1.0250
29 9 0.008 0.0156 0 1.0250
31 10 0 0.0260 0 1.0400
32 11 0 0.0130 0 1.0400
36 12 0 0.0075 0 1.0400
17 13 0 0.0033 0 1.0400
41 14 0 0.0015 0 1.0000
42 15 0 0.0015 0 1.0000
18 16 0 0.0030 0 1.0000
36 17 0.0005 0.0045 0.3200 0
49 18 0.0076 0.1141 1.1600 0
68 19 0.0016 0.0195 0.3040 0
19 20 0.0007 0.0138 0 1.0600
68 21 0.0008 0.0135 0.2548 0
21 22 0.0008 0.0140 0.2565 0
22 23 0.0006 0.0096 0.1846 0
23 24 0.0022 0.0350 0.3610 0
68 24 0.0003 0.0059 0.0680 0
54 25 0.0070 0.0086 0.1460 0
25 26 0.0032 0.0323 0.5310 0
37 27 0.0013 0.0173 0.3216 0
26 27 0.0014 0.0147 0.2396 0
26 28 0.0043 0.0474 0.7802 0
26 29 0.0057 0.0625 1.0290 0
28 29 0.0014 0.0151 0.2490 0
53 30 0.0008 0.0074 0.4800 0
61 30 0.0019 0.0183 0.2900 0
61 30 0.0019 0.0183 0.2900 0
30 31 0.0013 0.0187 0.3330 0
53 31 0.0016 0.0163 0.2500 0
30 32 0.0024 0.0288 0.4880 0
32 33 0.0008 0.0099 0.1680 0
33 34 0.0011 0.0157 0.2020 0
35 34 0.0001 0.0074 0 0.9460
34 36 0.0033 0.0111 1.4500 0
61 36 0.0022 0.0196 0.3400 0
61 36 0.0022 0.0196 0.3400 0
68 37 0.0007 0.0089 0.1342 0
31 38 0.0011 0.0147 0.2470 0
33 38 0.0036 0.0444 0.6930 0
41 40 0.0060 0.0840 3.1500 0
48 40 0.0020 0.0220 1.2800 0
42 41 0.0040 0.0600 2.2500 0
18 42 0.0040 0.0600 2.2500 0
17 43 0.0005 0.0276 0 0
39 44 0 0.0411 0 0
43 44 0.0001 0.0011 0 0

(continued)
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A3. (continued)
From bus To bus R (pu) X (pu) Line charging Tap ratio

(pu)

39 45 0 0.0839 0 0
44 45 0.0025 0.0730 0 0
38 46 0.0022 0.0284 0.4300 0
53 47 0.0013 0.0188 1.3100 0
47 48 0.0025 0.0268 0.4000 0
47 48 0.0025 0.0268 0.4000 0
46 49 0.0018 0.0274 0.2700 0
45 51 0.0004 0.0105 0.7200 0
50 51 0.0009 0.0221 1.6200 0
37 52 0.0007 0.0082 0.1319 0
55 52 0.0011 0.0133 0.2138 0
53 54 0.0035 0.0411 0.6987 0
54 55 0.0013 0.0151 0.2572 0
55 56 0.0013 0.0213 0.2214 0
56 57 0.0008 0.0128 0.1342 0
57 58 0.0002 0.0026 0.0434 0
58 59 0.0006 0.0092 0.1130 0
57 60 0.0008 0.0112 0.1476 0
59 60 0.0004 0.0046 0.078 0
60 61 0.0023 0.0363 0.3804 0
58 63 0.0007 0.0082 0.1389 0
62 63 0.0004 0.0043 0.0729 0
64 63 0.0016 0.0435 0 1.0600
62 65 0.0004 0.0043 0.0729 0
64 65 0.0016 0.0435 0 1.0600
56 66 0.0008 0.0129 0.1382 0
65 66 0.0009 0.0101 0.1723 0
66 67 0.0018 0.0217 0.3660 0
67 68 0.0009 0.0094 0.1710 0
53 27 0.0320 0.3200 0.4100 1.0000
69 18 0.0006 0.0144 1.0300 0
50 69 0.0006 0.0144 1.0300 0

16 machine 5 area test system dynamic data

B1. Machine data in pu:
Machine Bus Base

MVA
Xls Rs Xd X ′

d X ′′
d T ′

do (s) T ′′
do (s)

1 1 100 0.0125 0.0 0.1 0.031 0.025 10.2 0.05
2 2 100 0.035 0.0 0.295 0.0697 0.05 6.56 0.05
3 3 100 0.0304 0.0 0.2495 0.0531 0.045 5.7 0.05
4 4 100 0.0295 0.0 0.262 0.0436 0.035 5.69 0.05
5 5 100 0.027 0.0 0.33 0.066 0.05 5.4 0.05
6 6 100 0.0224 0.0 0.254 0.05 0.04 7.3 0.05
7 7 100 0.0322 0.0 0.295 0.049 0.04 5.66 0.05
8 8 100 0.0028 0.0 0.29 0.057 0.045 6.7 0.05
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B1. (continued)
Machine Bus Base

MVA
Xls Rs Xd X ′

d X ′′
d T ′

do (s) T ′′
do (s)

9 9 100 0.00298 0.0 0.2106 0.057 0.045 4.79 0.05
10 10 100 0.0199 0.0 0.169 0.0457 0.04 9.37 0.05
11 11 100 0.0103 0.0 0.128 0.018 0.012 4.1 0.05
12 12 100 0.022 0.0 0.101 0.031 0.025 7.4 0.05
13 13 200 0.0030 0.0 0.0296 0.0055 0.004 5.9 0.05
14 14 100 0.0017 0.0 0.018 0.00285 0.0023 4.1 0.05
15 15 100 0.0017 0.0 0.018 0.00285 0.0023 4.1 0.05
16 16 200 0.0041 0.0 0.0356 0.0071 0.0055 7.8 0.05

B1. Machine data :(continued)
Machine Xq (pu) X ′

q (pu) X ′′
q (pu) T ′

qo (s) T ′′
qo (s) H (s) D

1 0.069 0.028 0.025 1.5 0.035 42.0 4.0
2 0.282 0.060 0.05 1.5 0.035 30.2 9.75
3 0.237 0.050 0.045 1.5 0.035 35.8 10
4 0.258 0.040 0.035 1.5 0.035 28.6 10
5 0.31 0.060 0.05 0.44 0.035 26.0 3
6 0.241 0.045 0.04 0.4 0.035 34.8 10
7 0.292 0.045 0.04 1.5 0.035 26.4 8
8 0.280 0.050 0.045 0.41 0.035 24.3 9
9 0.205 0.050 0.045 1.96 0.035 34.5 14
10 0.115 0.045 0.04 1.5 0.035 31.0 5.56
11 0.0123 0.015 0.012 1.5 0.035 28.2 13.6
12 0.095 0.028 0.025 1.5 0.035 92.3 13.5
13 0.0286 0.005 0.004 1.5 0.035 248.0 33
14 0.0173 0.0025 0.0023 1.5 0.035 300.0 100
15 0.0173 0.0025 0.0023 1.5 0.035 300.0 100
16 0.0334 0.006 0.0055 1.5 0.035 225.0 50

C1. DC excitation system data:
Machine Tr (s) K A TA (s) Vrmax

(pu)
Vrmin
(pu)

KE (s) TE Aex Bex

1 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
2 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
3 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
4 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
5 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
6 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
7 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
8 0.01 40 0.02 10 −10 1 0.785 0.07 0.91

C1. DC excitation system data:
Machine Tr (s) Ka Vrmax (pu) Vrmin (pu) K pss (s) T1 (s) T2 (s) T3 (s) T4 (s)

9 0.01 200 5 −5 12
377 0.1 0.2 0.1 0.2
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11.11 Appendix-XI

10-machine, New England System Power Flow Data

A1. Machine bus data
Bus number Voltage (pu) Power generation (MW)

1 1.04550 250.00
2 1.04360 572.93
3 1.02038 650.00
4 0.99780 632.00
5 0.99355 508.00
6 0.99651 650.00
7 0.94083 560.00
8 0.95460 540.00
9 1.01114 830.00
10 1.00861 1005.729

A2. Load bus data
Bus number Real load (pu) Reactive load (pu)

1 0.00 0.00
2 0.00 0.00
3 322.00 2.40
4 500.00 1.0300
5 0.00 0.00
6 0.00 0.00
7 233.8 840.00
8 522 176
9 0.00 0.00
10 0.00 0.00
11 0.00 0.00
12 8.50 88.00
13 0.00 0.00
14 0.00 0.00
15 320.00 153.00
16 329.40 323.00
17 0.00 0.000
18 158.0 30.00
19 0.00 0.00
20 680.00 103.00
21 680.00 103.00
22 0.00 0.00

(continued)
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A2. (continued)
Bus number Real load (pu) Reactive load (pu)

23 247.00 84.00
24 308.60 −92.200
25 224.00 47.20
26 139.00 17.00
27 281.00 75.50
28 206.00 27.60
29 283.50 126.90
31 9.20 4.60
39 1104.00 250.00

A3. Line data:
From bus To bus R (pu) X (pu) Line charging (pu)

1 2 0 0.0181 0
1 39 0 0.0250 0
2 3 0 0.0200 0
2 25 0.0007 0.0142 0
3 4 0.0009 0.0180 0
3 18 0 0.0143 0
4 5 0.0005 0.0272 0
4 14 0.0006 0.0232 0
5 6 0.008 0.0156 0
5 8 0 0.0260 0
6 7 0 0.0130 0
6 11 0 0.0075 0
7 8 0 0.0033 0
8 9 0 0.0015 0
9 39 0 0.0015 0
10 11 0 0.0030 0
10 13 0.0005 0.0045 0.3200
13 14 0.0076 0.1141 1.1600
14 15 0.0016 0.0195 0.3040
15 16 0.0007 0.0138 0
16 17 0.0008 0.0135 0.2548
16 19 0.0016 0.0195 0.3040
16 21 0.0008 0.0135 0.2548
16 24 0.0003 0.0059 0.0680
17 18 0.0007 0.0082 0.1319
17 27 0.0013 0.0173 0.3216
21 22 0.0008 0.0140 0.2565
22 23 0.0006 0.0096 0.1846
23 24 0.0022 0.0350 0.3610
25 26 0.0032 0.0323 0.5130
26 27 0.0014 0.0147 0.2396
26 28 0.0043 0.0474 0.7802
26 29 0.0057 0.0625 1.02900
28 29 0.0014 0.0151 0.2490
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10-machine New England System Dynamic Data

B1. Machine data in pu:
Machine Bus Base MVA Xls Rs Xd X ′

d X ′′
d T ′

do (s) T ′′
do (s)

1 30 100 0.0125 0.0 0.1 0.031 0.025 10.2 0.05
2 31 100 0.035 0.0 0.295 0.0697 0.05 6.56 0.05
3 32 100 0.0304 0.0 0.2495 0.0531 0.045 5.7 0.05
4 33 100 0.0295 0.0 0.262 0.0436 0.035 5.69 0.05
5 34 100 0.027 0.0 0.33 0.066 0.05 5.4 0.05
6 35 100 0.0224 0.0 0.254 0.05 0.04 7.3 0.05
7 36 100 0.0322 0.0 0.295 0.049 0.04 5.66 0.05
8 37 100 0.0028 0.0 0.29 0.057 0.045 6.7 0.05
9 38 100 0.00298 0.0 0.2106 0.057 0.045 4.79 0.05
10 39 100 0.0199 0.0 0.169 0.0457 0.04 9.37 0.05

B1. Machine data in pu:
Machine Xq (pu) X ′

q (pu) X ′′
q (pu) T ′

qo (s) T ′′
qo (s) H (s) D

1 0.069 0.028 0.025 1.5 0.035 42.0 4.0
2 0.282 0.060 0.05 1.5 0.035 30.2 9.75
3 0.237 0.050 0.045 1.5 0.035 35.8 10
4 0.258 0.040 0.035 1.5 0.035 28.6 10
5 0.31 0.060 0.05 0.44 0.035 26.0 3
6 0.241 0.045 0.04 0.4 0.035 34.8 10
7 0.292 0.045 0.04 1.5 0.035 26.4 8
8 0.280 0.050 0.045 0.41 0.035 24.3 9
9 0.205 0.050 0.045 1.96 0.035 34.5 14
10 0.115 0.045 0.04 1.5 0.035 31.0 5.56

C1. DC excitation system data:
Machine Tr (s) K A TA (s) Vrmax (pu) Vrmin (pu) KE (s) TE Aex Bex

1 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
2 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
3 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
4 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
5 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
6 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
7 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
8 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
9 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
10 0.01 40 0.02 10 −10 1 0.785 0.07 0.91
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Eigenvalue sensitivity, 77
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Excitation control, 4, 105, 107
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FRT requirements, 160

G
Gaussian white noise, 168
Generator dynamic model, 107
Gramians, 197, 226
Grid-codes, 4, 159

I
IM load, 99
Induction generator, 199
Induction generator models, 43
Induction motor, 104, 255
Integral quadratic constraints, 168, 202, 230
Interaction index, 259
Interaction measures, 255
Interactions, 250

L
Large disturbances, 119, 191
Large-disturbance controller, 106
Large-disturbance voltage stability, 24
Large-scale integration, 98
Linear control, 5
Linear controller, 11, 155, 158
Linearisation, 61, 104, 120
Linearised system, 73
Load centres, 94
Load models, 35
Long-term voltage stability, 23
LVRT, 10
LVRT capability, 96, 155, 156, 173, 197,

206, 234, 238
LVRT capacity, 220
LVRT requirements, 237

M
Maximum power point tracking, 226, 253
Mean-value theorem, 111
Minimax LQG control, 113, 167
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Modal analysis, 75, 95
Modal controllability, 197, 226
Modal observability, 197, 226
Model for a synchronous machine, 30
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Multi-variable controllers, 13, 173

N
Negative interaction, 260, 266
New England test system, 233
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Nonlinear control, 220
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Nonlinear simulation, 256
Nonlinear system, 167
Nonlinearities, 112, 188, 220, 264
Nonlinearity, 25, 155, 156
Norm-bounded constraints, 202
Norm-bounded uncertainty, 168
Normal form technique, 256

O
Operating region, 177
Output feedback control, 190
Output-feedback controller, 115
Over-excitation limiter, 34

P
P–V curve, 89, 163
Participation matrix, 77
Participation vectors, 198
Perturbation analysis, 65
Photovoltaic (PV), 2, 9
PI controller, 5, 173, 208, 234
Pitch angle controller, 184
Pitch controller, 194
Point of common coupling, 219, 249
Polytope region, 173, 232
Power balance equations, 55
PSS, 33
PV array, 45, 251
PV control, 251
PV controllers, 256
PV units, 249

R
Rank-constrained, 197
Rank-constrained LMIs, 13, 203
Reactive power, 5
Reformulation technique, 12
Renewable energy, 2, 84
Residues, 78, 226
Resonance peak, 192
Robust control, 6, 65, 69, 197, 198
Robust controller, 220, 233
Robustness, 156, 168
RSC control, 223
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Schur complement, 204
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Shaft stiffness, 95
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Slip, 97, 154
Small-disturbance voltage stability, 24
Small-signal analysis, 256
Small-signal stability, 104
Squirrel-cage induction generators, 4
Stability limit, 132
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STATCOM control, 186
STATCOM controller, 195, 209
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Structured uncertainty, 158, 190
Subsystem, 7, 198, 261
Supercapacitor, 199, 214
SVC, 53, 93
Synchronous generator, 4, 30, 107

T
Taylor expansion, 63
Taylor series, 164, 227, 261
TCSC, 54
Thermal limits, 131
Three-phase fault, 118, 192, 208, 235, 265
Transfer capability, 125, 132

Transient stability, 3
Transient stability margin, 234

U
Unbalanced faults, 243
Uncertain system, 190
Uncertainties, 6
Uncertainty, 112, 156, 261
Uncertainty modelling, 187
Uncoordinated control, 98
Uncoordinated controllers, 250
Unstructured uncertainties, 184
Unstructured uncertainty, 158

V
Voltage and angle stability, 22
Voltage collapse, 21, 126
Voltage instability, 2, 6, 12, 20, 21, 25, 103
Voltage limit, 132
Voltage modes, 111
Voltage stability, 4, 23, 24, 104
Voltage stability margin, 234

W
Wind farm, 164, 197, 223, 242
Wind power, 3, 22, 153
Wind turbine, 12

Z
Zero voltage ride-through, 223
Ziegler-Nichols method, 234
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