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Abstract. Connected region detection is usually used to obtain foreground re-
gions from foreground image after moving object detection. In order to remove 
noise regions and retain true targets, a threshold that limits the circumference of 
foreground regions should be introduced. The method which uses the same 
threshold for all surveillance videos cannot handle scene changes. In this case, 
we propose an adaptive threshold algorithm for moving target segmentation. A 
strategy based on the combination of background modeling and Grabcut is pre-
sented to extract foreground objects and set an initial threshold. On the base of 
this, we can choose some foreground as samples and classify them by K-means 
clustering method. Finally, an appropriate threshold could be selected for mov-
ing object segmentation according to the classification result. Experimental re-
sults show that the proposed method has strong adaptability to various scenes 
and improves the accuracy oftarget segmentation. 
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1 Introduction 

In recent years, moving object detection [1-2] has been an important topic in the field 
of computer vision. As an essential step of intelligent surveillance technology, its 
results are crucial for subsequent advanced processing, such as object classification, 
tracking and activity analysis. 

After the detection of moving targets we can obtain foreground images. In order to ac-
quire the features of moving foreground objects further and facilitate subsequent tasks, it 
is necessary to separate motion areas from background. Since the results of detection is 
sensitive to sensors noise and background changes, pixels that belong to background are 
often falsely detected as foreground and, as a result, the performance of foreground ob-
ject segmentation are heavily affected. To handle this problem, it is need to include a 
threshold to limit the circumference of foreground regions so that fake targets mixed with 
moving objects could be judged and rejected with the help of this threshold. 

The performance of threshold algorithm determines the accuracy of object segmen-
tation. A fixed threshold manually selected is usually not applicable to all video 
scenes, so it is worth to study the algorithm of adaptive threshold. In this paper, we 
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put forward an adaptive threshold algorithm to get motion areas apart, which mainly 
focus on three issues: how to select an initial threshold, how to classify foreground 
regions and how to adjust the threshold based on concrete situations. Among these 
problems, the selection of initial threshold is the foundation of other issues. It relates 
to the sample collection of K-means clustering method and therefore has a great effect 
on the quality of classification. To reasonably determine the initial threshold, a novel 
method based on Gaussian mixture model and Grabcut is applied to segment image, 
which ensures the integrity of targets and increases the accuracy of initial threshold. 
In addition, we use K-means to partition foreground areas and choose appropriate 
formulas in accordance with the actual situation to update threshold, resulting in a 
proper threshold and promotes the quality of moving object segmentation. 

2 Object Segmentation Based on Fixed Threshold 

After foreground detection, in order to acquire the characteristics of each foreground 
object, we usually adopt connected region detection algorithm [3] to separate fore-
ground from background. If the results of targets detection are accurate enough, fore-
ground segmentation will be liable to achieve desirable results. However, multiple 
factors interfering with the performance of objects detection exist in the real monitor-
ing environment, such as leaf swing and camera shake. They contribute to the  
emergence of false alarms and make a serious impact on the accuracy of object seg-
mentation [4]. In order to eliminate the possible influence of background or fake tar-
gets, it is need to distinguish between different foreground areas with a threshold. If 
the circumference of a region is less than the given threshold, it will be considered 
ineffective; otherwise it will be regard as an actual motion area. The easiest means of 
threshold value selection is to adopt a fixed threshold, i.e., manually set a same thre-
shold for all videos on the basis of experimental experience. Figure 1 shows the object 
segmentation results of four test videos when the threshold is fixed at 100. The seg-
mented objects are marked with green rectangles. For convenience, the videos are 
referred to as v1, v2, v3 and v4 respectively. 
 

    

 (a)  original frames 

    
        (b)  object segmentation results 

Fig. 1. Foreground target segmentation results by using a fixed threshold 
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Since videos with differences in scene and resolution often lead to different objects 
detection results, their optimal thresholds of foreground segmentation are also signifi-
cantly different. If we preset a unified and fixed threshold for all videos, the segmenta-
tion results will probably be unsatisfactory. As shown in figure 1, though the threshold 
is reasonable for v1, v2 suffers from the problem of error detection because its three 
regions generated by background objects are falsely segmented as objects. Meanwhile, 
several small targets in v3 and v4 are missed owing to the large threshold. Thus the 
method using fixed threshold fails to fit for different videos, and an adaptive threshold 
selection method should be chosen according to the specific situation.  

3 Object Segmentation Algorithm Based on Adaptive Threshold 

3.1 The Basic Steps of the Algorithm 

The algorithm of adaptive threshold selection is mainly divided into three steps. 
Firstly, background modeling approach and Grabcut algorithm are combined to in-
itialize the threshold. Secondly, some detected foreground areas are collected as sam-
ples based on the initial threshold and then they are classified by K-means clustering 
method. Finally, we choose a formula in accordance with the classification results and 
apply it to reasonably update the threshold. The threshold obtained by this algorithm 
can be used to separate true targets from background. Therefore we can acquire the 
features of moving targets and further to facilitate subsequent processing (e.g., object 
tracking and behavior recognition). The flow chart of this algorithm is shown in Fig-
ure 2. We define m as the number of foreground regions whose contour lengths are 
larger than the initial threshold needed for K-means clustering, and n  is the current 
number of this type of foreground regions we segment from foreground images. The 
value of m is generally selected to 200. 

 

Fig. 2. Block diagram of the proposed algorithm 
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3.2 Threshold Initialization Based on Gaussian Mixture Model and Grabcut 

In initial time period, the threshold should be given an initial value. As it will be used 
for target segmentation and the collection of training samples before K-means cluster-
ing, a proper initial threshold is of great importance to the classification results. In 
order to appropriately determine the initial threshold, we provide a new method com-
bining Grabcut algorithm and Gaussian mixture background model to segment fore-
ground regions in this paper. Grabcut [5-6] is an iterative Graphcut algorithm [7], and 
also an interactive image segmentation method with high accuracy, given part of 
background and foreground information, it can effectively extract objects from static 
images. The combination of background modeling approach and Grabcut method will 
help to efficiently and completely segment moving targets from foreground image, 
which solves the problem that background subtraction approach is prone to make 
objects incomplete. Setting the initial threshold based on intact foreground objects 
could increase the accuracy of target segmentation. The flowchart of the threshold 
initialization is shown in figure 3. 

 

Fig. 3. Flow char of the threshold initialization algorithm 

Firstly, the Gaussian mixture model put forward in [8] is utilized to preliminarily 
get all possible regions where motions have taken place from foreground images. 
Then median filtering and dilation operation of morphology are used for them to re-
move noise points and expand foreground areas. After that, the outer contours of these 
foreground regions could be found by applying connected region detection algorithm, 
according to which we can acquire the minimum enclosing rectangle for each region. 
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With all the operations above, we can get the information of mask image which is 
used for Grabcut initialization. When a pixel in the mask image is outside the rectan-
gles we find, it will be marked as 0 on behalf of background, otherwise it will be 
marked as 3 representing pixels which probably belong to foreground. Finally, we use 
the mask image to initial Grabcut algorithm and segment each foreground region by 
Grabcut algorithm to get complete objects. 

By using mask images containing part of background and foreground information 
for object segmentation we can get intact targets, which ensures the integrity of fore-
ground objects. Furthermore, this algorithm is carried out only on foreground regions 
detected by Gaussian mixture model instead of the whole image, so that it can greatly 
reduce the number of sample points and cut down the time for target segmentation. In 
conclusion, our method can not only improve the segmentation accuracy, but also 
enhance the efficiency of the foreground object segmentation.  

After extracting the first N objects by the above approach, we initialize the thre-
shold with reference to their lengths: 
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Where iC is the contour length of the ith object. Because Grabcut algorithm is 

complicated in calculation and time consuming, N is usually given a small value. If 
there are no targets segmented from foreground image in the first 100 frames, we will 
initial the threshold on the basis of video resolution: 
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Where W and H  represent the width and height of the current video respectively. 
For videos whose resolutions are 320x240 the initial threshold is set to 35, in other 
cases, it will be set with reference to the above situation. 

3.3 Threshold Learning Based on K-Means Clustering 

Connected regions in foreground image can be divided into two categories, one con-
sists of invalid foreground regions that are produced due to noise and dynamic scene 
changes, and the other is made up of valid regions generated by moving objects. 
Usually, there are obvious differences in contour lengths between the two kinds of 
regions. This is due to the fact that the noise produced during object detection is gen-
erally small, while moving objects are relatively large. For this reason, we classify 
foreground regions by using the circumference of foreground regions as the classifica-
tion feature, aiming to discard false regions and retain motion areas. 

In the stage of classification method selection, owing to that we cannot know the 
types of foreground areas in advance, it is not appropriate to utilize methods which 
need to be informed of the categories of training samples before classification, such as 
SVM [9] and decision tree [10]. In view of this, we adopt K-means clustering method 
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[11-12] to describe foreground regions. It is performed on the premise that the value 
of K has been given, without needing to label the classes of samples, so K-means 
clustering method is suitable for this paper.  

In the stage of sample collection, in order to avoid the monoculture of samples we 
collect the first m targets whose lengths are above the initial threshold and a plurality 
of small foreground regions that are segmented during this period as training samples, 
and classify them into two groups by K-means clustering method. After the above 
processing, we can calculate the value of relevant variables for each subclass: 
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Where iS and iμ stand for the number and average length of samples in the ith 

class respectively; L is the total number of samples and jc represents the contour 

length of the jth sample. The ownership i
jo will be set to 1 if the jth sample belongs to 

the ith category, otherwise it will be set to 0.  

3.4 Threshold Updating 

After the clustering, subclasses are sorted to have descending average length (i.e.

1 2μ μ≥ ). We divide classification results into 4 situations and choose appropriate me-

thods based on the specific situation to adjust the threshold. The update equations are: 
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Where 1 2w w<  and 1 2 1w w+ = . In our experiment, the values of 1w and 2w are ad-

justed to 1 0.2w =  and 2 0.8w = . Tμ  is a decision threshold, which is set based on the 

variable from (2) and two times the value of it. If 1 Tμμ < , i.e., the average lengths of 

both sub classes are less thanTμ , it illustrates that the intruding objects are small or 

there are many noise points included in samples. To avoid the influence of back-
ground noise as far as possible, we take the larger value 1μ as a new threshold and K-

means clustering algorithm will be used again to study the detection results.  
If 2 Tμμ > , i.e., the average lengths of  both sub classes are more than Tμ , it  

demonstrate that the foreground images detected by Gaussian mixture model are 
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probably accurate and there are few invalid regions exist in the collected samples, so 
we only need to put the smaller value 2μ as the final threshold. 

In addition, when 1 2,T Tμ μμ μ> < , there are often great differences between the 

two sub classes so that we can easily distinguish noise regions and motion areas. We 
regard the subclass with smaller sample mean as being composed of invalid fore-
ground regions and the other one is perceived as consisting of valid moving targets. 
The threshold is updated to the mean value of 1μ and 2μ . However, when targets are 

close to cameras or multiple objects stick together, it will lead to the generation of 
large foreground regions, if we take these regions into account during the process of 
clustering, it will result in a too large threshold and affect the reliability of target seg-
mentation results. Considering that the subclass generated in this case usually have a 
large average length but a tiny number of samples, so when 1μ is large but 1S is small 

(e.g., 1 3Tμμ > and 1S 4
m< ), we take a weighted sum of 1μ and 2μ as the threshold. 

After that, we can discriminate invalid areas and motion areas by the threshold and 
extract the static characteristics of foreground objects. 

4 Experimental Results 

In order to better understand the performance of the algorithm, we apply the proposed 
method on different videos having different scenes and resolutions. 

 

     
   (a)  original frame      (b)  foreground image    (c)  after dilation operation 

     

 (d)  outer contours  (e)  the minimum enclosing rectangle  (f)  segmentation result 

Fig. 4. Segmentation results of the method combining Grabcut and Gaussian mixture model 
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 (a)original frames 

    
(b)foreground images 

    
(c)the threshold is fixed at 30 

    
 (d)the threshold is fixed at 100 

    

(e)the threshold is fixed at 200 

    
(f)the proposed method 

Fig. 5. Comparison of the proposed algorithm to the method using fixed threshold 

Figure 4 shows the experimental results of the threshold initialization algorithm 
which combines Grabcut algorithm and Gaussian mixture model for segmentation.  
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It can be seen clearly that the foreground regions detected by background modeling 
method are imperfect, for instance, their pixels are discontinuous and there are fake 
target and "holes" left behind in them. In contrast, the target segmented by our method 
is complete and real, which increase the initial threshold accuracy. Besides, for the same 
video frame, the processing time of the presented algorithm is 5.8s, while the time of the 
method that segments foreground objects for the whole image is 13.2s. Therefore, our 
method can achieve satisfactory results both in accuracy and efficiency. 

We compare the adaptive threshold algorithm with the method that manually set 
the threshold to be 30, 100 and 200. The target segmentation results of test 4 video 
sequences are shown in Figure 5. Where (a) represents the original frames and (b) 
stands for the foreground images through morphological filtering processing. (c) ~ (e) 
are the segmentation results of the current frames when the threshold value is fixed at 
30, 100, and 200 respectively, and (f) is the results of our algorithm. It can be ob-
served that the algorithm using fixed thresholds fails to provide good results in the 
presence of different videos, since for a low threshold value, noise regions will be 
falsely detected as foreground objects, and for a high threshold value, part of small 
targets will be missed, resulting in a high false negative rate. By contrast, most of the 
time, the proposed method can perfectly segment moving targets from foreground 
image. It has the capability of coping with scene changes and can automatically select 
proper thresholds for videos. With the selected threshold, it can not only effectively 
remove invalid foreground regions resulted from background noise, but also keep 
segmented targets complete and avoid separating a target into several parts. It proves 
that the proposed algorithm can conquer the disadvantage of the method using fixed 
threshold and enhances the accuracy of the algorithm. 

5 Conclusions 

In this paper, we present a foreground object segmentation algorithm based on adap-
tive threshold. The method combining Grabcut algorithm and Gaussian mixture back-
ground model is used for target segmentation, which improves the integrity of targets 
and increases the accuracy of the initial threshold as well. Moreover, we apply K-
means clustering method to automatically select the needed threshold. It helps to 
overcome the defect that the method using fixed thresholds is readily to be affected by 
background noise and the video resolution. In this way, this method can effectively 
segment moving targets from foreground images and thereby lays the foundation for 
subsequent tasks including target tracking and behavior recognition. Experimental 
results demonstrate that the proposed algorithm can obviously improve the quality of 
target segmentation, which proves the effectiveness of this algorithm. 
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