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Abstract. In this paper, we describe an algorithm and an interactive content 
using the idea to experience feeling of bird’s flying by using gesture recognition 
of a user’s upper body. In the algorithm we assume that gesture is composed of 

several key poses. So, in order to recognize the user’s gesture, we firstly classify 

the user pose into the several predefined key poses and then analyze the 
sequence of the poses. In the key pose recognition procedure, the information of 
upper-body configuration is estimated by using joint locations of depth image 
from a Kinect camera. If the user performs a consecutive motion, the content 
recognizes the key poses and then synthesizes a gesture according to the order 
of the key poses. The stage of the content is consisted with three parts in order 
to enjoy the various flight experiences. 
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1 Introduction 

Body Gesture is one of the most important non-verbal communication methods for 
human being. Since it does not need direct contact and any physical channel, it has 
been used as a key technology for constructing multi-modal information system. 
However, it is very difficult to use gesture for real-time interaction system because 
human body is a very complicated object with many limbs and the gesture is 
composed of articulated motion with very high degree of freedom. In this paper, we 
present an algorithm and interactive content using that idea for animating bird’s flying 
motion synchronized by user’s gesture. Using the predefined gestures on our system, 
the users can vividly enjoy various feeling of bird’s flying in real time. 

Recently, KINECT camera is very popular in constructing interactive system such 
as game. It can easily segment moving region of human body by using depth 
information and produce sequential information of the joint locations of the user. 
However, even though the camera gives good information about a motion or human 
pose, it is another thing to recognize sequential static poses as a gesture. That means 
that gesture recognition needs some specific knowledge and procedures. 
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In this research we assume that a gesture is composed of sequential specific poses, 
and we call it key poses. Therefore if we sequentially classify the poses captured with 
camera in correct order, we can recognize the meaning of the motion as the gesture. 
That implies if we are able to set a certain scenario which ruling the user’s pose as we 
can meet in simple situation of interactive game, and then gesture recognition 
becomes more convenient and effective one to be used in various applications. In this 
paper, we suppose such simple situation of animating flying motion and gesture of 
upper-body would be applied to make a dynamic motion of a flying object. 

2 The Plot of the Flying Animation 

In the beginning of the animation, a user can see an avatar having a shape of human 
bird in virtual world, and the avatar waits for admission from the user. As the user 
comes on the playing stage, it gets a signal to start and animation is executed 
according to user’s gesture. While the user is watching the scene of the virtual world 
with two bare eyes makes specific gestures to control the speed, direction, and height 
of avatar. Flapping of the both arms of the user can produce beat of flying motion; 
speed of the flight, and the height difference of the arms decides the direction of the 
flight. All the behavior of the both arm and upper-body is mapped onto the motion of 
the avatar. 

When user makes slow swing in steady speed, the avatar flies upward from 
standing position and it continues the flying animation according to user’s gesture. 
The flapping speed of user’s arm determines the acceleration or deceleration 
condition. Namely that speed is calculated from the number of the flapping arms per a 
second. During the simple flying animation, we cannot have immersive feeling of real 
flight, so we insert some missions of avoiding obstacles and taking coins. When the 
avatar arrives the fixed landing position, a specific routine for landing motion is 
executed. Otherwise, the animation ended with failure. 

Avatar used in the contents utilizes only predefined particular gestures and as the 
player’s response is requested, it imitates the motion of the player in the virtual world. 
Using this animation repeating the player’s motion, we can have the feeling of free 
flight with the virtual object which can overcome the space limitation. 

 

Fig. 1. The 3D Avatar used in the content and some examples of specific pose 
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Fig. 2. The objects which are used for special missions: obstacle avoidance, coin collection, and etc 

The animation routines which are used in the content are shown in figure 3. It is a 
sequential motion of taking-off, steady flying(flying without flapping), flying, 
turning, and landing motion as we can suppose. These animation routines are invoked 
by particular gestures which are defined as key poses, and consequently user can 
execute animations of flight by using only simple upper-body motion. 

The whole experience of the content is divided into three stages. In the first stage, 
it makes the user to learn flapping motion which is needed for the continuous flight by 
acting the taking-off gesture. In the second stage, user can enjoy the experience of 
specific mission; avoiding obstacles by using the “steady flying” and “turning” 
gesture as already mentioned.  

In the third stage, we can collect coins scattered in the virtual space to experience 
feeling of immersive interaction. When the user arrives the finish point, user should 
stop flapping to make landing at the finishing point. 

 

Fig. 3. Some examples of animated scene using gesture recognition 
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3 Key-Pose Definition and Gesture Recognition 

In figure 4, we show the key-poses which are used for the “taking-off” gesture, “right 
or left movement”, and “flight maintaining” gestures. All gesture of upper-body is 
judged by these key-poses. In order to recognize the gestures we compare the 
information of body joints obtained with Kinect to the model joints which are 
previously constructed as a gesture template for the individual key-poses. The 
advantage of our approach is that joints configuration is very simple, and so that pose 
estimation is very fast because joint locations are estimated by sequential 
transformation for a base joint. In order to compare the configuration of the joints, it 
is needed to estimate the angle between the joints. In this step, we use only major 
joints; red joints in figure 5, which determine important appearance of the body. In 
the right image of figure 5, it shows one example of the angle estimation of the left 
elbow joint. 

 

Fig. 4. Key-Poses used in Contents 

 

Fig. 5. Some examples of animated scene using gesture recognition 

In Equation (1), V1 is the left shoulder joint vector and V2 is the left elbow joint 
vector. The angle of the left elbow joint can be extracted by using these two vectors. 
The angle of the two vectors can be extracted by projecting the two vectors onto the 
x-y, y-z, and z-x plane respectively. 

 (1)

 (2)

 (3)
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 (4)

In above equations, x, y, and z are used for expressing 3D location of joints in camera 
space. After obtaining the inner product of two vectors with equation (3), we 
determine the angle between two vectors by using the equation (4). We can obtain 
three angles per one joint if we repeat these processes to each projection plane. These 
angle values are used for evaluating matched level of the joints. Each pose template is 
composed of the joint vectors of 11 joints. It means one pose template has 10 vectors 
as feature information. When user makes some pose, it recognizes gesture to compare 
to closest pose template. 

4 Conclusion 

In this paper, we describe an algorithm and an interactive content using the idea to 
experience feeling of bird’s flying by using gesture recognition of a user’s upper 
body. In the algorithm, a gesture is previously defined as a set of some sequential 
poses. And a pose is estimated with difference of joint angles between models and 
input joints coming from Kinect camera. Combining the consequential pose 
estimation, we can recognize the meaning of user’s motion as a gesture. Using this 
result we can animate the player’s motion with the avatar, and then we can experience 
the feeling of free flight of virtual object. 
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