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Abstract. Touch devices have become one of the major elements in
today’s most electronic products. Touch technology can be divided into
different types as resistive, capacitive, infrared, and so on. However, as
the amount of detection sensors increases, most types of touch screen
suffer from more cost and lower yield when the accuracy of touch location
or larger size is required. Therefore, it is essential to design a different
kind of touch technology with accurate detection and the cost is not
proportional to its size. This paper proposed a kind of touch system
using the distance between the object (eg. finger or stylus) and its shadow
to determine whether the object touched the screen or not, and locate
the touch point. It can be applied to any interactive projection system
without using a lot of touch detecting sensor. Therefore, no additional
costs are required for a large touch screen. The proposed touch system
only requires one camera and one IR source, and cooperates with an
interactive projector to detect the occurrence of touching and its location.
The proposed system achieves an average detection rate of 97.53% if the
tolerance of detected touch coordinates is in ± 10 pixels.
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1 Introduction

Panels are quite popular due to its instinctive input method as a human-machine
interface. There are three units in this kind of system. Most of them have sensors
and coordinates calculation units, and some have the special signal transmission
unit. The sensor unit is used to receive signal and generate information that can
define the coordinates. The coordinates calculation unit transforms the infor-
mation generated by sensor unit to coordinates or some other signals that can
determine the location. There are some special touch system such as electromag-
netic touch system must have additional transmission unit to generating specific
signals for sensor unit.

The most common materials covered on the intermediate or small-sized touch
panel are resistors and capacitors. However, as the panel size increases, the num-
ber of sensor units increases and leads to higher cost and lower yield rate. There-
fore, these types of touch systems are not suitable for large-sized touch screen.
On the contrary, ultrasonic, optical, electromagnetic, infrared, and vision-based
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touch system are more feasible to make a large or even extra large touch system
since the sensor units will not increase with the panel size. However, these touch
systems still have some drawbacks. For example, the cost of ultrasonic based
touch system is relatively expensive. The electromagnetic based touch system
requires an electromagnetic pen. The infrared and vision based system need more
than one camera to locate the position.

This paper focused on developing a vision-based touch system with large-sized
screen. The vision-based touch system is quite suitable for large touch screen. It
has a camera that can catch images to calculate the location and decide the event
of touching. There are many similar techniques of vision-based touch systems
proposed by other researches [1]-[5]. The main issue of these touch systems is
to determine whether the action of object really ”touched” the screen or just a
movement [2].

This paper proposed a vision-based touch technique that use the shadow in-
formation to detect the touch event and location. This system uses only one
camera and does not use the gesture recognition to distinguish the touch event
and movment. Hence it is more instinctive, user-friendly, and save more cost
relative to two camera system.

2 Proposed System

The proposed touch system is shown in Fig. 1. The touch system includes an
interactive projector with an infrared camera, an IR filter, a projection screen
and an infrared light source. The interactive projector projects contents on pro-
jection screen, and the camera capture user’s action in front of projection screen.
The IR filter is installed in front of the camera lens to filter out interferences from
the projection contents and other visible light. The infrared light source supply
illumination to the system. The images captured by camera will be processed.
Therefore, when the user touches projection screen, the system will detect the
touches, and estimating the touching location.

Fig. 1. Proposed System Framework
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2.1 Shadow and Object Bi-level Images

After noise reduction and illumination correction, we can seperate the shadow
pixels by using the threshold estimated in the initializaiton step. The preliminary
bi-level image of shadow can be obtained by the following equation:

S(x, y) =

{
1 ,if f(x, y) < θs(x, y).
0 ,otherwise.

(1)

Before segmenting the object from image, we first subtract current frame from
the background image. Since the difference of two images in the same scene
contains real object or noise. Hence we have to set a condition to reduce the
noise effect. If the pixel absolute difference is greater than some pre-defined
constant Tf , then set the pixel as the ”foreground” pixel. This makes the system
robust to segment the object from image. In our experiments, Tf = 9 is enough
to distinguish the difference of object from difference of noise. The bi-level image
of object can be obtained by:

O(x, y) =

⎧⎨
⎩

1 ,if f(x, y) > θo(x, y) and
|f(x, y)− bg(x, y)| > Tf

0 ,otherwise.
(2)

2.2 Tips Detection

After extracting the bi-level images of object and shadow, we have to find the
possible locations of fingertip or stylus tip. We detect the tips of object and
shadow by checking the four boundary of a 16x16 scanning mask, as shown
in Fig. 2. If there is only one boundary contains the object or shadow pixels,
then the tip is detected; otherwise, there is no tip in the mask. When the tip is
detected, we calculate height and width of the tip. If the height is large enough
and the width is small enough, then calculate and record the direction and
coordinates of the tip.

2.3 Touch Judgement

After detecting the tips of object and shadow, we use the information of tips
to determine touch-timing and touch-point. We trace the tips for more than
one frame, and use four parameters to judge whether the object’s tip touches
the projection screen or not. The four parameters are direction of tips, the dis-
tance between object tip and shadow tip, frame counts which is the number of
frames that include the same tip, and the approaching velocity of object’s tip
and shadow’s tip. If the object’s tip and shadow’s tip are in the same direction
and close enough, the the object’s tip might be the peak of finger or stylus.
If two successive frames have the same close object’s tip and shadow’s tip, the
frames counts will increase by one. Then we calculate the approaching velocity
of the object’s tip and shadow’s tip, if the object’s tip and shadow’s tip are
getting closer in two successive frames, the approaching distance is added by the
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Fig. 2. Tip detection

Table 1. Detection rate and False Alarm Ratio

Test
Pattern

Touch
Number

Hits
Detection

Rate
(DR)

False
Alarms

False
Alarm
Ratio
(FAR)

1 81 81 100.00% 0 0%
2 122 119 95.90% 0 0%
3 51 49 96.08% 0 0%
4 72 72 100.00% 0 0%
5 104 101 97.16% 0 0%
6 83 79 95.18% 0 0%
7 87 84 96.55% 0 0%
8 58 58 100.00% 0 0%
9 59 59 100.00% 0 0%
10 61 58 95.08% 0 0%
11 73 70 95.89% 0 0%

Total 851 830 97.53% 0 0%

difference of the distance between object’s tip and shadow’s tip in two frames.
Approaching velocity is approaching distance divided by frames counts, if the
object’s tip and the shadow’s tip are getting closer in these successive frames,
the approaching velocity will be positive. The formula for calculating approaching
velocity is shown as Eq. (3).

Vapproach(k) =
Dapproach(k)

Frame Counts
(3)

Dapproach(k) = Dapproach(k − 1) +ΔD

ΔD = D(k)−D(k − 1)

Where D(k) is the Euclidean distance between object’s tip and shadow’s tip in
the k-th frame, Dapproach(k) is the approaching distance, and Vapproach(k) is the
approaching velocity.
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3 Conclusion

This paper proposed an touch system which takes advantages of the relative
relationship between finger or stylus and its shadow to determine whether a finger
or stylus touches the screen. The touch system proposed in this paper needs only
one camera and one IR source, and cooperate with an interactive projector to
detect the occurrence of touches and locations. The proposed system does not
using any touch detecting elements, hence no additional costs are needed for a
greater touch screen. Comparing to other large-size touch panels, the proposed
touch system is relatively low cost and portable.

We use 11 test sets to evaluate the performance of the proposed touch system.
The test patterns are videos with 15 frames per second, and the frame size is
320x240 pixels. The performance of the proposed method is shown as Table 1.
The proposed system achieves an average detection rate(DR) of 97.53% and false
alarm ratio(FAR) of 0% if the tolerance of detected touch coordinate is in the
range of ±10 pixels.
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