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Abstract. It is a challenge to make cognitive technical systems more empathet-
ic for user emotions and dispositions. Among channels like facial behavior and 
nonverbal cues, psychobiological patterns of emotional or dispositional beha-
vior contain rich information, which is continuously available and hardly wil-
lingly controlled. However, within this area of research, gender differences or 
even hormonal cycle effects as potential factors in influencing the classification 
of psychophysiological patterns of emotions have rarely been analyzed so far. 

In our study, emotions were induced with a blocked presentation of pictures 
from the International Affective Picture System (IAPS) and Ulm pictures. For 
the automated emotion classification in a first step 5 features from the heart rate 
signal were calculated and in a second step combined with two features of the 
facial EMG. The study focused mainly on gender differences in automated 
emotion classification and to a lesser degree on classification accuracy with 
Support Vector Machine (SVM) per se. We got diminished classification results 
for a gender mixed population and also we got diminished results for mixing 
young females with their hormonal cycle phases. Thus, we could show an im-
provement of the accuracy rates when subdividing the population according to 
their gender, which is discussed as a possibility of incrementing automated 
classification results. 

Keywords: emotion classification, gender, hormonal cycle, heart rate, facial 
EMG. 

1 Introduction 

Living in the age of information technology (IT), everyone is nowadays surrounded 
by technical systems, spreading in all corners of daily living. Users tend to show pat-
terns of behavior when they communicate with technical surfaces including emotional 
components, generally observed within human-human-interactions [1]. User Interfac-
es are developed to improve the interaction between humans and the system, however 
an improvement presumes the identification of the user`s emotion and disposition 
particular in stressful situations or with people from vulnerable populations. Within 
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the research field of affective computing the aim is to make technical systems more 
empathetic for user emotions and dispositions presuming the possibility of reliable 
and valid emotion classification. 

Emotions can be described by a three dimensional concept with the dimensions of 
valence, arousal and dominance (VAD) [2]. Valence reflects the pleasantness of a 
stimulus, whereas arousal refers to the emotional activation. Because dominance is 
often found to correlate with valence we used in this study only the two-dimensional 
theory and did not consider dominance further [3]. Psychophysiological changes oc-
cur during emotional behavior and are part of emotions per definition. Therefore, one 
possibility to recognize emotional behavior is using these psychophysiological para-
meters. Other ‘emotional channels’ could be speech (semantics, pitch) [4] or mimic 
expressions [5]. As a disadvantage speech and even mimic expressions can be wil-
lingly influenced, whereas psychophysiological behaviors are generally autonomic-
regulated and as a second advance they are constantly available. Interestingly, in the 
field of interactive systems and affective computing the impact of gender has been 
disregarded, although from a psychophysiological perspective gender and accordingly 
the menstrual cycle must be a crucial co-factor. To our knowledge, only a few classi-
fication studies considered gender as important and used gender specific classification 
vectors [6-7]. Extending this topic, the hormonal cycle has been shown to result in 
different emotional responding between young females [8-11]. Therefore, the consid-
eration of differences between males and females can improve the identification of 
emotions using psychophysiological parameters and should be investigated more 
precisely.  

In the current study we used a Support Vector Machine (SVM) classification based 
on 5 heart rate parameters (RMSSD, mean NN, SDNN, mean HR, SD HR) and 2 
facial EMG parameters (mean amplitude of Corrugator supercilii and Zygomaticus 
major). The combination of these two physiological parameters has been chosen be-
cause they are often found to describe the valence dimension e.g. [12] [13]. The anal-
ysis about the influence of gender and especially hormonal cycle effects concerning 
classification results is the first study done to our knowledge in the field of affective 
computing. 

2 Material and Methods 

For emotion elicitation we used pictures of the International Affective Picture System 
and Ulm pictures [14] [15]. All pictures were rated according to the emotional dimen-
sions valence, arousal and dominance, however we focus only the VA-dimensional 
concept. The valence dimension can be separated roughly in positive (High Valence 
(HV), negative (Low Valence (LV) and neutral quadrants (see Fig. 1).  
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Fig. 1. Valence - Arousal concept with the ratings of the used stimuli 

According to their arousal they can be distinguished between high and low arousal. 
To intensify the emotion induction we used a prolonged presentation according to 
[16-17]. One stimuli sequence (picture block) consisted of 10 pictures with similar 
valence and arousal ratings, with each picture being displayed for 2 sec without a 
pause between the following pictures. In total, 100 pictures were displayed in terms of 
10 picture blocks, including 5 different affective states (see Fig. 2). 

 

Fig. 2. Stimuli presented in a blocked version, with each block consisting of 10 pictures, shown 
without a pause within between 

3 Subjects 

All right-handed subjects we recruited over bulletins scattered around the University 
of Ulm and the University of Magdeburg for participation in our experiment.  
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They were healthy and had normal vision or corrected normal vision. The experiment 
was designed and implemented according to the ethical guidelines of the University 
of Ulm (Approval by the Ethical Committee #245/08-UBB/se). 

Our sample in total n= 122 subjects was subdivided in different subgroups accord-
ing to different objectives (to measure gender and menstrual cycle differences as well 
as age differences). We recruited 73 young participants (n=50 females; n=25 follicu-
lar (Ø age=23.72 years, SD=3.52); n=25 luteal women (Ø age = 25.88 years, SD= 
4.94)) and 49 older subjects (n=28 females (Ø age = 61.5 years, SD=6.14) and n=21 
males (Ø age = 68.29 years, SD=6.40)). For measuring the influence of the menstrual 
cycle, all young females took part at a specific day according to their menstrual cycle 
phase. For further information about determining the menstrual cycle phase and re-
cruiting young females please see [18].  

4 Procedure 

All physiological signals were recorded with a NeXus-32 (NeXus-32, Mind Media, 
The Netherlands) and the trigger data was recorded with the software Biobserve Spec-
tator (BIOBSERVE GmbH, Germany).  

The heart rate information was measured with a BVP (blood volume pulse)-sensor, 
which was attached to the left middle-finger of every right handed subject and meas-
ured the blood volume running through the blood vessels via infrared light within 
each heart period (plethysmography). 

The facial EMG signals were captured by using bipolar miniature silver/silver 
chloride (Ag/AgCl) skin electrodes with a 4 mm diameter. Both electrodes were 
placed on participants’ left corrugator supercilii and zygomaticus major muscle re-
gions, according to the guidelines for EMG placement recommended by Fridlund and 
Cacioppo [19]. 

Previous to the start of each experiment, each biosignal was visualized with the Bi-
oTrace software (appertained to the NeXus-32) and corrected to avoid bad signals or 
other influences. 

5 Signal Processing and Feature Extraction 

In total, 19 subjects had to be excluded, either because of technical problems (n=2) or 
due to a large amount of artifacts within the heart rate recordings (n=13). If the HR 
during one stimuli block contained artifacts, the whole subject was removed. Addi-
tionally, the final EMG subject group was conformed to the final HR population, thus 
4 subjects had to be excluded, which lead to a total population of n=53 young subjects 
(n=37 females) and n=36 older subjects (n=21 females). However, for this gender 
study only the younger participants have been used for the analysis. 

a) Heart Rate 
All parameters were calculated after the offline identification of the Inter-Beat-
Interval of the following NN-intervals. A Matlab script extracting these intervals al-
most automatically was developed, however every signal segment was displayed on 
the screen for visual correction and for having the chance to correct the identification 
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points of the NN-intervals or to delete the signal segment for excluding artifacts. We 
extracted the following parameters of the time-domain of the heart rate signal:  

Mean NN [ms], SDNN [ms], mean HR [bpm], SD HR [bpm], RMSSD [ms]. 

 Mean NN [ms]:   ∑  1  

 SDNN [ms]:  ∑ 2  

 RMSSD [ms]:  ∑ 3  

Mean HR [bpm] and SD HR [bpm] were calculated from the mean NN. These parame-
ters served as the initial basis for different classification topics. We did not use frequency 
domain features, due to problems with the validity of short HRV recordings [20]. 

b) Facial EMG 
The raw facial EMG of the corrugator supercilii and zygomaticus major were offline 
filtered by a 20–250 Hz band-pass Butterworth filter (order = 4) to exclude motion 
related components and an adaptive filter was applied to deal with 50 Hz power line 
interference [21]. The signals were then rectified and smoothed by the root mean 
square (RMS) technique with a 125 ms sliding window. Facial EMG changes were 
derived from subtracting baseline activity (i.e., the mean of the RMS of two seconds 
before each picture block onset) from the respective picture block viewing periods 
(i.e., the mean of the RMS). Subsequently, we standardized (i.e., Z score) EMG 
changes within each participant and within each site (according to [22]) to remove 
variability that might exist in different stimulus conditions. This was done to directly 
compare the signals from the distinct groups.  

All the processing and analyses were conducted using the MATLAB software 
package (version R2009a, Mathworks Inc., USA). Every classification was performed 
with the data mining software RapidMiner (http://www.rapid-i.com).  

6 Results 

At first, the five extracted raw heart rate features (mean HR, SD HR, mean NN, SD 
NN and RMSSD) were used to classify between the valence dimensions positive vs. 
negative. For each classification we used a 10fold validation (see Table 1). 

Table 1. Classification results with the use of 5 heart rate features 

Group classes HR Acc. [%] 
follicular pos/neg 5 60.88 

luteal pos/neg 5 59.38 
young females pos/neg 5 54.19 
young males pos/neg 5 58.81 
gender mixed pos/neg 5 53.90 
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As you can see in Table 1 the classification rates differ in respect to gender. For 
example, the valence dimension could be identified within males for 58%, whereas 
the accuracy for females was about 54%. Interestingly, the classifications separately 
for the specific menstrual cycle phases were higher than the classification for all 
young females. The same effect can be seen in mixing gender, where only 53.9% 
accuracy rate could be achieved.  

However, these classification results were still not satisfying, considering the 
chance level of about 50% for two classes. Therefore, we calculated for another clas-
sification each heart rate parameter again but baseline corrected, which reflected the 
cardiac reactivity compared to the baseline situation, see Table 2 (left third). Before 
we tried the combination of heart rate and facial EMG features, we classified the data 
with solely EMG. The classification accuracy was even worse, except for the male 
group. Afterwards, the combination of both feature sets were tested for each subgroup 
but the results differed for each group. Whereas the accuracy for the follicular group 
was improved, the accuracy for the luteal and male group got worse.  

Table 2. Comparison of different classifications between positive and negative with different 
feature combinations (left column: HR_change features; middle: EMG features; right: 
combination of both features) 

Group HR Acc. [%] EMG Acc.[%] HR+EMG Acc. [%] 
follicular 5 60.38 2 54.40 7 64.51 
luteal 5 59.05 2 63.14 7 59.76 
Young females 5 54.10 2 59.46 7 52.74 
Young males 5 60.83 2 69.49 7 63.21 
Gender mixed 5 53.07 2 60.83 7 55.38 

In the last step, we classified the valence dimension again, but we used the raw 
heart rate features and combined them with the EMG data (see Table 3). 

These two feature sets resulted in the best classification results, with accuracy rates 
above 60% for each subgroup. The classification achieved still within the follicular 
group the highest rates and mixing gender (gender mixed) or both menstrual cycle 
phase (females) the accuracy drops. Classifying the menstrual cycle phase within all 
negative and in another classification within all positive resulted in the highest accu-
racy rates of about 72-72%.  

Table 3. Final classification with 5 HR and 2 EMG features 

Group classes HR and EMG Acc. [%] 
follicular pos/neg 7 68.52 
luteal pos/neg 7 67.38 
young females pos/neg 7 61.78 
young males pos/neg 7 66.35 
gender mixed pos/neg 7 61.56 
all negative follicular/luteal 7 74.29 
all positive follicular/luteal 7 72.86 
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7 Discussion 

Interactions between humans and technological systems happen nowadays more fre-
quently, because humans are surrounded by technical systems like computers or au-
tomats. Although a lot have been done to improve these interactions (e.g. specific user 
interfaces) the identification of the users´ emotions and dispositions is still not clearly 
solved. One possibility to improve such classifications or the emotion identification is 
to consider gender and within young females the menstrual cycle phase as important 
co-factors. We analyzed the impact of these two factors on psychobiological emotion 
classification with a SVM and the use of heart rate and facial EMG features.  

At first, we could show that for the use of heart rate features it is not necessary to 
take baseline-corrected features, in contrary this lead to a diminished identification of 
the valence information between positive and negative. We could also show that the 
use of solely heart rate features or solely EMG features to discriminate the valence is 
not enough, although both parameters have been found to be valence sensitive. Inte-
restingly we found a higher accuracy rate for the male group with the EMG features, 
which indicates a specific EMG pattern for males but it somehow is not consistent for 
the follicular group. This demonstrates the need for a gender specific use of feature 
extraction. 

General differences concerning gender were that the classification of men and women 
seems to differ. The reason for the diminished accuracy rate within young females seems 
to be their menstrual cycle phase. Because classifying positive vs. negative conditions 
within the follicular and luteal group lead to higher classification results of about 67% or 
68%. Combining the female group the accuracy rate drops to about 62%. The same hap-
pens when gender is mixed in the gender-mixed- classification.  

Another interesting result was that we achieved the highest accuracy rates for dis-
tinguishing the menstrual cycle phase within all negative/positive conditions. It means 
that the differentiation between the two cycle phases is easier than the differentiation 
between positive and negative for the SVM, which confirms our hypotheses of being 
influencing on psychobiological classification.  

To improve the presented classification rates, another psychobiological parameter 
like the skin conductance should be included in the future. This parameter is inner-
vated only by the sympathetic nervous system and therefore should serve well for 
predicting the arousal dimension. During the further procedure, a feature selection is 
planned to analyze gender specific features. Maybe the so far used features can be 
reduced specifically for gender and menstrual cycle phases. In respect to the aim of 
real-time classification we tried to use as less features as possible achieving still satis-
fying identification results. However, one has to keep in mind that under such cir-
cumstances the classification results might be not as high as after processes taking too 
much time (e.g. feature selection processes, different calculations of parameters). 
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