
Subunit Modeling for Japanese Sign Language
Recognition Based on Phonetically Depend

Multi-stream Hidden Markov Models

Shinji Sako and Tadashi Kitamura

Nagoya Institute of Technology, Gokiso-cho, Showa-ku, Nagoya, 466-8555, Japan
{s.sako,kitamura}@nitech.ac.jp

Abstract. We work on automatic Japanese sign Language (JSL) recognition us-
ing Hidden Markov Model (HMM). An important issue for modeling sign is that
how to determine the constituent element of sign (i.e., subunit) like “phoneme”
in spoken language. We focused on special feature of sign language that JSL is
composed of three types of phonological elements which is hand local informa-
tion, position, and movement. In this paper, we propose an efficiently method of
generating subunit using multi-stream HMM which is correspond to phonological
elements. An isolated word recognition experiment has confirmed the effective-
ness of our proposed method.

Keywords: Hidden Markov models, Sign language recognition, Subunit, Pho-
netic systems of sign language.

1 Introduction

Sign language is the visual language of deaf people. It is also natural language, different
in form from spoken language. To resolve a communication problem between hearing
people and deaf, projects for automatic sign language recognition (ASLR) system is
now under way[1,6]. Sign is represented by various combinations of posture or move-
ment of the hands, eyes, mouth, and so on. These representations of sign are happen
both sequentially and simultaneously. There remains a need for an efficient method that
can modeling such simultaneous events.

In this paper, an important issue to modeling sign is that how to determine the con-
stituent element of sign (i.e., subunit) as similar as phoneme in spoken language. We
addressed the method to generate optimal subunit automatically. In order to achieve
it, we adopt the technique for statistical modeling based on hidden Markov models
(HMMs). In addition, sign language has own system and it is therefore desirable to take
account its language structure as well as possible. We also focused on some linguistic
feature of sign to classify subunit more effectively by using phonetically depend HMMs.
An isolated sign recognition experiment using RWC video database has confirmed the
effectiveness of our proposed method.
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Fig. 1. An example of left-to-right hidden Markov model

2 Methodology

2.1 Hidden Markov Models

Goodness has been proven with the ability of HMM modeling time-varying signals such
as speech. Due to similarity between speech and sign language as time-series pattern,
HMM is often employed in automatic sign language recognition [9,10,12]. HMM is a
model composed of N states S = (S1, S2, . . . , SN) connected with each other based on
the state-transition probability ai j = P(qt = i|qt−1 = j) from state S j to Si. Each state
outputs observation vector o based on probability distribution bi(o). The parameter of
HMM λ is defined as λ = (A, B, π) using A = {ai j}Ni, j=1, B = {bi(·)}Ni=1, and initial state-

transitional probabilities π = {πi}Ni=1. As the output probability distribution, a single
Gaussian distribution was employed. Thus the mean vector µi and covariance matrix Ui

of Gaussian distribution are state parameters of HMM.
Model parameters λ, which is trained by the given training sequence O =

(o1, o2, . . . , oT ) based on the equation λmax = argmax
λ

P(O | λ) is normally calculated by

Baum-Welch algorithm. The maximum likelihood state sequence concerning the O is
represented as Q = (q1, q2, . . . , qT ). It is given by maximizing P(O,Q | λ), and is effec-
tively calculated by Viterbi algorithm. Vector sequence O is segmented to be assigned
to each state, and P(O,Q | λ) is the evaluation value about O calculated from λ.

2.2 Generation of Subunits Composing Sign HMMs

Each sign follows a variety of motion, but similar short motions are partly included.
In this paper, these common elements referred to above are called subunits, and are re-
garded as fundamental component for all signs like the phoneme dealt with in a spoken
language.
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Fig. 2. How to obtain the subunits

Figure 2 shows the process of generating the subunit by using HMMs. Roughly, our
method consists of two step in order to obtain subunits. In the first step, several isolated
sign HMMs are trained separately as initial model. A sign HMM makes approximation
to the sequence of sign motion as a chain of small number of states. Because a particular
segment in the sign corresponds to each state, the similar states over different signs can
be regarded as a common element of the sign. In the second step, subunits are obtained
by applying clustering technique on all states of isolated sign HMMs. At this stage,
inter-cluster distance is defined as the maximum within the distance between the two
states belonging to two different clusters. And inter-state distance is defined as Eq. 1. i
and j are state number, V is the number of dimensions, μ and σ are mean and variance
of state parameter.

d(i, j) =

√
√
√

1
V

V
∑

k=1

(μik − μ jk)2

σikσ jk
(1)

We adopted tree based clustering algorithm in order to tie the states. Finally, the output
distributions across different sign HMMs are shared with each other when they has
visual pattern similarity.

2.3 Phonetic Depend Subunit

In order to handle simultaneous events, we adopt some linguistic feature of Japanese
Sign Language (JSL). Dr. Kanda said that manual behavior in JSL can be represented
by three types of phonological elements, which are hand position, movement and shape
[7,8]. These three elements are happened simultaneously. For this reason, it was dif-
ficult to separate subunit correctly if sign feature parameter was represented as a sin-
gle stream. In order to solve this problem, a multi-stream HMM are applied to build
subunit. The feature vector of each frame is splited into three phonetic stream, and
a multi-stream isolated sign HMM are trained for each word. Phonetic depend sub-
units are obtained by clustering each state of multi-stream HMMs as same manner as
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described in section 2.2. Because clustering are applied for each phonetic element, par-
tially similar state will be merged and generate subunit effectively.

Recognition process using multi-stream HMM is performed as shown in Figure 4.
The integrated likelihood is calculated as in Equation 2. It is noted that P(Os|λs) means
the likelihood in the stream s against feature vector Os. And ws represents the weight
parameters between the streams.

P(O | λ) =
S
∏

s=1

P(Os | λs)ws ,
S
∑

s

ws = 1 (2)

3 Experiment

As an evaluation experiment, isolated sign recognition is conducted. We used three kind
of modeling method:

– Conventional Method: Typically left-to-right HMM for each sign which are trained
by several utterances. We also used single-stream HMM and multi-stream HMM.
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Table 1. Details of RWC multi-modal database (1998 version)

Number of signer 4 (2 males and 2 females)
Number of sign 308
Number of data 8 times per sign (4 × 2 takes)

image size 320 × 240 pixel
frame rate 29.7 frame / sec (NTSC)

Number of frame per sign 56 ∼ 144 frame

Table 2. Details of experiment conditions

Conventional Proposed 1 Proposed 2
Number of sign 1003 set

Train
train: 600 sample3 person × 2 takes × 100 sign)

Test
test: 200 sample1 person × 2 takes × 100 sign)
leave-one-out cross validation (4 set

Feature parameters

location: hand position(4 dim.)
movement: Δ, Δ2 (4 + 4 dim.)
hand shape: PCA coefficient of hand region (first 16 components)
+Δ + Δ2 (16 × 3 dim.)

Stream weight
position : movement : shape = 0.25 : 0.60 : 0.15

le f thand : righthand = 1 : 1
Number of state 5 ∼ 35 25 25 per stream

Number of subunit – 100 ∼ 1,200 100 ∼ 1,200 per stream

– Proposed Method 1: Each sign is represented as subunits concatenation
– Proposed Method 2: Each sign is represented as phonetic depend subunits con-

catenation

3.1 Database and Experimental Settings

The database used in the experiment is the RWC video database of the isolated signs
of JSL[13]. Table 1 shows the details of the database. The database contains the data
of 4 signers, each signer performs the same set of 308 signs, and recording is individ-
ually done twice with respect to each signer. In this experiment, data for 3 signers (6
utterances for every sign) are used for training HMMs, whereas data for a remaining
single signer are used for recognition by taking up all the combinations available within
this constraint. The number of the subunits generated by the clustering is changed from
100 to 1,200 with 100 increments in between. Other experiment details are shown in
Table 2.

In order to obtain hand position and movement, the hand tracking algorithm finds
the centroid of a moving hand region. Hand shape feature is also obtained by the well-
known Eigenface method as applied to detected hand region images[16]. We used 60
dimensional feature vector sequence as sign representation. Δ is calculated by Eq. 3.
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Fig. 5. An experiment result of conventional method and proposed method 1

Where c(t) is a coordinate of hands at time t, θ is fixed to be 1 in this experiment. The
same formula is applied to Δ obtain Δ2. These parameters called dynamic feature are
generally used in speech recognition.

Δc(t) =

∑Dw

θ=1 θ(c(t + θ) − c(t − θ))
2
∑Dw

θ=1 θ
2

(3)

3.2 Result

Figure 5 shows the result of the word accuracy for conventional and proposed method
1. The horizontal axis represents the model complexity. It means the granularity of clas-
sification for state of HMMs. If this value is small, small number of subunit and more
generalized subunit are obtained. The experimental result shows that subunit model can
get a better recognition performance than conventional method as phonetic independ
model. In addition, higher recognition performance is also achieved by small number
of subunits.

Figure 6 also shows the result of the word accuracy for proposed method 1 and 2. It
is noted that the result of method 1 in both figure 5 and 6 is identicle. As the result, our
proposed method 2 is superiorto the method 1.

We also conducted a survey with varying number of subunits for each stream. The
number of the subunits generated by the clustering is changed from 100 to 900 for
each stream (the number of possible combination is 729). Figure 7 shows the result of
recognition acuracy in case of hand shape subunit number at 200, 400, 600, and 800.
This result shows the importance of hand shape information. Therefore, It is necessary
to optimize the number of sub-units in each stream.
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Fig. 6. Sign recognition accuracy of proposed method 1 and 2
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Fig. 7. Research of the number of subunits for each phonological category

4 Conclusion

In this paper, we presented a subunit modeling in order to take into account simul-
taneous events of JSL. The key point of our method is automatic subunit generation
technique using phonetic depend multi-stream HMM. Experimental results on RWC
JSL video database showed effectiveness of our proposed method and improvements in
isolated sign recognition accuracy. In addition, higher recognition performance is also
achieved by small number of model parameters.

Our feature work is stream weight optimization in order to adjust a balance of each
sign. And, not only hand movement but hand shape, facial expression etc. are important
for sign language essentially, thus more appropriate feature of sign should be used.
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