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Abstract. The study aims to reveal the effect of in-air gesture interaction using 
the depth camera technology on complex human performance and to identify 
possible design failures and its implementation to the digital shadow play. Since 
in-air coordinate system of body kinematics shares the same directional vector 
with on-screen coordinate of the visual character, a systematic approach “direc-
tional vector transformation” has been proposed for transforming the in-air 
coordinate into the on-screen coordinate. A comprehensive literature review of 
human computer interaction, digital shadow play and gesture interfaces is giv-
en. Finally, identification of design failures and design guideline for further 
study are made for the design of in-air gesture interfaces. 
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1 Introduction 

Among recent studies toward the digital shadow play, it was claimed that shadow play 
is one of the intangible cultural heritages in China and was popular in most areas of 
the country but only few people watch the play now because of the increasing popu-
larity of new media [3]. In order to attract more people's attention, a new digitized 
performance method needs to be designed based on multi-touch technology which the 
method maps transforms of a small group of controlling points to character control-
ling points accordingly, with innovative mapping rules that decrease the complexity 
of controlling with fingers [3] . In Malaysia, shadow puppet plays is a traditional Ma-
laysian theater art, which slowly loses its appeal to adolescents, who prefer computer 
games. In order to help reverse this decline, a 3D Seri Rama prototype was developed 
incorporating the traditional Seri Rama character into the Street Fighter video game, 
using modeling, texturing, and animation [4]. The prototype allows users to control 
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Seri Rama with a PlayStation game controller. This approach is mainly more towards 
the signs of awareness especially towards the younger generation that shadow play 
puppet is still an influential performing arts master piece heritage. Indirectly, this will 
help to open more opportunities for businesses and marketing plans including the 
tourism sector as more visitors will visit Malaysia in future [4]. 

In Taiwan, the Kaohsiung County is known as the homeland of puppet arts, digital 
shadow play has been developing and exhibiting to installing new energy into Tai-
wan’s traditional puppet theatres [1][2]. (Fig. 1 and Fig. 2). 

 

  

Fig. 1. and Fig. 2. The photo at left hand side demonstrates the first version of the digital sha-
dow show “Wu-Song and Tiger”, developed based on the 80" infrared-based multi-touch tech-
nology and the open source software library that allows the touch sensitivity of the wall to be 
modified. Furthermore, the photo at the right hand side shows the second version of the digital 
shadow show based on Multi-Touch Surface Capacitive Touch Display. 

To sum up, this study aims to reveal the effect of in-air gesture interaction using 
depth camera technology on complex human performance and to identify possible 
design failures and its implementation to the digital shadow play. The remaining of 
the paper is organized as follows: In Section 2, the background review of related areas 
is surveyed. In Section 3, the proposed experimental approach is demonstrated. The 
result analysis is given in Section 4. Section 5 provides a detailed discusses based on 
the results. Finally, conclusions and future work are highlighted in Section 6. 

2 Related Works 

2.1 Directional Vector Transformation 

Depth camera technology observes users through a video camera and recognizes ges-
tures they make with different body parts, including hands, arms, legs, and general 
posture. It presents a far more advanced gesture-based user experience than any pre-
vious input devices. 

In order to utilize the gesture data in the air for the design of 2D GUI, the gesture 
data needs to be transformed into on-screen coordinates. For instance, the relation 
between both coordinate systems is illustrated in Fig. 3(a) and 3(b). In Fig. 3(a), the 
right palm moves from in-air coordinate A (X1,Y1) to B (X2,Y2). Following by Fig-
ure 3(b), the on-screen coordinate known as A (x1,y1) is the right palm of the visual 
character on the screen, it tends to move to unknown B (x2,y2) with the same direc-
tional vector based on the in-air palm movement from A to B. 
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Fig. 3. (a) in-air coordinate system of the gesture in the real world and (b) on-screen coordinate 
system of visual gesture 

This study proposes a systematic approach “directional vector transformation” for 
transforming the in-air coordinates into on-screen coordinate. It refers to two differ-
ence coordinates sharing the same directional vector, i.e. in-air coordinate of body 
kinematics, and on-screen coordinate of the visual character. 

The followings are the procedure of the directional vector transformation based on 
the right palm movement; Firstly, the right palm moves from in-air coordinate A 
(X1,Y1) to B (X2,Y2), the directional vector for on-screen movement of the palm of 
the visual character can be expressed by a simple  directional vector equation shown 
in Equation (1): 

 ABഥ ൌ ሺX1 െ X2, Y1 െ Y2ሻ                                                    (1) 

where (X1-X2) and (Y1-Y2) represent the direction of the movement of the related 
body kinematics in terms of x and y coordinate system. Since there is a coordinate 
difference between of in-air and on-screen, the value of the directional vector needs to 
be normalized by the displacement between A (X1,Y1) and B (X2,Y2), namely ABഥ ݊݀݁ݖ݈݅ܽ݉ݎ݋ , shown in Equation (3): ݐ݈݊݁݉݁ܿܽ݌ݏ݅ܦ ൌ ඥሺX1 െ X2ሻଶ ൅ ሺY1 െ Y2ሻଶ                         (2) ABഥ ݊݀݁ݖ݈݅ܽ݉ݎ݋ ൌ ቀ ሺ௑ଵି௑ଶሻ஽௜௦௣௟௔௖௘௠௘௡௧ , ሺ௒ଵି௒ଶሻ஽௜௦௣௟௔௖௘௠௘௡௧ቁ                           (3) 

In this case, the on-screen coordinate known as A (x1,y1) indicates the right palm of 
the visual character, it needs to move to unknown B (x2,y2), which the unknown B 
(x2,y2) can be obtained via the Equation (4): ܤሺ2ݔ, 2ሻݕ  ൌ ,1ݔሺܣ  1ሻݕ  ൈ ൈ ݀݁ݖ݈݅ܽ݉ݎ݋݊ തܤܣ   (4)            ݐ݊ܽݐݏ݊݋ܥ 
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Based on the directional vector transformation, the digital shadow play based on  
in-air gesture interface using Kinect sensor was developed using Adobe AIR, show in 
Fig. 4. Essentially, there is a difference coordinate between of the coordinate mapping 
from the body kinematics captured by Kinect sensor, and of the inverse kinematics 
(IK) on the screen. Even through, the direction between of those is the same. In this 
study, Constant is the length of the lower limb on the screen, i.e. Constant = 200 dot. 
Although the B (x2,y2) will be never the same as B (x2,y2), but movement direction is 
the same since the angle between B and B is 0°. 

 

 

Fig. 4. The picture shows the difference coordinate between of the coordinate mapping from 
the gesture in the real world (i.e. colour dots on the screen), and of the visual character on the 
screen. Even through, the direction movement between two coordinate systems is the same. 

2.2 Kinect Cursor Emulator 

It is difficult to measure the objective human performance of the prototype demon-
strated in Fig. 4. Instead, this study designed a simulated programme based on Equa-
tion (4) to emulate the mouse cursor movement mapping from the right palm in the 
air, namely Kinect Mouse Emulator. The programme uses the Kinect for Windows 
SDK and its skeletal tracking features to allow a user to use their hands to control the 
Windows mouse cursor, modified from a demo application (Source: http:/ 
/kinectmouse.codeplex.com/ ). It demonstrates how to use the Kinect skeletal tracking 
feature to move the mouse cursor with a user's hands based on. 

2.3 Human Performance Model 

Regarding measurement of human performance, there have been many practices in 
the field of Human-Computer Interaction (HCI). One of famous practices is Fitts’ 
law. [5] The mathematical relationship among speed, accuracy, amplitude of move-
ment, and target size for upper extremity tasks, which can be expressed by a simple 
liner regression equation shown in Equation (5): 

 IDbaMT ×+=                             (5) 

where ID is index of difficulty proposed by Fitts, D is distance between targets, W is 
target width, MT is movement time, and parameters a and b are calculated on the 
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basis of simple linear regression. As expected, movement time for hard tasks is long-
er. Furthermore, MacKenzie [7] recommended the use of effective target width We 
instead of nominal target width W to measure actual performance of either devices or 
tasks: 

 DSWe .133.4 ×=                           (6) 

 )1/(log2 += ee WDID                          (7) 

where S.D. is standard deviation of endpoint over target region, and IDe is effective 
index of difficulty. Recently, the IDe model in Equation (7) had been standardized in 
ISO 9241 [8] as a design and testing guideline, and specification of non-keyboard 
input devices (NKIDs). In this study, Fitts’ law was expanded into two-dimensional 
description in a polar coordinate system. 

3 Method 

3.1 Subject Selection 

A total of ten Taiwanese undergraduate students in the Department of Animation and 
Game Design, Shu-Te University volunteered. The participants consisted of five 
males, i.e. age range from 20 to 21 years, and five females, i.e. age range from 20 to 
21 years. All participants used their preferred right hand to perform the tasks, and 
reported over 6 years’ experience with PCs.  

3.2 Testing Apparatus 

The laboratory used for the experiment is a computer laboratory in Room DB105-3 in 
Department of Animation and Game Design, Shu-Te University. The experiment was 
conducted based on following equipment: 

─ PC with a Intel i5 2.67 GHz CPU, 4 GB of RAM; 
─ 60” projector screen showing targets. 
─ A standard two-button optic mouse with 800 dpi, manufactured by Logitech®.  
─ A ‘Kinect Sensor’, manufactured by Microsoft ®. 
─ Fitts’ Law Generator (FLG) [1][2][13][16]. It can be used for multidirectional hu-

man performance measurement of Non-Keyboard Input Devices (NKIDs) 
─ Subjective assessment based on five-scale subjective questionnaire. 
─ A digital camera used to capture awkward postures of participants’ performance 

during the experiment.  
─ A standard operation procedure (SOP). 
─ The data analysis is performed using SPSS version 17. 
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Fig. 5. Experiment condition in the computer laboratory in Room DB105-3 

3.3 Experimental Procedure 

The triangulation mixed method was implemented, it is a 2 × 2 × 2 × 8 within-
subjects repeated measurement laboratory-based experiment, as shown in Table 1. 

Totally, there were n = 10 subjects × 2 devices × 3 blocks × 32 target conditions = 
1,920 pairs of dependent variables being observed by a measurement platform Fitts’ 
Law Generator (FLG). Therefore, quantitative analysis method can be applied. Those 
dependent variables and related methods are shown in Table 2. 

Table 1. 2 × 2 × 2 × 8 factorial conditions 

Factors Levels 
Devices (2) Mouse, Kinect Sensor 
Target distance (mm) (2) 100, 300 
Width/Height (mm) (2) 300, 500 
Angle of Approach (degree) (8) 0°, 45°, 90°, 135°, 180°, 225°, 270°, 315° 

Table 2. Objective Dependent Variables 

Factors   Description 
De Cursor movement distance (mm) 
AT Time of aiming target (ms) 
PT Time of decision making (ms) 
MT Time of movement (ms) 
Error Error (%) 
TRE Target-re-entrance (%) 
Wsd Standard deviation of pointing x by conditions (mm) 
Hsd Standard deviation of pointing y by conditions (mm) 
We 4.133 × Wsd (mm) 
He 4.133 × Hsd (mm) 
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3.4 Research Limitation 

Kinect Cursor Emulator and the digital shadow play are both the in-air gesture inter-
face using Kinect Sensor, sharing the same concept expressed in Equation (4). Since 
the digital shadow play does not require button activation, thus the result analysis 
regarding the pointing time is only recommended for further study. 

4 Result Analysis 

4.1 Data Adjustment 

An error occurred when a participant registered a target acquisition while the cursor 
was outside the target.[13] Therefore, error cases are analyzed separately. Since there 
are two pointing device being tested, a total of 15 errors occurred out of 960 total 
trials with the mouse (1.6% error rate) and a total of 65 errors occurred out of 960 
total trials with the Kinect sensor (6.8% error rate).  

As for the mouse, the mean MT for all trials is 625 ms, and the removal of the error 
trials reduces the mean MT to 604 ms. With regards to the Kinect sensor, the mean 
MT for all trials is 2,689 ms, and the removal of the error trials reduces the mean MT 
to 2,528 ms. 

4.2 Fitness-of-Models 

As can be seen in Table 3, comparing with the result done by Chen and Chen [13] 
who reported an adjusted R2 = 0.44 with a mouse, this study obtain higher adjusted R2 
values across the ID model. Therefore, our study is consistent with current study. 

Table 3. The prediction of the total movement time (MT) (ms) across models (ID, IDe, IDe2) 

Device N* 
Model 

ID IDe  

Mouse 945 0.479 0.396  

Kinect Sensor 895 0.613 0.436  

*  The error trials were excluded for the analysis. 
** The linear regression analysis was applied on the adjusted data for the prediction of the 

movement time MT across models (ID and IDe). The adjusted R2 value was used since the 
sample size was difference among these studies. 

4.3 Device Difference 

As shown in Table 2, Independent T test indicates that the mean of movement time, 
i.e.  1,941 mm, is significantly longer than for the mouse, i.e. 456 mm, p < 0.000. 
Moreover, the approaching time, the pointing time and the total movement time  
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for Kinect sensor are all significant longer than the mouse, i.e. p<0.05. However,  
the result analysis reveals that there is no difference of cursor movement distance  
between of the mouse and of the Kinect sensor, p=0.212, Hence, it is necessary to 
explore the design failures that cause similar cursor movement distance and longer 
movement time via the posture analysis and the subjective assessment. 

Table 4. Objective data 

Dependent Variable Device N Average S.D. 

Error Rate* mouse 960 1.6% .065 

Kinect 960 6.8% .111 

Target-Re-Entrance* mouse 945 3% .161 

 Kinect 895 9% .323 

Movement Time (ms)** mouse 945 456.14 1449 

Kinect 895 1940.58 830 

Pointing Time (ms)** mouse 945 148.56 152 

Kinect 895 587.21 218 

Approaching Time (ms)** mouse 945 604.71 227 

Kinect 895 2527.78 868 

Cursor Movement Distance (mm) mouse 945 437 119 

Kinect 895 419 153 

Remark: *: p<0.05. **:p<0.001. Except of the error rate, error cases are excluded for analysis. 

4.4 Direct Observation 

When using the Kinect Cursor Emulator, various arm and body postures of those with 
a preference for right handed working can be categorized in terms of the shoulder 
flexion angle θ1 and the back flexion angle θ2: 

─ Angle θ1: shoulder flexion 
─ Angle θ2: back (spine) flexion 

Based on the reviewed literature, the awkward working posture is defined as the post-
ure having the joint range apart from the neutral posture.[15]. The observation reveals 
that there were two operational postures being defined, shown as follows: 

─ Type I: It is the neutral position where θ1 and θ2 are approaching to 0o. 
─ Type II: It is the awkward position where θ1 and θ2 apart from 0o. 

As can be seen in Fig. 6, it is a selected pictures taken from the experiment, where the 
awkward postures are identified among the pointing task with in-air gesture interface 
using Kinect sensor.  
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Fig. 6. Type II operational posture, where the subject’s back flexion is 25 o approximately 

5 Discussion 

By the implementation of the triangulation mixed method, two possible issues that 
caused awkward working posture whist using the in-air gesture interface, were hig-
hlighted: Firstly, based on the human performance study, it reveals that end-users tend 
to maintain the same joint range of particular body regions in order to take control of 
the cursor movement, especially where the angle of approach appears from the middle 
to bottom of the screen, i.e. 135o, 180 o, 225 o, 270 o and 315 o: 

─ Kinect sensor is not suitable for rapid and accuracy pointing activity. It was  
highlighted that the scenario related with Kinect application is not focused on 
productivity, speed, and precision, but enables an interaction that other input  
devices cannot [17]. 

─ The position of the visual target must be designed over the middle of the screen. 
─ The cursor movement speed should be adjusted based on a repetitive design proc-

ess with user test to achieve better quality-in-use. 

6 Conclusion 

The study has achieved it aims by revealing the effect of in-air gesture interaction 
using the depth camera technology on complex human performance and to identify 
possible design failures and its implementation to the digital shadow play.  
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