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Abstract. This paper deals with definitional aspects of the herding at-
tack of Kelsey and Kohno, and investigates the provable security of sev-
eral hash functions against herding attacks.

Firstly, we define the notion of chosen-target-forced-midfix (CTFM)
as a generalization of the classical herding (chosen-target-forced-prefix)
attack to the cases where the challenge message is not only a prefix
but may appear at any place in the preimage. Additionally, we identify
four variants of the CTFM notion in the setting where salts are explicit
input parameters to the hash function. Our results show that including
salts without weakening the compression function does not add up to
the CTFM security of the hash function.

Our second and main technical result is a proof of CTFM security of
the classical Merkle-Damg̊ard construction. The proof demonstrates in
the ideal model that the herding attack of Kelsey and Kohno is optimal
(asymptotically) and no attack with lower complexity exists. Our security
analysis applies to a wide class of narrow-pipe Merkle-Damg̊ard based
iterative hash functions, including enveloped Merkle-Damg̊ard, Merkle-
Damg̊ard with permutation, HAIFA, zipper hash and hash-twice hash
functions. To our knowledge, this is the first positive result in this field.

Finally, having excluded salts from the possible tool set for improv-
ing narrow-pipe designs’ CTFM resistance, we resort to various message
modification techniques. Our findings, however, result in the negative
and we demonstrate CTFM attacks with complexity of the same order
as the Merkle-Damg̊ard herding attack on a broad class of narrow-pipe
schemes with specific message modifications.

Keywords: Herding attack; Chosen-target-forced-midfix; Provable se-
curity; Merkle-Damg̊ard.

1 Introduction

Hash functions are an important cryptographic primitive finding numerous ap-
plications. Most commonly, hash functions are designed from a fixed input length
compression function to accommodate messages of arbitrary length. The most
common domain extender is the Merkle-Damg̊ard (MD) iteration [8,16], which
has long been believed to be a secure design choice due to its collision secu-
rity reduction. Recently, however, several results cast doubt on its security with
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respect to other properties. The MD design was showed to not preserve either
second preimage or preimage properties [3]. Moreover, the indifferentiability at-
tack of Coron et al. [7], the multicollision attack of Joux [12] and the herding
attack of Kelsey and Kohno [13] exposed various weaknesses of the MD design.

The herding attack of Kelsey and Kohno, also known as the chosen-target-
forced-prefix (CTFP) attack, considers an adversary that commits to a hash
value y for a message that is not entirely under his control. The adversary then
demonstrates abilities to incorporate an unknown challenge prefix as part of
the original preimage corresponding to the committed value y. While for a ran-
dom oracle the complexity of such an attack is Θ(2n) compression function
calls for y of length n bits, the herding attack on Merkle-Damg̊ard takes about√
n22n/3 compression function executions for a preimage message of length O(n)

as demonstrated by Kelsey and Kohno [13]. A more precise attack bound was
obtained by Blackburn et al. [6].

Several other hash functions have been analyzed with respect to resistance to
herding attacks. In [2], Andreeva et al. showed applications of the herding attack
to dither hash functions, and in [1] they generalized the herding attack of [13] to
several multi-pass domain extenders, such as the zipper hash and the hash twice
design. Gauravaram et al. [9,10] concluded insecurity against herding attacks for
the MD designs where an XOR tweak is used in the final message block.

While this topic has generated significant interest, many important questions
still remain unanswered. All research so far focused on negative results, being
generalized herding attacks on hash function designs, but it is not known whether
one can launch herding attacks with further improved complexity against the MD
design. The task becomes additionally complicated by the lack of formal security
definitions for herding to accommodate the objectives of a proof based approach.
Apart from wide-pipe designs, no scheme known yet is secure against herding
attacks, nor is it clear how to improve the MD design without enlarging its state
size. Some of the possible directions are to either use randomization (salts) or
to apply certain message modification techniques.

Our Contributions. In this work we address the aforementioned open prob-
lems. Firstly, we develop a formal definition for security against herding attacks.
Neven et al. first formalize the notion of chosen-target-forced-prefix security (as
the random-prefix preimage problem) in [17]. Our new notion of chosen-target-
forced-midfix (CTFM) security extends his notion by enabling challenges of not
only prefix type but also as midfixes and suffixes. We achieve this by giving
the adversary the power to output an “order”-defining mixing function g to-
gether with his response, which fixes the challenge message at a selected by the
adversary position in the preimage message.

In addition, we investigate the notion of salted CTFM. Depending on when
the salt value is generated and who is in control of it, four variants of the salted
notion emerge in the setting where randomness (salt) is used. One of the variants
serves no practical purposes because it forces an adversary to commit to a hash
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value for an unknown salt, where the salt is defined as an input parameter
to the hash function. Although the other three variants are plausible from a
practical perspective, we show that they do not attribute to an improved CTFM
resistance. This is true for the case where the salt is added in such a way that
the cryptographic strength of the compression function is not compromised on
some other level, i.e. collision or preimage resistance.

Our main technical contribution is to exhibit a CTFM security proof for
the MD domain extender. While until now the research in this area has been
focusing on finding herding attacks against hash function designs, we are the first
to provide a security upper bound for a hash function design. In more detail,
we upper bound the strength of a CTFM attacker in finding in the ideal model
a preimage for the MD design, and show that the herding attack described by
Kelsey and Kohno is optimal (asymptotically). Using new proof techniques we
prove that at least approximately 22n/3/L1/3 compression function queries are
needed for a CTFM attack, where n is size of the commitment y and L is the
maximal allowed length of the preimage in blocks. To the best of our knowledge,
there has not been a positive result of this form before. Due to its generic nature,
the new security techniques introduced in this work not only apply to the MD
design, but directly carry over to a broad spectrum of domain extenders derived
from MD, including strengthened MD, MD with a distinct final transformation
and HAIFA [5]. Additionally, the bound implies optimality of the attacks on
hash twice and the zipper hash function performed by Andreeva et al. [1].

We explore further the question of whether a simple tweak on the narrow-pipe
MD construction would allow us to prove optimal CTFM security. Excluding
randomness or salting from the set of available tools, we investigate tweaks that
modify the message inputs by simple message modification techniques like the
XOR operation. These schemes can be viewed as MD type domain extenders
with a more sophisticated padding. Our findings, however, result in the negative
and we demonstrate CTFM attacks on a class of schemes of this form. The attack
particularly applies also to the MD with checksum design, therewith providing
a simple and elegant alternative to the attack by Gauravaram et al. [10].

2 Preliminaries

By x
$← X we denote the uniformly random sampling of an element from a set

X . By y ← A(x) and y
$← A(x), we denote the assignment to y of the output of

a deterministic and randomized algorithm A, respectively, when run on input x.
For a function f , by rng(f) we denote its range. By Func(n+m,n), for m,n ≥ 1,
we denote the set of compression functions f : {0, 1}n × {0, 1}m → {0, 1}n. As
of now, we assume m = Θ(n).

A hash function H : {0, 1}∗ → {0, 1}n is a function that maps an arbitrar-
ily long input to a digest of n bits, internally using a compression function f ∈
Func(n+m,n). In this work we distinguish between a general hash function
design H, and the notion of an iterated hash function which is a specific type
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of hash function that executes the underlying compression function in an
“iterated” way. Let pad : {0, 1}∗ → ({0, 1}m)

∗
be an injective padding function.

Let iv ∈ {0, 1}n be a fixed initial value. We define the iterated hash function IH
as follows:

IH(M) = hl, where: (M1, . . . ,Ml)← pad(M);

h0 ← iv;

hi ← f(hi−1,Mi) for i = 1, . . . , l.

(1)

One may include a special final transformation, but we note that this would not
result in any added value against the herding attack. The general iterative prin-
ciple of IH is followed by a wide range of existing modes of operations, including
the traditional (strengthened) MD design [8,16], enveloped MD (includes final
transformation) [4], MD with permutation (includes final transformation) [11],
HAIFA [5] and the zipper hash design [15].

3 Chosen-Target-Forced-Midfix Preimage Resistance

An adversary for a hash function is a probabilistic algorithm with oracle access
to underlying compression function f . Queries to f are stored in a query history
Q. In the remainder, we assume that Q always contains the queries required
for the attack, and we assume that the adversary does not make trivial queries,
i.e. queries to which the adversary already knows the answer in advance. In this
work we consider information-theoretic adversaries only. This type of adversary
has unbounded computational power, and its complexity is measured by the
number of queries made to its oracles.

The goal of an attacker in the original herding attack [13] against a hash func-
tion H is to successfully commit to a hash digest without knowing the prefix of
the preimage message in advance. In the first phase of the attack, the adver-
sary makes an arbitrary amount of queries to f . Then, he commits to a hash
digest y, and receives challenge prefix P . After a second round of compression
function calls, the adversary outputs a response R such that H(P‖R) = y. In
this form the power of the adversary is limited significantly. In particular, if the
hash function is defined so as to process the message blocks in reverse order,
the success probability of the adversary is limited to the preimage advantage.
We generalize the original attack by introducing the chosen-target-forced-midfix
(CTFM) attack. In the CTFM attack, the challenge P does not necessarily need
to be a prefix, but can technically occur at any place in the preimage message.
The generalized attack mainly differs from the original one in the fact that the
adversary not only outputs a bit string R, but also an “order”-defining function
g such that H(g(P,R)) = y. We note that the attack is trivial for some choices
of g (e.g. if it is defined by the identity function on its second argument). Below
we give a concrete specification of g.

Definition 1. Let H : {0, 1}∗ → {0, 1}n be a hash function design employing
compression function f ∈ Func(n+m,n). Let p denote the length of the forced
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midfix, and denote by L ≥ 1 the maximal length of the forged preimage in blocks.
Let A be a chosen-target-forced-midfix (CTFM) finding adversary for this hash
function. The advantage of A is defined as

Advctfm
H (A) = Pr

(
f

$← Func(n+m,n), (y, st)← Af , P
$← {0, 1}p,

(g,R)← Af (P, st) : Hf (g(P,R)) = y ∧ ∣∣rng(g)∣∣ ≤ 2Lm
)
.

By Advctfm
H (q) we denote the maximum advantage, taken over all adversaries

making q queries to their oracle.

The function g can technically be any function as long as its range is at most
2Lm, but for some choices of g the definition becomes irrelevant. For instance, if
the mutual information between P and g(P,R) is 0, the CTFM attack is trivial.
More generally, the attack becomes easier if the function g is allowed to split P
into parts. However, this type of functions does not correspond to any practically
relevant CTFM attacks. Therefore, in the remainder, we restrict g to satisfy that
g(P,R1‖R2) = R1‖P‖R2, where R1, R2 are of arbitrary length.

The chosen-target-forced-prefix attack of Kelsey and Kohno is covered for g
restricted to R1 being the empty string. The variant of the herding attack by
Andreeva et al. [1] on the zipper hash function can be seen as a chosen-target-
forced-suffix attack, with R2 being the empty string.

The value p defines the size of the challenge P , and plays an important role in
the security results. A smaller value of p allows for higher success probability in
guessing P in the first phase of the attack. A larger value of p limits the number
of “free” queries of the adversary, the adversary needs to make at least 
p/m�
compression function queries for incorporating the challenge P , where m is the
message block size.

4 Salted-Chosen-Target-Forced-Midfix Preimage
Resistance

In this section we discuss the salted variant of CTFM, which we denote by
SCTFM. Depending on whether the challenger generates the salt value S or the
adversary himself, and at which stage of the game the salt is chosen, four salted
variants of CTFM emerge. We view the salt as an explicit input parameter of size
s ≥ 1 to the hash function H, which is not integrated at an internal compression
function level, but processed at the higher (iteration) hash function H level. We
define enci : {0, 1}s × {0, 1}n × {0, 1}m → {0, 1}n+m to take inputs S, chaining
value hi−1 and message block Mi, where i varies between 1 and L (which is the
maximum length of the preimage) to provide a possible function diversification.
The function enci is a bijection on hi−1 andMi and we denote its inverse function
by enc−1

i . More concretely,

enci(S, hi−1,Mi) = (h′
i−1,M

′
i) ∧ enc−1

i (S, h′
i−1,M

′
i) = (hi−1,Mi).
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We can view the functions enci as keyed permutations on the chaining value and
message block inputs to the compression function, where the key is the salt S.

Our choice of this encoding function is guided by a simple security objective.
Let us define f ′

i as f ′
i(S, hi−1,Mi) = f(enci(S, hi−1,Mi)) for i = 1, . . . , L. We

choose enci to be a bijection on hi−1 and Mi to provide the full set of valid
input points for the function f . Any deviation from this would weaken the cryp-
tographic strength of f , i.e. by allowing an adversary to easily launch collision
attacks on the encoding function as a way to circumvent collision computations
on f . If enci is not a bijection on its variable inputs (notice that once chosen the
salt is fixed), then the function f would be working only with a restricted set of
its domain points.

We provide the definitions of SCTFM security for the four variants indexed
by j = 1, 2, 3, 4.

Definition 2. Let H : {0, 1}∗ → {0, 1}n be a salted hash function design and
p, L be as in Def. 1. Let s denote the size of the salt and let enc = {enci}Li=1

be the family of encoding functions as described above. Let B be a salted-chosen-
target-forced-midfix (SCTFM) finding adversary for this hash function. For j ∈
{1, 2, 3, 4} the advantage of an adversary B is defined as

Advsctfm
H (B) = Pr

(
Ej : Hf,enc(g(P,R), S) = y ∧ ∣∣rng(g)∣∣ ≤ 2Lm ∧ |S| = s

)
.

By Advsctfm
H (q) we denote the maximum advantage, taken over all adversaries

making q queries to their oracle. The events Ej (j = 1, 2, 3, 4) are illustrated by
the following four game experiments:

j Ej

1 f
$← Func(n+m,n), (y, S, st)← Bf , P

$← {0, 1}p, (g,R)← Bf (P, st)

2 f
$← Func(n+m,n), S

$← {0, 1}s, (y, st)← Bf (S), P
$← {0, 1}p, (g,R)← Bf (P, st)

3 f
$← Func(n+m,n), (y, st)← Bf , P

$← {0, 1}p, S $← {0, 1}s, (g,R)← Bf (P, S, st)

4 f
$← Func(n+m,n), (y, st)← Bf , P

$← {0, 1}p, (g,R,S)← Bf (P, st)

We provide a discussion on the adversarial abilities for the four SCTFM secu-
rity notions in comparison with the standard CTFM definition and also to the
relevance of salted definitions in practice.

Variants 1, 2 and 4. We will compare the strength of a SCTFM adversary B
in variant 1, 2 or 4 with a CTFM adversary A. Notice first that in a (non-salted)
CTFM security game, A can gain advantage in the precomputation phase (the
phase before the challenge midfix is known) only by skillfully preparing some
computations for f , such that they are consistent with the evaluation of the
function H in order to compute y. Overall, A can only exploit f . On the other
hand, a SCTFM adversaryB (for either of the variants) encounters the additional
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problem that he has to handle the encoding functions enci which may differ each
message block. With respect to the advantage of A, B’s advantage would differ
only in the case B loses control over the outputs of the enci function (which are
inputs to f), i.e. in the case when he does not know the salt value.

But in each of these three variants the SCTFM adversary B knows the salt and
has control over the inputs to f (as is the case with A) before his commitment
to y, and thus his advantage will be the same as the advantage of A. In variant
1, the SCTFM adversary is in full control of the salt value and in variant 2 he
knows the salt before committing to y, therefore he can prepare the respective
computations for f . Notice that, although in variant 4 the salt value is revealed
by the B in the second stage of the game, he is still in full control of the salt
value and his advantage is optimal when he chooses the salt S in the first phase
of the attack, does the respective computations for f , and then reveals S only
in the second phase.

This analysis comes to show that the SCTFM adversary has the same compu-
tational advantage as a CTFM adversary in variants 1, 2 and 4. The conclusion is
that salting in these variants does not help build more secure CTFM hash func-
tions H and one can do as good without additionally increasing the efficiency
and complexity of H.

Variant 3. As opposed to the previous variants, here the SCTFM adversary
B does not have control over the salt value before his commitment to y. In
this scenario, B may lose control over the precomputation, because he is forced
to use an unknown salt. This is the case for example when a Merkle-Damg̊ard
scheme is used where the salt is XORed with each chaining value. The Kelsey
and Kohno attack would fail for such a scheme since the precomputed diamond
does not contain the correct salt value, unless the adversary guessed it correctly
in advance.

Variant 3, however, is not a valid notion because it does not reflect any real
world uses of salts with hash functions. More concretely, variant 3 says that the
SCTFM adversary first commits to some value y and only then is challenged on
the randomness S, which means that he needs to make his precomputations and
commitment without knowing or being able to learn the actual input parameter
of the hash function. It is clear that such scenario fails not only from the point of
view of adversarial abilities, but from a more practical point. The commitment
simply does not make sense since one challenges the committer to make his
best guess at the salt value. The salt shall be available at the point of hash
computation, because it is an explicit input parameter to the hash function. This
is the case with examples of salted hashing, such as password salted hashing and
randomized hashing.

We exhibited 4 variants of salted hashing, where 3 of them have equivalent
complexity as in the non-salted setting and one does not make it for a mean-
ingful salted definition. As opposed to variant 3, the rest of the salted variants
attribute to plausible security definitions. However, the clear conclusion we want
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to draw here is that salts do not help prevent CTFM attacks and one shall aim
at non-salted solutions. We want to elaborate that this is a conclusion drawn
for a reasonable encoding function. A different encoding function might lead to
weakening the cryptographic strength of the compression function.

5 CTFM Resistance of Merkle-Damg̊ard Design

We consider the resistance of the traditional Merkle-Damg̊ard design against
the chosen-target-forced midfix attack. This Merkle-Damg̊ard hash function is
an iterated hash function as in (1) with the following padding function:

pad(M) = M‖10−|M|−1 mod m, (2)

splitted into blocks of length m. As demonstrated by Kelsey and Kohno [13] and
Blackburn et al. [6], one can obtain a CTFM preimage of length O(n) in about√
n22n/3 compression function executions. When larger preimages are allowed,

the elongated herding attack of [13] results in faster attacks: for 0 ≤ r ≤ n/2, one
can find a CTFP preimage of length L = O(n+2r) in approximately

√
n2(2n−r)/3

queries. As we will demonstrate, this is (asymptotically) the best possible result.
In Thm. 1 we derive an upper bound on Advctfm

MD (q) that holds for any q, and
we consider the limiting behavior in Cor. 1, in which we show that at least
22n/3/L1/3 queries are needed for an attack to succeed. After Cor. 1 we explain
why the same or similar analysis applies to a wide class of MD based functions.

Theorem 1. For any integral threshold t > 0, we have

Advctfm
MD (q) ≤ (L− 1)tq

2n
+

m2�p/m�q
2p

+

(
q2e

t2n

)t

+
q3

22n
.

Proof. See Sect. 5.1. �

The bound of Thm. 1 includes a parameter t used to bound multiple events in the
security analysis, and the bound holds for any integral t. Notice that for larger
value of t, the first factor of the bound becomes large, while for small values the
third term becomes large. Therefore, it is of importance to find a balance for this
value t. Recall that, as explained in the beginning of this section, an adversary
has a higher success probability if larger preimages are allowed. Consequently,
the optimum for t partially depends on the allowed length L. In Cor. 1 we analyze
the limiting behavior of the bound of Thm. 1.

Notice that the bound of Thm. 1 contains a term that not directly depends on
n, the second term. This term essentially represents the “guessing probability”
of the attacker: A may succeed guessing P in advance. If p = |P | is very small,
this factor dominates the bound. Therefore, it only makes sense to evaluate
this bound for p being “large enough”, and we have to put a requirement on
p. Although the requirement looks complicated at first sight, it is satisfied by
any relevant value of p. In particular, it is satisfied for p ≥ 2n/3 for L = O(n)
preimages and even for lower values of p when L becomes larger.



Provable Chosen-Target-Forced-Midfix Preimage Resistance 45

Corollary 1. Let L = O(2n/2) and let p be such that 2�p/m�22n/3

L1/32p
= O(1) for

n→∞. For any ε > 0, we obtain limn→∞ Advctfm
MD

(
2n(2/3−ε)/L1/3

)
= 0.

Proof. The bound of Thm. 1 holds for any t ≥ 1. As L = O(2n/2), there exists

a constant c such that L ≤ c2n/2. We put t = 2n/3

(L/c)2/3
≥ 1. Without loss of

generality, t is integral (one can tweak c a little bit to get integral t). From
Thm. 1:

Advctfm
MD (q) ≤ L1/3c2/3q

22n/3
+

m2�p/m�q
2p

+

(
(L/c)2/3q2e

24n/3

) 2n/3

(L/c)2/3

+
q3

22n
.

For any ε > 0, we obtain:

Advctfm
MD

(
2n(2/3−ε)

L1/3

)
≤ c2/3

2nε
+

m

2nε
2�p/m�22n/3

L1/32p
+
( e

c2/322nε

) 2n/3

(L/c)2/3 +
1

L23nε
.

All terms approach 0 for n → ∞ (notice that for the second term we have
m = Θ(n), and for the third term its exponent is ≥ 1). �

Although the security analysis of Thm. 1 and Cor. 1 focuses on the original
Merkle-Damg̊ard (MD) hash function, a very similar analysis can be directly
derived for a broad class of MD based iterative hash functions, including MD
with length strengthening [14], enveloped MD [4], MD with permutation [11] and
HAIFA [5]. Indeed, a CTFP attack against strengthened MD is provably harder
than an attack against plain MD due to the presence of the length encoding at
the end, and a similar remark applies to HAIFA. For enveloped MD and MD
with permutation, and in general for any MD based function with final trans-
formation, one can use security properties of the final transformation to show
the adversary knows only a limited amount of state values y′ which propagate
to the commitment y through the final transformation, and we can analyze the
success probability with respect to each of these possible commitments y′.1 The
security analysis furthermore applies to the hash twice hash function (where
the padded message is simply hashed twice) and the zipper hash function (where
the padded message is hashed once forward, and once in the opposite direction)
[15], therewith demonstrating the (asymptotic) optimality of the attacks de-
ployed by Andreeva et al. [1]. Indeed, a CTFM attack for zipper or hash twice is
provably harder than an attack for MD, but the attacks of Andreeva et al. are
of similar complexity as the attack of Kelsey and Kohno on MD.

5.1 Proof of Thm. 1

We introduce some definitions for the purpose of security analysis of MD against
the CTFM attack. We consider adversaries making q = q1 + q2 queries to their

1 In detail for enveloped MD and MD with permutation, the condition on event ¬E2

in the proof of Thm. 1 guarantees the adversary to know at most 2 such values y′.
The final success probability is then at most 2 times as large.
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random oracle f . Associated to the queries made in the attack we consider
a directed graph (V,A). A compression function execution f(hi−1,Mi) = hi

corresponds to an arc hi−1
Mi−→ hi in the graph. The graph is initialized as

({iv}, ∅). We denote by (V (j), A(j)) (for j = −q1, . . . , q2) the subgraph of (V,A)
after the j-th query. Hence, after the first phase of the attack we are left with
graph (V (0), A(0)).

A path hi
Mi+1−→ hi+1 · · · Ml−→ hl in a graph is called “v-tail” (for “valid tail”)

if Mi+1‖ · · · ‖Ml forms the suffix of a correctly padded message. Formally, it is
v-tail if there exists Mi ∈ ({0, 1}m)∗ such that

Mi‖Mi+1‖ · · · ‖Ml‖Ml+1 ∈ rng(pad).

Intuitively, it means that hi → hl is formed by a valid sequence of message
blocks and can possibly occur at the end of a hash function execution. Notice
that the v-tail property of a path carries over to its sub-suffixes. For two state
values hi, hl ∈ {0, 1}n, we define

disthi→hl
(j) =

{
0 ≤ k <∞ ∣∣ (V (j), A(j)) contains v-tail hi −→ hl of length k

}
.

For a P ∈ {0, 1}p, a path hi
Mi+1−→ hi+1 · · · Mk−→ hk is called “P -comprising” if

Mi+1‖ · · · ‖Mk contains P as a substring.

Proof of Thm. 1. Let A be any CTFM adversary making q1+ q2 queries to its
random function f . In other words, at a high level the attack works as follows:
(1) the adversary makes q1 queries to f , (2) he commits to digest y, (3) he

receives a random challenge P
$← {0, 1}p, (4) he makes q2 queries to f , and (5)

he responds with R1, R2 such that H(R1‖P‖R2) = y and
∣∣R1‖P‖R2

∣∣ ≤ Lm.
Denote by Pr (sucA(j)) for j = −q1, . . . , q2 the success probability of A after
the j-th query. Obviously, Advctfm

MD (A) = Pr (sucA(q2)). In the first phase of
the attack, the adversary arbitrarily makes q1 queries to f , and then outputs a

commitment y. Consequently, he receives challenge P
$← {0, 1}p. Consider the

following event E0:

E0 : (V (0), A(0)) contains a P -comprising path.

E0 captures the event of A “guessing” P in the first phase of the attack. We
will split the success probability of the attacker, using the fact that he ei-
ther did or did not guess P in the first phase. In other words, we can write
Pr (sucA(q2)) ≤ Pr (sucA(q2) | ¬E0) +Pr (E0). However, for the purpose of the
analysis we introduce two more events E1,E2. Let t > 0 be any integral threshold.

E1 : α1 > t, where α1 = max
0≤k≤L

|{h ∈ V (q2) | k = min disth→y(q2)}|,
E2 : α2 > 2, where α2 = max

h∈V (q2)
|{h′ ∈ V (q2) | (h′, h) ∈ A(q2)}|.

E1 sorts all nodes in V (q2) in classes with elements at (minimal) distance
0, 1, 2, . . . , L from y, and considers the class with the maximal number of nodes.
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E2 considers the event that Q contains a multi-collision of more than two com-
pression function executions. By basic probability theory, we have

Pr (sucA(q2)) ≤ Pr (sucA(q2) | ¬E0 ∧ ¬E1) +Pr (E0 ∨ E1) ,

≤ Pr (sucA(q2) | ¬E0 ∧ ¬E1) +Pr (E0 ∨ E1 | ¬E2) +Pr (E2) ,

≤ Pr (sucA(q2) | ¬E0 ∧ ¬E1) +Pr (E0 | ¬E2)

+Pr (E1 | ¬E2) +Pr (E2) , (3)

and we consider the probabilities on the right hand side separately.

– Pr (sucA(q2) | ¬E0 ∧ ¬E1). By ¬E0, P is not contained in (V (0), A(0)) yet,
but it may be contained partially and hence the adversary will at least
need to make 1 compression function execution. It may be the case that
the adversary makes calls to the compression function for multiple strings
P , and it may be the case that after he queried for P , he knows multiple
paths of different length including P , but this does not violate the analysis.
In general, the suffix R2 of the attack covers at most L− 1 message blocks.
At any time in the attack, there are at most

|{h ∈ V (q2) | disth→y(q2) ∩ {0, . . . , L− 1}|
possible nodes for which a hit results in a collision. By ¬E1, this set is upper
bounded by (L − 1)t. As the adversary makes at most q2 ≤ q compres-
sion function calls that may result in success, the total probability is upper

bounded by (L−1)tq
2n ;

– Pr (E0 | ¬E2). Notice that ¬E2 implies that all nodes in (V (q2), A(q2)), as
well as all nodes in (V (0), A(0)), have at most 2 incoming arcs. We consider
the probability that there exists a P -comprising path. The existence of such
path implies the existence of an arc that supplies the last bit of P . Consider

any arc hj−1
Mj−→ hj , and let M

(i)
j for i = 1, . . . ,m denote the m-th bit. Now,

we can analyze the probability that P
$← {0, 1}p is included as a substring of

a path in (V (0), A(0)), with M
(i)
j corresponding to the last bit of P . Then,

Pr (E0 | ¬E2) is upper bounded by this probability summed over all i and
the number of arcs. We consider the probability for different values of i:
• i ≥ p. P is integrally captured in Mj as M

(i−p+1)
j ‖ . . . ‖M (i)

j = P . This
happens with probability 1/2p for predetermined Mj and random P ;
• i < p. The first i bits of Mj correspond to the last i bits of P , and
that the first p − i bits of P are a suffix of any path ending in hj−1.
Let β = 
(p− i)/m�. As by ¬E2 there are at most 2β paths of length β

blocks to hj−1, we can upper bound the probability by 1
2i · 2β

2p−i = 2β

2p .
Now, we can sum over all possible values of i and the number of queries q1.
We obtain

Pr (E0 | ¬E2) ≤
{

(m+p−1)q1
2p if p ≤ m,

m2�p/m�q1
2p if p > m.

In both cases, we derive upper bound m2�p/m�q
2p , given q1 ≤ q;
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– Pr (E1 | ¬E2). Let k∗ be minimal such that the maximum is achieved, and
let h1, . . . , hα1 be all nodes with distance k∗ from y. Consider the subgraph
(V ,A) of (V (q2), A(q2)) consisting of all2 paths hi → y of length k∗ edges
(for i = 1, . . . , α1). By ways of an elaborate case distinction (see App. A), one
can show that for each node h in (V ,A), all paths to y are of the same length.
This in particular implies that the hi’s (i = 1, . . . , α1) have no ingoing edge,
and that y has no outgoing edge. Therefore, we can classify the nodes in the
subgraph into sets: αk∗

1 = α1 at distance k∗ from y, αk∗−1
1 at distance k∗−1,

etc., α0
1 = 1 at distance 0. Notice that α0

1, . . . , α
k∗−1
1 < αk∗

1 by definition,
but it can be the case that αi−1

1 > αi
1 (for 1 < i < k∗) for technical reasons.

By ¬E2, Q does not contain any 3-way collisions, but only 2-way collisions.
The number of 2-way collisions between the nodes at distances i and i − 1
equals max{αi

1−αi−1
1 , 0}. Consequently, the described subgraph, and hence

(V (q2), A(q2)) itself, contains at least

k∗∑
i=1

max{αi
1 − αi−1

1 , 0} ≥ αk∗
1 − α0

1 = α1 − 1 ≥ t

2-way collisions. Thus, the probability is upper bounded by
(
q
t

) (
q
2n

)t ≤(
q2e
t2n

)t

, where the inequality holds due to Stirling’s approximation (x! ≥
(x/e)x for any x);

– Pr (E2). The occurrence of E2 implies the presence of a 3-way collision in Q,
which exists with probability at most q3/22n only [18].

From equation (3) and above upper bounds on the three probabilities, we obtain:

Advctfm
MD (A) = Pr (sucA(q2)) ≤ (L− 1)tq

2n
+

m2�p/m�q
2p

+

(
q2e

t2n

)t

+
q3

22n
.

As this holds for any adversary making q queries, this completes the proof.

6 On Optimally CTFM Resistant Iterated Hash
Functions

Knowing that irrespectively of adding a salt or not, the original MD design of
Sect. 5 does not withstand the CTFM attack, a natural question arises: is it
possible to secure the MD design by ways of a simple tweak? Naturally, wide-
pipe designs offer optimal CTFM security, but they require a larger state size,
which accounts for an efficiency loss. Note that modes of operation that use the
chaining values in an advanced way (e.g. by adding a final compression function
call with the checksum of the chaining values) implicitly belong to the set of
wide-pipe designs. Another direction may be to tweak the way the message is

2 In case of multiple paths of the same length starting from a node hi, one arbitrarily
chooses a path.
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processed by the mode of operation, which is captured by considering the iterated
hash function design of (1) with a more sophisticated padding.

In this section, we launch a CTFM attack against a wide class of iterated hash
functions that differ from the original MD design only in the way the message is
processed. More detailed, we consider the standard iterated hash function design
of (1), with the difference that it employs a sophisticated padding function s-pad
satisfying some criteria. This padding function s-pad may be depending on the
standard padding function pad, and generally does. The attack covers a wide
spectrum of hash functions, and in particular provides an efficient and elegant
alternative to the attacks proposed by Gauravaram et al. [10] on several MD
designs using checksums.

We describe the attack on the base of one representative example hash func-
tion. A generic version of it can be directly extracted from the attack description.
Further, we consider three similar hash functions and a comparison with the at-
tack of [10].

Let pad be the padding function of (2). Let M ∈ {0, 1}∗ and denote pad(M) =
M1‖ · · · ‖Ml. We define a sophisticated padding function s-pad1 : {0, 1}∗ →
({0, 1}m)

∗
on M as follows.

s-pad1(M) = M1

∥∥∥
1⊕

i=1

Mi

∥∥∥M2

∥∥∥
2⊕

i=1

Mi

∥∥∥ · · ·
∥∥∥Ml

∥∥∥
l⊕

i=1

Mi.

For simplicity, denote byNi for i = 1, . . . , 2l the i-th block of s-pad1(M). Let IH1

be defined as an iterated hash function of (1) accommodated with the advanced
padding function s-pad1. We will describe a CTFM attack against IH1, but
before that we briefly recall the attack of Kelsey and Kohno against the MD
hash function. Denote by κ ≥ 1 the size of the diamond we will use.

1. The adversary constructs a diamond of κ levels. He randomly generates 2κ

state values h
(1)
0 , . . . , h

(2κ)
0 , and dynamically finds 2κ−1 compression function

collisions by varying the message values. The same procedure is applied to

the resulting 2κ−1 state values h
(1)
1 , . . . , h

(2κ−1)
1 until one node h

(1)
κ is left;

2. The adversary commits to this state value y := h
(1)
κ and receives challenge

P . Without loss of generality P is of length a multiple of m, and he computes

the path iv
P−→ hp′ ;

3. The adversary finds a message Mhit such that f(hp′ ,Mhit) = h
(j)
0 for some

j ∈ {1, . . . , 2κ}.

The resulting forgery is formed by P‖Mhit‖Mdiam, where Mdiam denotes the

message string that labels the path h
(j)
0 → h

(1)
κ . Phase 1 of the attack requires

about
√
κ2(n+κ)/2 work [13,6], the work for phase 2 is negligible and phase 3

takes about 2n−κ amount of work. The message is of length 
p/m� + 1 + κ
blocks.

The construction of the diamond (phase 1) is correct due to the independent
character of the message blocks: given a string Mi‖ · · · ‖Ml of message blocks,
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one can arbitrarily change one block while still having a valid string of message
blocks. Thus, when constructing the diamond one can vary the message blocks
independently for obtaining collisions. For the sophisticated padding function
s-pad1 this is not possible. If for a given padded message one changes N2i−1 for
i ∈ {1, . . . , l−1}, the values taken by the checksum blocksN2i, . . . , N2i+2, . . . , N2l

should change as well. At first sight, this makes the construction of the diamond
impossible, but by additionally changing N2i+1, one can “stabilize” the values
N2i+2, . . . , N2l and only the blocks N2i−1, N2i, N2i+1 get affected (in case i = l
only N2i−1, N2i get affected). Based on this observation the attack is defined as
follows. Notice, the adversary decides on the length of the forgery in advance:
p′ + 2κ+ 2.

1. The adversary constructs a diamond of κ levels.
– He fixes constants C0, C1, . . . , Cκ ∈ {0, 1}m in advance. These constants

represent

C0 =

p′+2⊕
i=1

Mi, Ci = Mp′+2i+1 ⊕Mp′+2i+2 for i = 1, . . . , κ. (4)

The adversary does not know the blocks Mi yet, but will choose them
so as to comply with (4);

– He randomly generates 2κ state values h
(1)
0 , . . . , h

(2κ)
0 , and dynamically

finds collisions of the following form for j = 1, . . . , 2κ−1

h
(2j−1)
0

C0−→
M

(2j−1)

p′+3−−−−→
C0⊕M

(2j−1)

p′+3−−−−−−→
C1⊕M

(2j−1)

p′+3−−−−−−→

h
(2j)
0

C0−→
M

(2j)

p′+3−−−−→
C0⊕M

(2j)

p′+3−−−−−−→
C1⊕M

(2j)

p′+3−−−−−−→
h
(j)
1 .

These collisions can indeed by dynamically found, simply by varying the
Mp′+3-blocks (recall that C0, C1 are fixed constants). The corresponding
blocks Mp′+4 are computed as Mp′+4 = C1 ⊕Mp′+3 by (4);

– The same procedure is applied to the resulting 2κ−1 state values h
(1)
1 ,

. . . , h
(2κ−1)
1 , where the arcs are labeled by C0 ⊕ C1, Mp′+5, C1 ⊕Mp′+5

and C2 ⊕Mp′+5, respectively. Finally, one node h
(1)
κ is left;

2. The adversary commits to this state value y := h
(1)
κ and receives challenge

P . Without loss of generality P is of length a multiple of m, and he defines

M1, . . . ,Mp′ to be the first corresponding blocks. Denote C−1 =
⊕p′

i=1 Mi.

In accordance to the padding function s-pad he computes the path iv
M1−→

. . .
Mp′−→ C−1−→ h2p′ ;

3. The adversary finds a message Mp′+1 such that

h2p′
Mp′+1−→ C−1⊕Mp′+1−−−−−−→ C−1⊕Mp′+1⊕C0−−−−−−→ h

(j)
0

for some j ∈ {1, . . . , 2κ}.
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The resulting forgery is formed by P‖Mp′+1‖Mp′+2‖Mdiam, where Mp′+2 =
C−1⊕Mp′+1⊕C0 by (4) and Mdiam denotes the message string of 2κ blocks that

labels the path h
(j)
0 → h

(1)
κ . By construction, because the values C0, . . . , Cκ have

been fixed in advance, the path iv −→ h
(1)
κ is in accordance with the padding

function s-pad. Phase 1 of the attack requires about 4 · √κ2(n+κ)/2 work, the
work for phase 2 is negligible and phase 3 takes about 3 · 2n−κ amount of work.
The message is of length 
p/m�+ 2 + 2κ blocks.

We notice that the same approach can be applied to the following example
hash functions. Consider the following advanced padding functions s-padk(M) :
{0, 1}∗ → ({0, 1}m)

∗
for k = 2, 3, 4:

s-pad2(M) = M1

∥∥∥M2

∥∥∥M1 ⊕M2

∥∥∥M3

∥∥∥M2 ⊕M3

∥∥∥ · · ·
∥∥∥Ml

∥∥∥Ml−1 ⊕Ml,

s-pad3(M) = rotatem/2(pad(M)),

s-pad4(M) = pad(M)
∥∥∥

l⊕
j=1

Mj ,

where the function rotatem/2 rotates the bit string by m/2 places (a half message
block). We define by IHk for k = 2, 3, 4 the standard iterated hash function of
(1) accommodated with the advanced padding function s-padk. Notice that for
IH4, any change of Mi can be corrected by Mi+1 to keep the final checksum
invariant. Now, the attacks are described in a similar manner. For IH2, the
complexity is the same as for IH1. The complexities for IH3, IH4 are half as
large. For each of the functions IHk the optimum is achieved for κ = n/3.
By tweaking the proof of Thm. 1, asymptotic tightness of this bound can be
proven. We notice that Gauravaram et al. [10] describe a generalized herding
attack against a class of MD based hash functions using checksums at the end
(such as IH4). The attack described in this section carries over to many of these
designs, therewith providing an elegant alternative. These attacks are of the same
complexity, although our attack renders shorter messages in case n/3 < m. The
cause of this difference is the fact that the attack of Gauravaram et al. sets the
value of the final checksum at the end while in our attack it is essentially fixed
by the adversary in advance.

We leave the existence of narrow-pipe hash functions that achieve optimal
security against the CTFM attack as an open problem.

7 Conclusions

We introduced and formalized the notion of a chosen-target-forced-midfix
(CTFM) attack as a generalization of the classical herding attack of Kelsey
and Kohno [13]. The new notion allows the adversary to include the challenge
P at any place in the forged preimage. Hence, it enables arguing the security
of hash functions which for example process the message in reverse order and
which were otherwise trivially secure against the herding attack. Additionally,
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we investigated the CTFM security of salted hash functions showing that adding
a salt value without weakening the compression function does not improve the
CTFM security of the hash function.

As a main technical contribution of the paper we provided a formal security
proof of the MD design against the CTFM attack, and showed that the attack of
Kelsey and Kohno [13] is (asymptotically) the best possible. This proof directly
applies to a wide class of MD based domain extenders, and implies optimality
of other herding attacks, such as those of Andreeva et al. [1] and Gauravaram
et al. [10].

In the quest for optimally CTFM secure narrow-pipe MD designs, we analyzed
the possibility of message modification as a tool to increase CTFM security. Our
result shows however, that such techniques applied to a wide class of narrow-pipe
iterated hash function designs do not block CTFM attacks. An open research
question that emerges from these observations is to construct a narrow-pipe
iterated hash functions that achieves optimal security against the CTFM attacks.
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A Appendum to Proof of Thm. 1

We show that the graph (V ,A) defined in Thm. 1 does not contain a node
with two paths of different lengths to y. Recall that (V ,A) is constructed in
the following manner. k∗ is the minimal value for which there are the maximum
number of nodes, α1 with distance k∗ to y. For each of the α1 nodes h1, . . . , hα1 ,
we take any path of length k∗ to y, and add it to (V ,A). By definition, for each
i = 1, . . . , α1, there does not exist a path hi → y of length shorter than k∗ arcs.
We show that for any node h ∈ V , all paths to y are of the same length. The proof
is done by contradiction: we will show that the existence of an h contradicting
aforementioned property implies the existence of a path hi → y (for some i) of
length strictly shorter than k∗ arcs. Notice that this result in particular implies
that the hi’s (i = 1, . . . , α1) have no ingoing edge, and that y has no outgoing
edge.

Suppose there exists h ∈ V such that for some M1,M2 ∈ ({0, 1}m)∗ with

|M1| < |M2| the paths h
M1−→ y and h

M2−→ y are included in (V ,A). If the path



54 E. Andreeva and B. Mennink

h
M2−→ y is a subpath of any hi → y for some i, one can replace this subpath

by h
M1−→ y to obtain a path hi → y of length strictly shorter than k∗ arcs,

rendering contradiction. Thus, we assume that h
M2−→ y is not integrally included

as a subpath of any hi → y. We split up the path h
M2−→ y intro three parts.

Let i ∈ {1, . . . , α1} be such that the first edge of h
M2−→ y is included in the

path hi → y. Let M
(1)
2 be the maximal prefix of M2 such that h

M
(1)
2−→ h(1) (for

some h(1)) is a subpath of hi → y. Secondly, identify the edge leaving3 h(1)

in the path h
M2−→ y, and let i′ be such that this edge is included in the path

hi′ → y. Let M
(2)
2 be of maximal length such that M

(1)
2 ‖M (2)

2 is a prefix of M2

and h(1) M
(2)
2−→ h(2) (for some h(2)) is a subpath of hi′ → y. Thus, we splitted

h
M2−→ y into

h
M

(1)
2−→ h(1) M

(2)
2−→ h(2) M

(3)
2−→ y, (5)

where |M (1)
2 |, |M (2)

2 | > 0 and |M (3)
2 | ≥ 0 and

hi
M3−→ h

M
(1)
2−→ h(1) M4−→ y, hi′

M5−→ h(1) M
(2)
2−→ h(2) M6−→ y, (6)

for some M3,M4,M5,M6 ∈ ({0, 1}m)
∗
. Here, M

(1)
2 and M

(2)
2 are of maximal

possible length, i.e. the first arcs of h(1) M4−→ y and h(1) M
(2)
2−→ h(2) are different

and the first arcs of h(2) M6−→ y and h(2) M
(3)
2−→ y are different.

If h(1) = h, the path hi
M3−→ h

M4−→ y is in (V (q2), A(q2)) and of length shorter
than k∗ blocks, rendering contradiction. Similarly, if h(2) = h(1), a shorter path
hi′ → y can be found. Hence, we consider the case h �= h(1) �= h(2), and make
the following case distinction:

1. |M4| �= |M (2)
2 M6|. One can combine the two paths described in (6) to obtain

either a path hi → y or hi′ → y of length strictly shorter than k∗ arcs;

2. |M4| = |M (2)
2 M6|. We make the following case distinction:

a. |M6| ≥ |M (3)
2 |. This means that |M4| ≥ |M (2)

2 M
(3)
2 | and hence |M (1)

2 M4| ≥
|M2| > |M1|. The path hi

M3−→ h
M1−→ y is thus strictly shorter than k∗ arcs;

b. |M6| < |M (3)
2 |. One can do the same analysis with paths h(2) M6−→ y and

h(2) M
(3)
2−→ y. But by construction |M (3)

2 | < |M2|− 2m so one will eventually

end up with the same problem with |M (3)
2 | = 0, in which case one will not

arrive in case 2b.

Concluding, there does not exist any node in (V ,A) which has two paths of
different lengths to y.

3 This edge exists, as h
M2−→ y is not an integral subpath of any path hi → y.
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