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Preface

Symmetry plays an important role in superconductivity and influences many of its
properties in a profound way. Ever since the discovery of the first unconventional
superconductors roughly 30 years ago, the search for the symmetry of Cooper pairs
has been among the most important tasks to be addressed, when studying new
superconducting materials. Two symmetries are particularly important for super-
conductivity—time reversal and inversion symmetry. If at least one of the two is
absent in the normal state already, Cooper pairing appears in non-standard forms.
Ferromagnetic superconductors, lacking time reversal symmetry, form most likely
pairs of electrons of the same spin, if the pairing mechanism permits. Missing
inversion symmetry in so-called noncentrosymmetric crystals gives rise to mixed-
parity pairing.

Non-centrosymmetric superconductors are known since a long time, but
received little attention until recently. Their rise to a prominent topic of research
occurred actually 2004 with the discovery of the first heavy fermion supercon-
ductor without inversion symmetry, CePt3Si. This example was followed swiftly
by the synthesis of other superconductors in similar classes, such as CeIrSi3 and
CeRhSi3, as well as several others also outside the heavy fermion family. These
superconductors received special attention due to the expectation of unconven-
tional pairing due to non-standard pairing mechanisms, most likely driven by
magnetic fluctuations.

The symmetry properties are intriguing for many reasons connecting these
unconventional superconductivity with several other modern research fields in
condensed matter physics, such as multi-ferroics, spintronics or topological
insulators. Many symmetry-related properties have been observed in experiment
and others are predicted by theory, displaying most intriguing features of a
superconducting phase.

This book provides an introduction to and an overview on many aspects of non-
centrosymmetric superconductivity, written by several scientists who are most active
in this field. We are most grateful to all authors for their contributions. In addition, we
are very grateful to Prof. H. von Löhneysen (KIT Karlsruhe, Germany) for critically

v



reading the manuscripts, suggesting many useful improvements. Finally, the editors
wish to thank Springer for making this book project possible.

Vienna and Zürich, August 2011 Ernst Bauer
Manfred Sigrist
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Chapter 1
Non-centrosymmetric Superconductors:
Strong vs. Weak Electronic Correlations

E. Bauer and P. Rogl

Abstract Superconductivity in materials without inversion symmetry displays
intriguing properties due to a strong modification of their band structures caused by
antisymmetric spin-orbit coupling. This is most dramatically seen in several recently
discovered heavy fermion superconductors such as CePt3Si or CeT Si3 (T = Rh and
Ir). These systems are interesting in view of the involvement of magnetic fluctua-
tions in the pairing mechanism yielding dominant unconventional Cooper pairing in
a so-called mixed parity form. However, also other non-centrosymmetric supercon-
ductors with weakly correlated electrons are in many respects interesting and will be
reviewed here.

1.1 Introduction

The discovery of superconductivity (SC) 100 years ago has triggered countless devel-
opments relevant to practical applications as well as the fundamental understanding
of this most intriguing macroscopically coherent state of electrons. In the course of
time, many groups of materials exhibiting SC were found and the underlying physics
was unravelled. The microscopic understanding of SC to the present day is based on
the seminal work of Bardeen, Cooper and Schrieffer [1] which explains SC as the
formation of a macroscopic coherent state of Cooper pairs formed by conduction
electrons. In the traditional BCS theory the interaction allowing the electrons to pair
results from electron-phonon coupling and has due to screening effects the character
of a contact interaction which through retardation effects (slow ion motion) is able to
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circumvent the strong (instantaneous) Coulomb repulsion which is essentially also a
contact interaction. A contact interaction requires the electrons to form Cooper pairs
in their most symmetric channel, generally called “s-wave” channel. The correspond-
ing pair wavefunction has even parity and, in order to obtain a totally antisymmetric
wavefunction, spin-singlet spin configuration (odd under exchange of the two elec-
trons). A superconductor based on such a pairing state is termed “conventional”. It
exhibits a quasiparticle spectrum with a nodeless gap. This gives rise to activated
behaviour in the temperature dependence of many quantities at very low tempera-
tures, such as the specific heat, NMR relaxation rates and the London penetration
depth.

Leaving the realm of electron-phonon coupling opens the possibility for alterna-
tive pairing mechanisms driven by electron-electron coupling, e.g. spin fluctuation
exchange. These interactions are generally longer-ranged and allow for other pair-
ing channels with higher angular momentum. Since, in general, the corresponding
pair wavefunctions have nodes, the electrons do not approach each other closely
and can in this way diminish the adverse effect of the (contact) Coulomb repulsion.
Superconductors relying on Cooper pairing in a channel different from “s-wave” are
called “unconventional” [2]. In general, pairing states may be distinguished by even
and odd parity. The Pauli principle requiring a totally antisymmetric Cooper pair
wavefunction imposes the condition that even parity is tied to the spin-singlet and
odd parity to the spin-triplet configuration. The pair wavefunctions or gap functions
in spin space may then be written in the following way [2]:

Δ̂(k) =
(
Δ↑↑(k) Δ↑↓(k)
Δ↓↑(k) Δ↓↓(k)

)
. (1.1)

For even-parity states we parametrize

Δ̂(k) = i σ̂yψ(k) with ψ(k) = ψ(−k), (1.2)

and for odd-parity states

Δ̂(k) = i d(k) · σ̂ σ̂y with d(k) = −d(−k). (1.3)

This classification relies on the presence of an inversion center in the crystal structure,
as to have parity as a proper quantum number. The lack of inversion symmetry
introduces a special form of spin-orbit coupling, so called anti-symmetric spin-orbit
(ASOC) coupling among which Rashba-type and Dresselhaus-type of spin-orbit
coupling are the best-known examples, and can be represented as

HASOC =
∑

k

∑
s,s′

gk · σ ss′c
†
kscks′ (1.4)

where the characteristic vector gk is an odd function: g−k = −gk. It has been
shown that ASOC acts detrimental on spin-triplet pairing states [3], in general, with
the exception of states satisfying the condition d(k) ‖ gk [4]. For spin singlet states
the influence of ASOC is minor.
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The energy scale introduced by ASOC is E ASOC ∼ 10 − 100 meV which is
much larger than the energy scale of the superconducting phase. ASOC has the
structure of a Zeeman term in Eq. (1.4) with k-dependent “magnetic field” such
that we observe a spin splitting of the energy bands with spin-split Fermi surfaces.
The effect of this splitting is most important for the pairing symmetry as it intro-
duces a mixing of the pairing parity and we talk about “mixed-parity” pairing states
in non-centrosymmetric superconductors. Consequently, there is neither separation
according to parity nor spin-singlet and -triplet pairing.

1.2 Superconductivity of Strongly Correlated Electron Systems
Without Inversion Symmetry

In the following sections an overview will be given on prominent physical properties
of SC without inversion symmetry possessing at the same time strong electronic cor-
relations. The examples in mind are Ce-based heavy fermion superconductors. Here,
the Kondo effect in competition with the RKKY interaction and crystalline electric
field (CEF) effects dictate the ground state of such materials many of which show
a magnetic quantum phase transition upon changing parameters such as pressure
or composition. In this family of compounds SC emerges in the proximity of such
quantum phase transitions leading also to coexistence of magnetic order with SC.
Thus spin-fluctuations will likely be the principal ingredient of SC and properties
characterizing the NCS state above Tc may relate to the mechanism of SC.

Takimoto and Thalmeier [5] have recently shown that the lack of inversion sym-
metry leads to novel spin fluctuations which tend to mix spin-singlet and spin-triplet
parts. Both components of such mixed-parity state display non-trivial momentum
dependencies, which may give rise to accidental line nodes in the gap function. The
characteristic q-dependence of the anomalous (NCS) spin fluctuations responsible
for this mixing originates from ASOC.

1.2.1 Ternary CePt3Si

CePt3Si crystallizes in tetragonal symmetry P4mm (No. 99), isotypic with the
ternary boride CePt3B [6] (see Fig. 1.1). Crystallographic data (standardized) are:
a = 0.4072(1) nm and c = 0.5442(1) nm; Ce is in site 1(b) at

( 1
2 ,

1
2 , 0.1468(6)

);
Pt(1) in 2(c) at

( 1
2 , 0, 0.6504(6)

)
, Pt(2) in 1(a) at (0, 0, 0) (fixed) and Si in site 1(a)

at (0, 0, 0.412(3)) [7]. CePt3Si derives from hypothetical CePt3 with cubic AuCu3
structure by filling the void with Si, which causes a tetragonal distortion of the unit
cell to c/a = 1.336.

CePt3Si is a heavy fermion compound with a substantial Sommerfeld constant
of the specific heat in the normal state region (γ ≈ 400 mJ/molK2) that orders
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Fig. 1.1 Crystal structure of
CePt3Si. The coordination
figure around the Si atoms
Si[Pt14Pt21] plus one remote
Pt2 atom are outlined as
capped tetragonal pyramids
(shaded). Note origin shifted
by ( 1

2 ,
1
2 , 0.8532) in order to

match setting of the parent
AuCu3-type structure

Si
Pt1

a

c

b

Pt2
Ce

CePt3Si - P4mm; CePt3B-type

antiferromagnetically below TN = 2.25 K [7]. Antiferromagnetism occurs with a
simple propagation vector Q = (0, 0, 1/2), i.e. with ferromagnetic layers in the
basal plane [8]. The ordered moment is small (μs ≈ 0.16 μB), originating from
a crystalline electric field (CEF) doublet as ground state in relation to Kondo type
interaction.

The ground state of CePt3Si results from the lifting of the 6-fold degeneracy of
the J = 5/2 total angular momentum due to CEF effects in tetragonal symmetry.
Neutron studies and polarized soft x-ray experiments reveal the first and the second
excited doublet at ≈ 15 and ≈ 19 meV above the ground state, respectively. Thus,
physics at low temperatures is governed by the ground-state doublet only. In standard
notation the CEF ground state is given by Γ0 = 0.46| ± 5/2〉 + 0.89| ∓ 3/2〉 [10].

SC in CePt3Si occurs in high-quality polycrystalline samples below≈ 0.75 K [7].
Quite unexpectedly, single-crystalline materials show bulk SC around 0.45 K [11].
An explanatory statement for this discrepancy is given below. A muon spin rotation
study carried out as a function of temperature and field [12] gives clear evidence of
a complete spatial coexistence of both long-range magnetic order and SC.

Various intriguing features of the superconducting state have been observed from
macroscopic and microscopic measurements: i) the width of the SC transition is
unusually large; ii) the upper critical magnetic field exceeds the paramagnetic limit
HP [7]; iii) a non-exponential temperature dependence of the NMR relaxation rate
1/T1 is observed below Tc, together with an unexpected Hebel-Slichter peak in some
of the samples right at Tc [13]; iv) the Knight shift does not change from the normal
to the superconducting state neither in the basal plane nor along the c-axis [14].

The principal conclusion drawn from such observations is that the superconduct-
ing gap likely has line nodes and the spin susceptibility is at most only modestly
affected by the superconducting phase. Both features fit well into the present under-
standing of NCS in CePt3Si. The polar symmetry of the crystal lattice suggests a
shape forgk = x̂ky− ŷkx in lowest order expansion in k, i.e. the standard Rashba-type
of ASOC [15]. The mixed-parity state yields different gap structures on the two spin-
split Fermi surfaces which can in general have line nodes [16]. A mixed-parity state
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with the full lattice symmetry, Δ̂(k) = i{Δ1+Δ2ĝk · σ̂ }σ̂y , would yield line nodes,
if the odd-parity is larger than the even-parity part (|Δ2| > |Δ1| with |ĝk| = 1).
Moreover, such a state would contribute to the NMR signal with a finite coherence
factor, explaining the NMR Hebel-Slichter peak [17].

The upper critical field exceeding HP may have various reasons and can occur for
spin-singlet pairing if i) a reduction of the Lande g-factor occurs as it was observed
e.g. in URu2Si2 [18] or ii) a strong-coupling effect yields a large SC gap Δ (Δ 

ΔBC S ≈ 3.52kB Tc). As a consequence of both, the limiting field HP rises above
H BC S

P = √2Δ/(gμB). For NCS systems, two additional mechanisms have been
proposed, weakening the Pauli-limiting effect: iii) the reduced pair-breaking effect of
spin polarization due to ASOC [19, 20] and iv) the realization of a helical vortex state
[21]. Frigeri et al. [20] demonstrated that the spin susceptibility of spin-singlet states
behaves approximately as that of a spin-triplet state with d(k) ‖ gk, if the ASOC
is strong (i.e., the energy difference of split bands E ASOC 
 kB Tc). For CePt3Si,
the spin susceptibility for fields along [001] remains basically unchanged entering
the superconducting phase, while it reduces to an intermediate size for fields in the
basal plane of the tetragonal crystal lattices. Concomitantly, paramagnetic limiting
is absent for fields along the [001] direction and moderate in the basal plane.

A helical vortex state has been proposed to appear in CePt3Si for fields perpendic-
ular to the c-axis, because such a magnetic field would modify the Fermi surfaces in a
way as to shift the centers by a wave vector q (q ∝ ( ẑ×H)) [21]. This introduces an
additional phase factor exp(iq R) for the order parameter without inducing, however,
a net current flow along q due to gauge invariance. This helical order coincides with
an increase of the upper critical field, Tc(H) = Tc− aH + b(n× H)2 [21], where a
and b are positive constants. The in-plane enhancement of Hc2 can be substantial and
might thus explain the extraordinarily small anisotropy of the upper critical fields
found for H//c and H ⊥ c in CePt3Si [22].

Microscopic studies carried out on CePt3Si by NMR experiments on high quality
single crystals revealed unconventional strong-coupling SC with a line node gap
below Tc ≈ 0.45 K [23]. However, disordered domains in both single- as well as
polycrystalline samples might give rise to the occurrence of a more conventional
s-type superconducting state below 0.75 K [23]. Evidence for line nodes in the gap
structure is also derived from London penetration depth studies, exhibiting a linear
temperature dependence for T << Tc [24]. Such a conclusion is drawn from thermal
conductivity data as well [25].

The phase diagram of CePt3(Si,Ge) is displayed in Fig. 1.2 [26, 27, 28]. The
characteristic temperatures of the system, i.e., TN and Tc are represented as a func-
tion of the reduced volume, V/V0, where V0 refers to the volume of CePt3Si at
1 bar. Stoichiometric CePt3Si at ambient pressure exhibits the largest SC transition
temperature. The most important features derived upon the application of pressure
are the suppression of long-range magnetic order at a critical pressure pAF M

cr ≈ 6
to 8 kbar and of the superconducting transition temperature at pTc

cr ≈ 14 to 16 kbar
[27, 29, 30].
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Fig. 1.2 Low-temperature
phase diagram of
CePt3Si1−xGex as a function
of the reduced unit-cell
volume (V/V0), with V0 the
unit-cell volume of CePt3Si.
(Figure taken from Ref. [28])

CePt 3 Si1-x Gex

V/V0

0.9880.9920.9961.0001.0041.008
T

c
 [K

]
0

1

2

3

T
N

[K
] TN

Tc

x = 0.0

x = 0.06

x = 0.10

x = 0.15

x = 0.2

x = 0.03

B0 = 1000 kbar

Tateiwa
et al., 2005

Nicklas
et al., 2005

Substitution of Si by Ge in CePt3Si provides the possibility to expand the unit-cell
volume without substantially changing the electronic structure. In order to compare
both pressure and volume effects, a bulk modulus of typical intermetallic compounds,
i.e., B0 = 1000 kbar is assumed. Si substitution by Ge causes an increase of TN but a
decrease of Tc. The increasing unit-cell volume releases pressure from the Ce ion; as
a consequence, there is a loss of hybridization and the 4 f 1 electronic configuration
becomes more localized, thus magnetism is stabilized. Additionally, pair breaking
by non-magnetic impurities, appearing through the Si/Ge substitution, reduces the
SC transition temperature on the side where the volume increases (V/V0 > 1). The
latter, however, appears to be the more relevant mechanism as was found from a
pressure study carried out on CePt3Si0.94Ge0.06 [30].

The superconducting “dome”, i.e., the broad Tc maximum as a function of V/V0 is
found only in part below the regime with long-range magnetic order, while for pres-
sure values p > 8 kbar, SC survives in a nonmagnetic environment. The coexistence
of long-range magnetic order and SC obviously hints at magnetic fluctuations being
a necessary ingredient for Cooper pairing, while due to the heavy quasi-particles
formed by the Kondo interaction in CePt3Si, the retardation effect with respect to
phonons becomes weaker and thus, Cooper pairs mediated by phonons are rather
unlikely.

1.2.2 Ternary CeRhSi3

Shortly after the discovery of heavy fermion SC in CePt3Si, the ternary tetragonal
non-centrosymmetric compound CeRhSi3 was reported by N. Kimura [31] to show
SC as well, although only at elevated pressure. CeRhSi3 crystallizes in the BaNiSn3
structure, which belongs to the space group I 4mm (No. 107) with Ce in site 2a (0, 0,
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Table 1.1 Normal-state and superconducting properties of correlated materials without inversion
symmetry

Compound CePt3Si CeRhSi3 CeIrSi3

structure type CePt3B BaNiSn3 BaNiSn3

space group P4mm I 4mm I 4mm
lattice parameter [Å] a = 4.072, c = 5.442 a = 4.269, c = 9.738 a = 4.252, c = 9.715
T max

c [K] 0.75 1.05 1.6
Hc0 [mT] 26 37 54
Hc2(0) [T] ≈4 ≈7 ≈11
dHc2 /dT [T/K] −8.5 −12 −11.4
γn [mJ/molK2 ] 390 110 100
ξ0 [Å] 81 66 57
λ(0) [Å] 11000 10100 8300
κ ≈140 ≈140 ≈135

Some of the superconducting properties are calculated in terms of the BCS theory using the free
electron model [9]. T max

c is the SC transition temperature, Hc0 is the thermodynamic critical field
at T = 0, θD is the Debye temperature, Hc2(0) is the upper critical field, dHc2/d T is the slope of
the upper critical field, γn is the Sommerfeld value of the normal state, ξ(0) is the coherence length
at T = 0, λ(0) is the London penetration depth at T = 0 and κ is the Ginzburg-Landau parameter.
Data (in general the largest one reported for a certain material and a certain physical property) are
taken from references of section 2.

0.5759), Pt in 2a (0, 0, 0.2313), Si1 in 2a (0, 0, 0.0) and Si2 in 4b (0, 1
2 , 0.3253). The

BaNiSn3-type structure is an ordered variant within the large family of compounds
based on the parent type BaAl4. The latter exhibits inversion symmetry, while com-
pounds belonging to the BaNiSn3 type, however, lack a center of inversion rendering
positive and negative [001] directions inequivalent (Fig. 1.9). Crystallographic data
are summarized in Table 1.1 [32].

At ambient pressure, CeRhSi3 orders antiferromagnetically at TN = 1.6 K. Para-
magnetic properties are characterized by the coaction of crystalline electric field
(CEF) effects and a Kondo-type interaction. The tetragonal crystal symmetry causes
a lifting of the 2J + 1 = 6-fold degenerate ground state into 3 doublets located at
0, 220 and 270 K, respectively. Applying the standard CEF Hamiltonian one obtains
the CEF parameters as B0

2 = −1.75 K, B0
4 = 0.381 K and B4

4 = 4.74 K [34].
Susceptibility measurements up to room temperature revealed an effective mag-

netic moment μe f f = 2.65μB , fairly well corresponding to the J = 5/2 free ion
value of Ce3+. The paramagnetic Curie temperature, θp = −128 K is indicative
of antiferromagnetic interactions among Ce ions. The Kondo interaction is deduced
from the large Sommerfeld constant γ = 110 mJ/molK2, equivalent to a Kondo
temperature TK ≈ 50 K [32]. The latter is connected to the (negative) paramagnetic
Curie temperature of θp, since TK ∝ |θp|.

At T = 1.6 K CeRhSi3 exhibits an AFM instability characterized by an incom-
mensurate propagation vector Q = (±0.215, 0, 0.5) [35]. Resistivity data below 1.6
K suggest a gapΔSW ≈ 2 K in the antiferromagnetic spin-wave dispersion relation.
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Fig. 1.3 Temperature -
pressure (TP) phase diagram
of CeRhSi3 based on
resistivity measurements.
(Figure taken from Ref. [34])
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At very low temperatures, Fermi-liquid behavior dominates, putting CeRhSi3 onto
the standard Kadowaki-Woods relation [33].

The application of pressure initially increases TN ; above 9 kbar the phase transition
temperature starts to drop before merging with the SC phase-line above 20 kbar
(Fig, 1.3). In parallel, the SC transition temperature Tc increases up to 1.05 K for
p ≈ 30 kbar. For a narrow pressure range from 12 to 18 kbar, a further characteristic
temperature scale T ∗ is deduced [34], denoting the temperature where a distinctly
different slope in the electrical resistivity occurs. The most important SC feature of
CeRhSi3 is an extraordinarily large upper critical field. Hc2(T ) behaves concavely
as function of temperature and exceeds the paramagnetic limit by far. Specifically,
for p = 26 kbar and H ‖ c, μ0 Hc2 ≈ 16 T at 0.4 K, with μ0 H ′c2 = −23 T/K [36].
As in the case of CePt3Si, involvement of spin-triplet Cooper pairs might be, at least
partly, responsible for this behavior.

1.2.3 Ternary CeIrSi3

Similar to CeRhSi3, isotypic CeIrSi3 crystallizes in the tetragonal BaNiSn3 struc-
ture. Ce atoms occupy the corners and the center of the tetragonal unit cell. The
arrangement of Si and Ir, however, lacks inversion symmetry along the [001] direc-
tion (see Fig. 1.9 for a sketch of the crystal structure). For crystallographic data see
Table 1.1 [32].

At ambient pressure, CeIrSi3 is an antiferromagnet below TN = 5 K. For T > TN ,

the magnetic susceptibility is highly anisotropic; while the effective magnetic
moment in both directions is close to the value of Ce3+, the paramagnetic Curie
temperature θp ranges from −186 K (H ‖ [100]) to −109 K (H ‖ [001]) [37]. CEF
effects cause a splitting of the 6-fold degenerate ground state, revealing doublets at
0, 160 and 501 K, respectively. The corresponding CEF parameters are B0

2 = 9K,
B0

4 = 0.1 K and B4
4 = 9 K [37]. Below TN antiferromagnetic order develops; the
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Fig. 1.4 Pressure phase
diagram of CeIrSi3 for the
AFM phase transition
temperature TN and the
superconducting transition
temperature Tsc. The inset
indicates the tetragonal
crystal structure of CeIrSi3
(Figure taken from Ref. [43])
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ordered moment, however, appears to be very small, well below 0.25 μB [38].
Antiferromagnetism occurs with an anisotropic gap in the spin-wave dispersion rela-
tion, with ΔSW = 2.1 K (J ‖ [110]) and ΔSW = 3.3 K (J ‖ [001]). Heat capacity
data also show evidence for long-range magnetic order at 5 K; the Sommerfeld value
γ ≈ 105 mJ/molK2 characterizes CeIrSi3 as a heavy fermion material due to Kondo
interaction.

Pressurizing CeIrSi3 causes a suppression of the antiferromagnetic order, which
vanishes at about 25 kbar (see Fig. 1.4) [37]. Simultaneously, SC develops above 18
kbar, reaching a maximal value of Tc = 1.6 K at 25 kbar. At this optimal pressure, the
upper critical field Hc2 for H ‖ [110] is extraordinarily large, extrapolating to 10 T
for T → 0. The initial slope, H ′c2 is about−11.4 T/K; Hc2(T ) simply follows theory
developed by Werthamer, Helfand, and Hohenberg (WHH theory) [39]. Again, the
paramagnetic limit (HP ∼ 3 T) is exceeded by far. Measurements for H ‖ [001],
however, do not comply with the WHH behavior andμ0 Hc2(0) extrapolates to fields
well above 20 T. The heat capacity data inside the SC pressure regime reveals a very
sharp transition, while ΔC/Cn(T = Tc, p= 22.5kbar) ≈ 5.7 ± 0.1 substantially
exceeds the BCS value of 1.43 and turns out to be one of the largest values found
among SCs [40]. In general, such a behavior points to strong coupling SC. Strong-
coupling might explain, at least partly, the concave upturn behaviour of Hc2(T ).
Besides strong coupling, the very large value observed for H ‖ [001] might be a
direct consequence of the absence of inversion symmetry. Frigeri et al. [20] have
demonstrated that in this case the paramagnetic limiting becomes weak for H ‖ [100]
and is almost absent for H ‖ [001].

A microscopic study of the pressure-induced superconducting state of CeIrSi3
using 29 Si NMR exhibits a T 3 nuclear-spin relaxation rate 1/T1 below Tc without
any coherence peak right at Tc. These facts provide evidence for a superconduct-
ing quasiparticle gap characterized by line nodes. For T > Tc, 1/T1 follows a

√
T
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dependence [41], as a signature that SC emerges under non-Fermi liquid conditions
around a quantum critical point. The rather high SC transition temperature, compared
to other Ce-based materials might be a result of strong AFM spin fluctuations, as it
is also the case in CeCoIn5 [42]. Note also that the SC dome extends to very high
values of pressure; the maximum of Tc roughly corresponds to that pressure where
TN (p) seems to cross the SC phase line.

Further members in this class of compounds are CeCoGe3 crystallizing in the
BaNiSn3 structure and UIr which shows the monoclinic PdBi type of structure (space
group P21).

CeCoGe3 is an antiferromagnet that orders at TN1 = 21 K [44] determined by
a resistivity anomaly for currents along [100]; further magnetic phase transitions
have been observed for J ‖ [001] at 12 and 8 K, respectively. The T 2 term in the
electrical resistivity would correspond to a Sommerfeld value γ ≈ 34 mJ/molK2

[45] within the Kadowaki-Woods [33] scheme, indicating only a moderate mass
enhancement of charge carriers. Applying pressure causes a continuous reduction of
TN1, with TN1→ 0 for pc≈ 65 kbar. Concomitantly with the suppression of long-
range magnetic order, SC occurs in a pressure range from about 54 kbar to 75 kbar,
with a maximum Tc= 0.69 K at 65 kbar [46]. For fields along [001] the slope of the
upper critical field amounts to −20T/K [45], referring to a huge upper critical field,
comparable to CeRhSi3 and CeIrSi3.

At ambient pressure, monoclinic UIr is a ferromagnet, with TC1 = 46 K [47].
The ferromagnetic moments orient along the [101̄] direction in the (010) plane,
with a saturation value of 0.5μB /U (FM1 phase). The Sommerfeld value γ = 49
mJ/molK2 refers to weakly enhanced effective electron masses.

Upon the application of hydrostatic pressure, the FM1 phase of UIr is suppressed,
vanishing presumably at pc1 ≈ 17 kbar [48]. Above about 10 kbar and well below 30
K, two further ferromagnetic phases (FM2 and FM3) develop above pc3 ≈ 28 kbar.
A superconducting phase within a narrow pressure range is embedded in the FM3
phase, below pc3. The largest Tc observed is about 140 mK [48, 49]. For p = 26.1
kbar, μ0 Hc2 ≈ 26 mT revealing a coherence length ξ = 1100 Å. A ρ ∝ T 1.6

dependence above Tc refers to non-Fermi liquid behaviour. Thus, SC may originate
from ferromagnetic spin fluctuations. Unconventional SC can be concluded as well
from a significant pair breaking effect by non-magnetic disorder [49]. The small
upper critical field is well below HP ; thus the superconducting condensate may
consist primarily from spin-singlet components. Besides ferromagnetic order of UIr,
the small value of Hc2(0) and the large coherence length is in strong contrast to all
other SCs described in this chapter.

1.3 Superconductivity of Materials Without Inversion Symmetry
and Electronic Correlations

A central issue that arises when filing physical properties of NCS SCs pertains to
the role of strong correlations among electrons. Such a distinct knowledge allows
disentangling the physics related to the antisymmetric spin-orbit coupling owing
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to the absence of inversion symmetry on the one hand, and the role of electronic
correlations on the other. The absence of substantial electronic correlations provides
a possibility to carry out band structure calculations, in order to derive rather accurate
information on the splitting of electronic bands due to the ASOC.

In the remaining part of this chapter, a number of materials will be described
in some detail, which are characterized by NCS in their crystal structure but also
by the absence of f or d electronic configurations responsible for strong electronic
correlations.

1.3.1 Sesquicarbides R2C3− y

The family of sesquicarbides R2C3−y (R= rare earth) is known for their relatively
high superconducting transition temperatures (up to 18 K) [50, 51]. Renewed interest
in carbide-based SCs was stimulated by the fact that the crystal structure of the
sesquicarbides does not possess inversion symmetry. Light-atomic-mass elements
like B or C in BCS SCs favor a coupling of parts of the Fermi surface with high-
frequency phonon modes, resulting in SCs with substantial transition temperatures.

Rare earth sesquicarbides crystallize in the bcc Pu2C3 type with space group I 4̄3d
(No. 220). The structure is built by eight bcc subunits and, thus, may be regarded as a
partially filled superstructure of a distorted bcc unit (a = 0.81350(2) nm; Pu in 16c
(0.0492(5), x, x) and C in 24d (0.2896(5), 0, 1

4 )). A sketch of the crystal structure
of isotypic La2C3 (a = 0.8818(4) nm) is shown in Fig. 1.5, from which one can
recognize carbon-dumbbells embedded in a polyhedron formed by 8 metal atoms
fused from two severely distorted octahedral units of C[La5C] sharing a common
edge of two La-atoms. Concomitant with the strong distortions is a spread of La-La
distances 0.360 ≤ dLa−La ≤ 0.404 nm, some of which being closer than next-nearest
neighbors in β-La (0.375 nm). Whereas the C-C distances derived from X-ray data
[52, 53], dC−C = 0.151 nm in Pu2C3 and 0.153 nm in Y2C3 (prepared at high
pressure), seem to be long, neutron powder data for La2C3 with dC−C = 0.132(3)
nm and for Pu2C3 with dC−C = 0.139(3) nm indicate a double bond [54, 55].

I 4̄3d defines the tetrahedral crystal class Td lacking a center of inversion. Initial
studies evidenced superconducting transition temperatures around 11 K for La2C3
and Y2C3.Doping with Th even drives Tc up to 17 K [56]. Y2C3, however, turns out
to be metastable. High pressure synthesis was successful in providing samples with
Tc ≈ 18 K and μ0 Hc2(0) > 30 T [57, 58]. The specific carbon content turns out to
be the principal parameter determining superconducting properties like Tc or Hc2.

In order to obtain R2C3 with optimal Tc, it is of importance compensating carbon
loss during preparation [59].

The electronic structure of La2C3 was derived from LAPW calculations in terms
of a generalized gradient approximation [60]. Bands crossing the Fermi surface are
the hybridized La-d and the anti-bonding C-C states. The bonding C-C bands are
separated by a gap of about 2.5 eV from the Fermi energy.
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La C - I-43d; Pu3 2 3 2C -type

a

c

b

C
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Fig. 1.5 Crystal structure of La3C2.Right panel shows connectivity of distorted octahedra C[La5C].
Left panel outlines the La-atom coordination around each C2-dumbbell

The electronic structures calculated with and without spin-orbit coupling are quite
similar. Due to the lack of inversion symmetry, however, ASOC causes lifting of the
spin degeneracy. As a consequence, bands become spin split as obvious from details
of the LAPW calculations around the Fermi energy.

The DOS at the Fermi energy depends sensitively on off-stoichiometries of the
system: slight C-deficiencies result in a substantial decrease of the DOS at EF . A 2%
C-deficient sample has a DOS reduced by about 25% and even 30% when taking
into account the calculation based on spin-orbit coupling. These remarkable results
may straightforwardly explain substantial differences of transition temperatures and
upper critical fields deduced for the various sesquicarbides.

Nuclear magnetic resonance, high-resolution photoemission studies and muon
spin rotation [61, 62, 63] carried out on high-quality samples revealed multigap SC
for both Y2C3 and La2C3, similar to MgB2. The gaps turn out to have no nodes
with 2Δ1/kB T ≈ 5 in both cases. These large gaps in the dominating Fermi surface
exceed the BCS value, 2Δ1/kB T = 3.5 by far, classifying both sesquicarbides as SCs
in the strong coupling limit. In fact, specific heat data reveal λel−ph ≈ 1.4 for La2C3,
corroborating the above conclusions. Similar conclusions may be drawn from mea-
surements of the upper critical field. Although μ0 Hc2(0)≈ 20 T for La2C3 is rather
large, the Pauli limiting field (μ0 HP ≈ 25 T) is even above this value. Consequently,
orbital currents constitute the principal depairing mechanism restricting the upper
critical field. Interestingly, Hc2(T ) deviates at low temperatures from the standard
WHH behaviour. Rather, Hc2(T ) behaves almost linearly in the entire range studied.
Beside localization effects and anisotropy of the Fermi surface, such a behaviour
might be attributed to strong electron – phonon coupling, fully in agreement with
the microscopic studies. Since Hc2(0)< HP , spin-triplet pairing is rather unlikely.

Symmetry considerations of the NCS point group Td led Sergienko [64] to propose
for Y2C3 and La2C3 two-band SC from the fact that there are certain directions where
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the spin-orbit-split bands must touch each other. This conclusion fits well with the
experimental findings.

1.3.2 Complex Metallic Alloy β ′-Mg2Al3

Structurally complex metallic alloy phases (CMA) are remarkable metallic systems
based on crystal structures composed of several hundreds or even thousands of atoms
per unit cell. CMAs are characterized by the occurrence of different length scales,
with a lattice periodicity of several nm and cluster-like atomic arrangements on
a nm-scale. Hence, CMAs are periodic crystals, but on an atomic scale resemble
quasicrystals. Such competing scales are expected to trigger novel physical properties
of these specific materials (Fig. 1.6) .
β-Mg2Al3 was studied for the first time by Samson [65] and was classified as a

cubic system with centrosymmetric space group Fd3̄m (No. 227) and lattice para-
meter a= 2.8239(1) nm comprising 1168 atoms in the unit cell. The coordination
polyhedra consist of icosahedra, Friauf polyhedra (a truncated tetrahedron where
each of the four hexagonal faces are capped by one additional atom, all together
forming a CN-16 polyhedron), and other irregular polyhedra of various ligancies. Of
particular interest is the intrinsic disorder due to mismatch of the various adjacent
polyhedra. This causes displacement- and substitutional disorder as well as fractional
site occupation. The investigation of the Al-Mg phase diagram [66] assigned the
β-phase to the composition Mg38.5Al61.5. The redetermination of the crystal struc-
ture via in-situ X-ray single crystal diffraction at 400◦C essentially confirmed the
structure model of Samson [65] and in consistency arrived at 1168 atoms per unit
cell with a= 2.8490(2) nm. Out of the 23 independent crystallographic sites, eleven
positions show partial and/or random atom occupation or split sites to comply with
the atom disorder. β-Mg2Al3 was found to undergo a structural phase transition at
T = 214◦C from the high temperature cubic phase to a trigonal low temperature
modification β ′-Mg2Al3 with space group R3m (No. 160). In the hexagonal setting,
the lattice parameters deduced are a= 1.9968(1) nm and c= 4.89114(8) nm, assem-
bling a total of 925 atoms per unit cell [66], corresponding well to the content of
the cubic high temperature cell (1168/4= 292 and 292× 3= 876 atoms). It should
be noted that all crystallographic sites in β ′-Mg2Al3 are fully occupied but a con-
siderable number of sites still exhibit random Mg/Al disorder. Although a crystallo-
graphic group - subgroup relation exists, the phase transformation was found to be of
first order.

A particular feature of this crystal structure is the absence of inversion symmetry.
Intrinsic disorder in β ′-Mg2Al3 is rendered from resistivity measurements [68]

revealing a residual resistivity ratio RRR of about 1.16 only, as displayed in
Fig. 1.7(a); SC appears below 0.9 K. Magnetic fields suppress SC atμ0 Hc2(0) ≈ 0.14
T (inset, Fig. 1.7(a)). The strongly curved ρ(T ) data above T = Tc remind us of A15
SCs and might be described in terms of a parallel resistor model.
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Fig. 1.6 Crystal structure of
β ′Mg2Al3 showing a
three-dimensional
framework built by
face-connected truncated
tetrahedra enclosing clusters
(“spheres”) packed in form
of a diamond network.
(Figure taken from Ref. [66])
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Fig. 1.7 a Temperature dependent electrical resistivity ρ of β ′-Mg2Al3. The solid line is a least
squares fit according to a model of Woodard and Cody [67]. The inset shows the onset of a super-
conducting transition at T mid

c = 0.9 K. The application of magnetic fields suppresses SC. b Tem-
perature dependent upper critical field Hc2.The dashed line corresponds to Hc2(T ) derived in terms
of the model of Werthamer et al. [39] for α = λso = 0 revealing μ0 H ′c2 ≈ −0.23 T/K. (Figure
taken from Ref. [68])

The upper critical field Hc2 of β ′-Mg2Al3 is displayed in Fig. 1.7(b). A the-
oretical description is possible in terms of the WHH model [39], taking into
account orbital pair-breaking, including the effect of Pauli spin paramagnetism and
spin-orbit scattering. Two parameters essentially define Hc2 : the Maki parameter
α and the spin-orbit scattering parameter λso. Because of the presence of light ele-



18 E. Bauer and P. Rogl

Fig. 1.8 Temperature
dependent specific heat C p
of β ′-Mg2Al3 plotted as
C p/T vs. T . The inset shows
low temperature heat
capacity data, evidencing
bulk SC. The solid line
adjusts the numerical data of
Mühlschlegel [69] to the
present experiment. (Figure
taken from Ref. [68])
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ments only, λso ≈ 0. The dashed line in Fig. 1.7(b) represents the WHH model
with α = 0.1. Orbital pair-breaking is the most relevant mechanism in the low-field
limit and therefore determines H ′c2. The Maki parameter α ≈ 0.1 of β ′-Mg2Al3
corresponds to a dominant orbital pair breaking field.

Figure 1.8 summarizes heat-capacity measurements performed on β ′-Mg2Al3.
Low temperature data yield a Sommerfeld coefficient γ = 6.6 mJ/molK2 and a
Debye temperature θD = 373 K. The jump of the specific heat ΔC p/T (T = Tc) ≈
8.5 mJ/molK2, allows calculation ofΔC p/(γnTc) ≈ 1.41, which matches closely the
figure expected from weak coupling BCS theory (ΔC p/(γ Tc) ≈ 1.43). BCS-type
SC follows also from the comparison with Mühlschlegel’s calculations [69]. These
fits are shown as a solid line in the inset of Fig. 1.8, revealing agreement with a fully
gapped SC (Δ(0) = 1.5 K). Within the McMillan formula [70], the electron-phonon
coupling strength λe,ph = 0.42 of β ′-Mg2Al3 is derived from θD = 373 K and from
the repulsive screened Coulomb parameter μ∗ ≈ 0.13. This defines β ′-Mg2Al3 to
be a SC in the weak coupling limit.

SC in β ′-Mg2Al3 occurs in a crystal environment without inversion symmetry,
favoring a mixture of spin-singlet and spin-triplet pairing in the superconducting con-
densate. The small values of the upper critical field, however, seem to exclude a sub-
stantial portion of spin-triplet pairs in the condensate. Moreover, the light elements
Al and Mg may be responsible for only a minimal spin-orbit coupling in β ′-Mg2Al3,
hence, the spin-singlet condensate dominates. Additionally, the very complex crystal
structure is supposed to smooth the effect of missing inversion symmetry.

1.3.3 Ternary BaPtSi3

In a detailed investigation of the phases of Ba-Pt-Si at 900◦C [71], the compound
BaPtSi3 was identified as a representative of the NCS BaNiSn3 type, exhibiting a
SC phase transition below 2 K. The tetragonal crystal structure corresponds to the
space group I 4mm, (as shown in Fig. 1.9), being an ordered variant of the cen-
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Fig. 1.9 Crystal structure of
BaPtSi3 clearly revealing
non-centrosymmetry due to
the missing mirror plane
perpendicular to the c-axis.
(Figure taken from Ref. [72])
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Fig. 1.10 Temperature
dependent specific heat
C p of BaPtSi3, plotted as
C p/T versus. T. The inset
shows low temperature
details of the
superconducting transition
for various values of
externally applied magnetic
fields. The solid line
represents the temperature
dependent specific heat of a
spin-singlet fully gapped SC
according to the model of
Mühlschlegel [69]. (Figure
taken from ref. [72])
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trosymmetric ThCr2Si2 structure type. The standardized crystallographic data are:
a= 0.44094(2) nm and c= 1.0013(3) nm; Ba is at the 2(a) site with coordinates
(0, 0, 0.6022(8)); Pt at 2(a) with (0, 0, 0.2502(7)), Si2 at 2(a) with (0, 0, 0) and Si1
at 4(b) with (0, 1

2 , 0.3608(8)).
Resistivity data show SC below Tc ≈ 2 K [72]. The normal metal state is

well described by a standard Bloch-Grüneisen behaviour. Least squares fits reveal
a Debye temperature of θD = 345 K. Both, magnetic fields and pressure, rapidly
suppress SC. An estimation of the electron-phonon interaction strength [70] con-
sidering θD = 345K and μ∗ ≈ 0.13 yields λe−ph ≈ 0.5, characterizing BaPtSi3 as
a weak-coupling SC. Heat capacity data of BaPtSi3 yield a Sommerfeld value of
γ ≈ 5.7 mJ/molK2.Details of the superconducting transition under a magnetic field
are compiled in the inset of Fig. 1.10.
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Fig. 1.11 Section of electronic band structure along high symmetry directions for BaPtSi3 in the
energy range ±2.5 eV around the Fermi energy EF . Upper panel: spin-orbit coupling included;
lower panel: scalar relativistic only. (Figure taken from ref. [72])

BCS-type SC follows from both the specific heat jump ΔCp/(γnTc) ≈ 1.38 as
well as from the temperature dependence of the specific heat Cp(T ) in the supercon-
ducting state. The solid line in the inset of Fig. 1.10 shows Cp(T ) by applying the
generalized BCS model by Mühlschlegel [69], corresponding to spin-singlet pairing
and an isotropic quasiparticle gap.

The application of external fields rapidly suppresses bulk SC. Accordingly, a
field of 0.01 T shifts Tc by about 0.25 K to lower temperatures, while fields of
the order of 0.05 T already inhibit SC. The initial slope of the upper critical field
μ0 H ′c2(T ) = −0.033 T/K is substantially lower than the value deduced from the
resistivity data (μ0 H ′c2(T ) ≈ −0.1 T/K). The Maki parameter α = 0.018 [72],
clearly indicates that orbital depairing is the essential mechanism which limits the
upper critical field.
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Fig. 1.12 Crystal structure of Li2Pd3B with corner-connected distorted Pd-octahedra (shaded); left
panel: view along [100]; right panel: view along [111] highlighting the icosahedral coordination
figure (distorted) around Li-atoms: Li[Li3Pd9]

The DOS of BaPtSi3 is shown in Fig. 1.11, for both non-relativistic (upper panel)
and relativistic (including spin orbit coupling, lower panel) band structure calcula-
tions. The main difference between these calculations occurs at about−1.5eV below
the Fermi energy, at which the DOS splits into two prominent peaks of mixed Pt-d
and Si-p character. The spin-orbit coupling most strongly affects the Pt-like states,
which due to hybridization transfer the relativistic effect to the Si-like states. At the
Fermi level one essentially finds Si-p and Pt-5d, as well as a smaller contribution
from Ba-p states. Close to the Fermi energy, EF , both calculations produce very
similar and rather smooth DOS features. The values of the total DOS at EF are
N (EF ) = 1.64 and 1.60 states/eV for the non-relativistic and the relativistic cal-
culation, respectively. The Sommerfeld coefficient of the electronic specific heat,
γ = π2

3 k2
B N (EF ) allows direct comparison with the calculated electronic density

of states and suggests a phonon enhancement factor of λ = 0.5, reasonable for a
weak-coupling BCS SC and perfectly in agreement with the McMillan model [70].

1.3.4 Ternary Li2(Pd, Pt)3B and Mo3Al2C

The solid solution Li2(Pd,Pt)3B crystallizes in a perovskite-like cubic structure
(space group P4332; No. 212) with a lattice constant a = 0.67534(3) nm in the
case of Pd and a = 0.67552(5) nm in the case of the Pt compound [73, 74]. The
simple cubic cell contains four considerably distorted octahedra B[T6] (T = Pd, Pt)
which sharing vertices form a three-dimensional framework enclose icosahedrally
coordinated Li atoms. As filler atoms of the octahedra in site 4a ( 3

8 , 3
8 ,

3
8 ), there
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are neither B-B contacts nor Li-B bonds in the structure. Strong bonds, however,
exist for B-Pd: dPd−B= 0.213 nm. The structure can be best described as a filled and
ordered β-Mn-type where Li atoms occupy the Mn1-atoms in 8c (0.0572(9), x, x)
and Pd the Mn2 sites in 12d ( 1

8 , 0.19583(5), 1
4 +y); all positions given refer to the

standardized structure in P4132. The compounds Li2(Pd,Pt)3B are the first β-Mn
structures where boron atoms act as fillers. The distorted octahedra cover a wide
span of eight Pd-Pd distances (0.278 ≤ dPd−Pd ≤ 0.353 nm) of which only six
can be considered as next nearest neighbours. All elements, particularly the heavy
elements Pd (or Pt) occupy NCS sites. As a consequence, stronger effects of inversion
symmetry breaking result.

The physical properties, specifically the superconducting state of Li2(Pd1−x
Ptx)3 B, depends on the content of Pt. Although the unit-cell volumes are alike and
there are many similarities between Pd and Pt, their electronic structure turns out to
be distinctly different. The DOS at the Fermi energy, N (EF ), increases from 2.24
states/eV in the case of Pd to 2.9 states/eV in the Pt case. Additionally, there are
many more bands in a region within 1 eV below EF as a consequence of a wider
bandwidth, 7.6 eV in case of Pt and 6.7 eV in the case of Pd [75]. The band splitting
due to ASOC is as large as 200 meV in Li2Pt3B and about 30 meV for Li2Pd3B.

Both ternaries Li2Pd3B and Li2Pt3B exhibit SC below 7 and 2.7 K, respectively
[76, 77, 74, 78]. The distinct differences due to the much larger band splitting in
the case of the Pt-based compound is obvious from the 1/T1 relaxation times taken
from 11B and 195Pt NMR experiments derived by Nishiyama et al. [79]. In the case
of Pd, a Hebel-Slichter peak appears around T = Tc as a signature of a fully gapped
DOS in the superconducting state, while such a peak is missing for the Pt-based
compound. Moreover, a T 3 dependence is observed below Tc, pointing to line nodes
of the superconducting order parameter as it is the case in various heavy fermion
SCs (compare also Chapt. 2). An exponential, BCS-like temperature dependence of
1/T1 is observed for Li2Pd3B, resulting from a gap in the DOS around EF without
any nodes.

Unconventional SC of Li2Pt3B is also evidenced from 195Pt NMR Knight shift
data [79]. In conventional s-wave SCs the spin susceptibility decreases below Tc

following the Yoshida function, attaining zero at zero temperatures. The Knight
shift of Li2Pt3B is temperature independent for T < Tc suggesting that we encounter
here not simple spin-singlet superconductivity. Indeed, this behaviour is a strong
indication of unconventional Cooper pairing. The striking difference between
Li2Pt3B and Li2Pd3B may be attributed to substantial differences in the spin-orbit
coupling, since Pt has a larger atomic number than Pd. Equally striking is the tem-
perature dependent London penetration depth λ, behaving BCS-like (T << Tc) in
the case of Li2Pd3B, but has a linear temperature dependence in Li2Pt3B [80]. While
the former is a signature of a fully gapped SC state, the latter might be a consequence
of line nodes in the SC gap.

Carbides based on Mo comprise a large body of refractory compounds, where
carbon atoms (in trigonal prismatic or octahedral Mo6C subunits) occupy a frac-
tion of the interstitial sites either in an ordered or in a random manner. Among
Mo-based carbides for which superconductivity was reported (α-MoC at Tc = 9.95
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Fig. 1.13 Relativistic electronic band structure along high symmetry directions for Mo3Al2C in
the energy range ±1. eV around the Fermi energy EF . (Figure taken from ref. [82])

K, ηMoC at 7.57 K, Mo2BC at 6.33 K and Mo3Al2C at 9.05 K) the crystal structure of
Mo3Al2C is outstanding, since the respective β-Mn type does not possess a center of
inversion [81].

Electrical resistivity, specific heat and NMR measurements classify non-
centrosymmetric Mo3Al2C (filled β-Mn type, space group P4132) as a strong-
coupled superconductor with Tc ≈ 9 K deviating notably from BCS-like behaviour.
The absence of a Hebbel-Slichter peak, a power-law behaviour of the spin-lattice
relaxation rate (from 27Al NMR), an electronic specific heat strongly deviating from
BCS model and a pressure enhanced Tc suggest unconventional superconductivity
with possibly a nodal structure of the superconducting gap [82, 83]. Relativistic
DFT calculations [82] reveal a splitting of degenerate electronic bands due to the
asymmetric spin-orbit coupling (compare Fig. 1.13), favouring a mix of spin-singlet
and spin-triplet components in the superconducting condensate, in absence of strong
correlations among electrons. In fact, both Li2(Pd,Pt)3B and Mo3Al2C crystallize
in the very same β-Mn structure, which lacks inversion symmetry along all principal
axes. As a result, ASOC is particularly pronounced presumably driving supercon-
ductivity unconventional.

1.3.5 Pyrochlores A2B2O7 and AB2O6

The class of pyrochlores comprises a series of compounds characterized by geometri-
cally frustrated magnetism/spin-ice due to three-dimensional triangular lattices. The
crystal chemical formula for α-pyrochlore is A2 B2O6O′ generally abbreviated as
A2 B2O7. The face centered cubic lattice with space group Fd3̄m (No. 227) accom-
modates four inequivalent lattice sites, where A occupies the 16d site, B the 16c
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Fig. 1.14 Crystal structures in three-dimensional view for α-pyrochlore α-Cd2 Re2 O7 (left panel)
and β-pyrochlore (right panel) KOs2O6; the corner connected octahedra ReO6 and OsO6 are
outlined

site, and oxygen atoms O are at 48 f and O ′ at 8b. The elements A are electropos-
itive from the first, second or third main group whereas B belongs to transition
elements. β-pyrochlores, AOs2O6 with space group Fd3̄m, are formed for A1+
elements when O ′ is replaced by K, Cs or Rb, B = Os, and the 16d sites stay
vacant. The defect structure of β-pyrochlore is then given by the ideal formula
�2 B2 O6 A′, where � is a vacancy. The B atom (Os) is octahedrally co-ordinated
by six O atoms such that OsO6 octahedra sharing vertices form channels, which host
the A atoms. For a summary of the structural chemistry of the pyrochlore family, see
the review by Subramanian et al. [84]. High-resolution neutron powder diffraction
carried out on α-pyrochlore Cd2Re2O7 [85] revealed symmetry violations below
180 K. Best agreement with the experimental data is achieved for a tetragonal struc-
ture model (a = a0/

√
2, c = c0) with space group I 4̄m2 (No. 119) which lacks

a center of symmetry. Below 120 K the structure of Cd2Re2O7 was indicated to
become more complex; although the small structural distortions gave no clear hints
for a specific space-group symmetry, the low-temperature structure seems to retain
non-centrosymmetry in any case [85]. A closer inspection of the crystal structure of
a single crystal of KOs2O6 by Schuck et al. [86] revealed low intensity x-ray reflec-
tions, incompatible with the space group symmetry Fd3̄m. The best description of
the single crystal X-ray diffraction pattern was claimed to be the cubic NCS space
group F 4̄3m (No. 216). Thus, SC in some of the pyrochlores may occur in a NCS
environment. A very recent structure study on KOs2O6 confirmed, however, the cen-
trosymmetric Fd3̄m space group [87]. Symmetry reductions have been reported in
other studies on pyrochlores as well [88, 89, 90, 91, 92, 93] (Fig. 1.14).

Normal-state properties of the pyrochlores [94] are characterised by strong cur-
vatures in the temperature dependence of the resistivity, particularly pronounced in
case of KOs2O6, even at low temperatures. This points towards an extraordinary
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electron-phonon interaction, possibly as a precursor of SC. Except for the K-based
compound, a T 2-dependence of ρ(T ) refers to Fermi-liquid behaviour.

Specific-heat measurements reveal enhanced Sommerfeld values γ in the range
from 30 to 70 mJ/molK2. The respective values deduced from bandstructure calcu-
lations, however, are constraint to about 10 mJ/molK2 [94].

The coefficient A of the T 2-dependence of the electrical resistivity, together with
the Sommerfeld value for the various pyrochlores, fit perfectly into the Kadowaki-
Woods plot [33], grouping primarily in the lower left part of this plot where s-wave
SCs (either isotropic or anisotropic) aggregate. In contrast, SCs with nodal gaps (e.g.,
heavy fermion compounds) are predominantly found in the upper right corner of the
Kadowaki-Woods plot [95].

SC in pyrochlores was discovered for the first time in α-pyrochlore Cd2Re2O7
with Tc = 1.0 K [96, 97]. Larger transition temperatures have been found in β-
pyrochlore AOs2O6 with Tc = 3.3, 6.3, and 9.6 K for A = Cs [98], Rb [99, 100,
101], and K [102], respectively. This increase is concomitant with a substantial
decrease of the lattice parameter a in the respective compounds [94] and might be a
consequence of a significant enhancement of the electron-phonon parameter λel−ph

together with a rattling mode of the A atom inside the cage-forming structure [103].
Since the β-pyrochlores are, most likely, centrosymmetric in their crystal structure,
the brief discussion of SC is constrained to α-pyrochlore Cd2Re2O7. The electrical
resistivity of Cd2Re2O7 vanishes at ≈ 1 K and the application of magnetic fields
suppress Tc at a critical value of about 0.29 T.

Heat-capacity data taken at low temperatures for Cd2Re2O7 result in a Sommer-
feld value γ = 30 mJ/molK2 and a Debye temperature θD = 485 K [104]. A distinct
jump of Cp at Tc = 0.97 K evidences bulk SC. However,ΔCp/(γ Tc) ≈ 1.15 is well
below the BCS value of 1.43. C p(T ) below Tc follows an exponential behaviour,
referring to a node-less behaviour of the superconducting gap. A least-squares fit
reveals 2Δ/(kB Tc) = 3.6, very close to the weak-coupling BCS value. This agrees
with λel−ph ≈ 0.42, derived in terms of the McMillan formula. A fully gapped
BCS-like superconducting state can also be concluded from the 187Re NQR 1/T1
relaxation rate, exhibiting a Hebbel-Slichter coherence peak at T = Tc [105].

The temperature-dependent upper critical field Hc2 follows the WHH curve and
extrapolates to μ0 Hc2(0) ≈ 0.29 T. This value is well below the Pauli limiting field
μ0 HP ≈ 2 T. Orbital pair breaking is thus the most reliable scenario constraining
Hc2. Consequently, spin-singlet pairs dominate SC of Cd2Re2O7. The electronic
mean free path in Cd2Re2O7 is much larger than the correlation length ξ = 34 nm;
hence SC occurs within the clean limit [104].

1.3.6 Binary T2Ga9, T = Rh, Ir

Binary T2Ga9 with T = Rh, Ir have recently been shown to exhibit SC below 1.95
and 2.25 K, respectively [106].
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Fig. 1.15 Crystal structure
of Rh2Ga9 with a three
dimensional network of
corner connected
mono-capped Archimedian
antiprisms Rh[Ga9]
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Although the centrosymmetric monoclinic crystal structure of Co2Al9 (space
group P21/c; No. 14) is the parent structure type represented by e.g., Co2Al9 and
Rh2Al9 [107], the gallides based on Rh and Ir, as a result of differences in inter-
atomic interactions, show small distortions from centrosymmetry best described in
space group Pc (No. 7). This structure is characterized by single-capped square
antiprismatic coordination polyhedra around the transition metals Rh or Ir (see
Fig. 1.15). Corner-connected polyhedra form zig-zag strands parallel to the c-axis. In
the low-symmetry case of gallides, each of the zig-zag strands contains polyhedra of
only one of the two crystallographic independent transition metal atoms [108].
The bond-angle of 165.8◦ for T-Ga-T in the case of Ir2Ga9 and 164.5◦ for Rh2Ga9
are much smaller than 180◦, but comparable, e.g., with β-Mn type Li2Pt3B. These
substantial deviations from 180◦ are the reason for the lack of inversion symmetry.
Furthermore, the heavy elements Rh and Ir give rise to strong ASOC.

Electronic structure calculations were carried out for centrosymmetric Ir2Al9 and
NCS Ir2Ga9.Results of the DOS show very similar features in both cases. Relatively
small DOS values are found at the Fermi energy EF , about 5 states/eV, indepen-
dent of the material and also independent of the crystal structure assigned [108].
Interestingly, the electronic states at EF originate primarily from Al respectively Ga,
while the 5d states of Ir play only a minor role. Slightly above EF the DOS exhibits
a pronounced local minimum.

SC of Rh2Ga9 and Ir2Ga9 is observed in resistivity, specific-heat and magneti-
sation measurements. The temperature dependent resistivity is metallic-like and can
be accounted for in terms of a parallel resistance model. The application of external
magnetic fields rapidly diminishes Tc, yielding critical magnetic fields of about 200
and 300 Oe for the Rh- and Ir-based compounds, respectively. The field response,
however, is distinctly different in both cases. Field dependent heat capacity data show
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evidence for a second order phase transition in Ir2Ga9, while the application of a
magnetic field changes the type of transition from second to first order in the case
of Rh2Ga9. This demonstrates type-II SC for the former, but type-I SC for the latter.
In fact, the critical magnetic field for Rh2Ga9 coincides perfectly with the thermo-
dynamic critical field Hc(T ) [106]. Improved sample quality in the case of Ir2Ga9
[109] also reveals type-I SC, rather than type-II.

Specific-heat data at zero field are indicative of a weak-coupling s-wave BCS SC.
Support for this conclusion follows from Ga-nuclear-quadrupole-resonance (NQR)
measurements [110]. A Hebel-Slichter peak right at Tc and an exponential decrease of
the 1/T1 relaxation rate reveal an isotropic gap with 2Δ(0)/kB Tc = 4.4, hallmarks
of BCS SC. Despite the absence of inversion symmetry of the crystal structure, there
is no evidence of any feature in the physical properties characterising unconventional
SC.

1.3.7 Ternary LaNiC2

RNiC2 compounds (R = rare earth) crystallize in the NCS orthorhombic CeNiC2
structure type, space group Amm2 (No. 38). R-atoms in the crystal structure (Ce in site
2b ( 1

2 , 0, 0.3857) form face-connected triangular prisms R6 which are alternatively
centered by either a Ni-atom (in site 2a (0, 0, 0.0) or by a dumbell of C-atoms in
site 4d (0, 0.3447, 0.1775) (see Fig. 1.16). The structure of CeNiC2 can also be
conceived as a distorted Al B2-type with alternating Ni and C2 constituting the boron
net. Whereas R-C, R-Ni and C-Ni distances are close to the sum of metal radii, C-C
distances, dC−C = 0.141(3)nm, indicate strong bonding (although confirmation by
neutron diffraction is desirable) [111]. Depending on the specific rare earth element,
antiferromagnetic ordering with a maximum transition temperature of 25 K (TbNiC2)
is observed [112].

Evidence for bulk SC of metallic LaNiC2 is obtained from a variety of measure-
ments at Tc ≈ 2.75 K. Upon Ni/Cu substitution, Tc unexpectedly increases [113],
a fact that has been interpreted in terms of a volume enlargement, accompanied
by a change of the density of states and electron-phonon coupling strength. Early
specific-heat measurements revealed a T 3 behaviour for T < Tc rather than an expo-
nential temperature dependence [114]. However, improved measurements carried
out in a broader temperature range showed a standard exponential BCS behaviour,
with 2Δ/(kB Tc) = 4.62. BCS-type SC was concluded from 139La-NQR studies as
well from both, a Hebel-Slichter peak around Tc and an exponential temperature
dependence of the 1/T1 rate. A fit to 1/T1 for T < Tc reveals 2Δ/(kB Tc) = 3.34
[115].

Very recently, however, Hillier et al [116] observed from muon spin relaxation
studies the appearance of spontaneous intrinsic magnetization in the SC phase starting
at Tc. This may be interpreted as a superconducting state with broken time-reversal
symmetry (TRS). In a SC with broken TRS, spontaneous fields arise in regions where
the order parameter is inhomogeneous, such as domain walls and grain boundaries.
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Fig. 1.16 Crystal structure
of LaNiC2 where La-atoms
form triangular prisms which
are alternatively centered by
either a Ni-atom or by a
dumbell of C-atoms
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It is unclear so far how to explain this finding within the frame work of the symmetry
classification of pairing states in this material.

Other recently discovered non-centrosymmetric superconducting compounds in
this group are Mg10Ir19B16, WRe3, the low charge carrier compound LaBiPt (Tc ≈
0.9 K) [117] and YNiGe3 (Tc = 0.46 K) [118], as well as numerous amorphous SCs
like Zrx Cu1−x [119].

Mg10Ir19B16 crystallizes in a body centered cubic structure with a lattice parame-
ter a = 1.0568 nm and the space group I 4̄3m. Each of the elements in the compound
occupies a NCS lattice site. Mg10 I r19 B16 behaves metallic below room temperature
exhibiting a SC transition between 4 and 5 K, depending on the actual stoichiometry
[120]. The extrapolated upper critical field does not exceed 0.8 T; hence it is well
below the standard paramagnetic limit. As a consequence, spin-singlet pairs should
dominate the type-II SC (κ ≈ 20) [121]. Such a conclusion can be drawn from a
BCS-like temperature dependent heat capacity in the SC temperature range as well.
The relatively large Sommerfeld value γ ≈ 52 mJ/molK2 might be a result of the
large number of atoms in the unit cell counting 90. A modified McMillan formula
[122] reveals λel−ph = 0.66, thus classifying Mg10Ir19B16 as a moderate-coupling
SC. The value of the coherence length is ξ = 206 Å and the London penetration depth
is calculated as λ= 4040 Å[121]. Penetration-depth studies [123] of Mg10Ir19B16
denote a further transition or crossover around 0.8 K and an overall low-temperature
response that possibly indicates a two-gap SC, ruling out an isotropic spin-singlet
gap structure, as suggested by specific-heat measurements.

WRe3 is a cubic compound that crystallises in the α-Mn crystal structure (space
group I 43̄m) with a lattice constant a= 9.596 Å. SC in intermetallic WRe3 was first
studied in the 1960s. The SC transition temperature was found to be Tc≈ 9 K [124,
125]. A study of the low-temperature susceptibility and heat capacity by Jing et al.
[126] hints at two SC phase transitions, at Tc1= 9 K and Tc2= 7 K. The Sommerfeld
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value γ = 17 mJ/molK2 and θD = 348 K, revealing λel−ph = 0.74, a value slightly
beyond the weak coupling limit. The temperature dependent specific heat for T < Tc

follows the BCS behaviour, suggesting a fully-gapped s-wave SC state. The latter
is entirely supported by temperature dependent penetration depth studies [127]. The
coherence length for WRe3 is estimated as ξ ≈ 2000 Å [127].

1.4 Summary

Non-centrosymmetric superconductors have been identified as an intriguing family of
intermetallics which challenge both theory and experiment. The materials explored so
far can be sub-grouped in classes where strong correlations occur between electrons
(evidenced, e.g., by a substantially large Sommerfeld value) and those which behave
like simple metals. While the latter in each case, except LiPt2B3 and Mo3Al2C,
appear to be textbook-like BCS SCs, the former have attracted much interest because
of a variety of unconventional SC features, such as line nodes in the SC gap function
or the involvement of spin-triplet pairs in the SC condensate.

A generally accepted description relies on the Rashba-type antisymmetric spin-
orbit coupling (ASOC) which lifts the spin degeneracy of electronic bands. If the
ASOC splitting is large, a genuine mixing of spin-singlet and spin-triplet compo-
nents occurs. In fact, the possibility of sizable spin-triplet pairing components in
non-centrosymmetric superconductors is suggested by spin-fluctuation theory, where
NCS spin fluctuations enable spin-triplet paring, while the centrosymmetric fluctua-
tions contribute only to spin-singlet components. Strong electronic correlations, i.e.,
a substantially large Coulomb correlation parameter U, favour such a scenario.
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Chapter 2
Non-centrosymmetric Heavy-Fermion
Superconductors

N. Kimura and I. Bonalde

Abstract In this chapter we discuss the physical properties of a particular fam-
ily of non-centrosymmetric superconductors belonging to the class heavy-fermion
compounds. This group includes the ferromagnet UIr and the antiferromagnets
CeRhSi3,CeIrSi3,CeCoGe3,CeIrGe3 and CePt3Si, of which all but CePt3Si become
superconducting only under pressure. Each of these superconductors has intriguing
and interesting properties. We first analyze CePt3Si, then review CeRhSi3,CeIrSi3,
CeCoGe3 and CeIrGe3, which are very similar to each other in their magnetic
and electrical properties, and finally discuss UIr. For each material we discuss the
crystal structure, magnetic order, occurrence of superconductivity, phase diagram,
characteristic parameters, superconducting properties and pairing states. We present
an overview of the similarities and differences between all these six compounds at
the end.

2.1 CePt3Si

The enormous interest in superconductors without inversion symmetry started
with the discovery of superconductivity in the heavy-fermion compound CePt3Si
[1], which exhibits long-range antiferromagnetic (AFM) order below the Neel
temperature TN = 2.2 K and becomes superconducting at the critical temperature
Tc= 0.75 K. CePt3Si is the only known heavy-fermion (HF) compound without
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Table 2.1 Normal and superconducting parameters of CePt3Si

Crystal structure Tetragonal
Space group P4mm
Lattice parameters a= 4.072 Å

c= 5.442 Å

Sommerfeld value of specific heat at Tc γn = 300− 400 mJ/mol K2

Effective electron mass (Fermi sheet α) m∗ ∼ 11− 23 m0

Mean free path l = 1200− 2700 Å
Antiferromagnetic transition temperature TN = 2.2 K
Antiferromagnetic propagation vector q= (0, 0, 1/2)
Staggered magnetic moment mQ along [100]
Ordered moment per Ce atom μs = 0.16 μB

Superconducting transition temperature Tc = 0.75 K (or 0.5 K ?)
Specific heat jump at Tc ΔC/γn Tc ≈ 0.25
Upper critical field (small anisotropy) Hc2(0) ∼ 3 T
Thermodynamic critical field Hc(0)= 26 mT
Ginzburg-Landau coherence length ξ(0) ∼ 104 Å
Ginzburg-Landau parameter κ = 82
London penetration depth λ(0) ≈ 0.86μm
Nodal structure Line nodes

inversion symmetry that superconducts at ambient pressure, as opposed to the cases
of CeIrSi3,CeRhSi3,CeCoGe3,CeIrGe3 and UIr. The heavy-fermion character has
been established from the large Sommerfeld coefficient γn ≈ 0.39 J/K2 mol [1].
The coexistence of antiferromagnetism and superconductivity has been proved by
zero-field muon-spin relaxation [2] and neutron scattering [3]. Although CePt3Si
has been intensively studied both theoretically and experimentally many questions
regarding its superconducting state remain unresolved, in part because the observed
properties have some sample dependence. We will focus here on the superconduct-
ing properties of CePt3Si, giving only a brief review on normal state and magnetic
behaviors (a detailed review of these can be found in Refs. [4, 5]).

2.1.1 Crystal Structure, Sample Growth and Characteristic
Parameters

CePt3Si crystallizes in a tetragonal crystal structure with space group P4mm(No.
99) without inversion symmetry [1]. The lattice parameters are listed in Table 2.1.
The unit cell has one formula unit with one Ce, one Si and two Pt inequivalent
sites. The absence of inversion symmetry comes from the missing mirror plane
(0, 0, 1

2 ) (see Fig. 2.1). The antiferromagnetic lattice has an ordered wave vector
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Fig. 2.1 Crystal and
magnetic structures of
CePt3Si

(0,0,1/2), with a magnetic moment oriented ferromagnetically along the axis [100]
and antiferromagnetically along the axis [001], as indicated in Fig. 2.1.

The melting temperature of CePt3Si is about 1390 ◦C [6]. An isothermal section of
the Ce-Pt-Si phase diagram at 600 ◦C was presented by Gribanov et al. [6], who indi-
cated that the interaction of Ce, Pt and Si leads to the formation of at least nine stable
ternary phases. Seven of these ternary phases have a fixed composition. Polycrys-
talline samples of CePt3Si have been grown by argon arc melting and high-frequency
melting and single crystals by the Bridgman and high-frequency techniques. These
samples are usually annealed under high vacuum around 900 ◦C for 2–3 weeks. Inter-
estingly, the annealing process has been linked to a Si excess [7]. Growing very high
quality single crystals of CePt3Si has taken a long path that has led to the resolution
of most of the problems in identifying the true superconducting properties of this
compound.

2.1.2 Normal State

2.1.2.1 Phase Diagram and Magnetic Properties

Figure 2.2 shows the temperature-pressure phase diagram of CePt3Si determined
by specific heat, resistivity and ac magnetic susceptibility measurements [8]. The
antiferromagnetic TN and superconducting Tc transition temperatures decrease with
increasing pressure and become zero around PAF = 0.7 GPa and Pc= 1.6 GPa,
respectively.

The phase diagram indicates that there are two distinct superconducting phases:
one below PAF coexisting with the AFM phase and another above PAF being pre-
sumably the only ordered phase. The coexistence of the superconducting and AFM
phases was confirmed by neutron-scattering measurements that clearly show two
superlattice peaks below and above the superconducting critical temperature (see
Fig. 2.3) [3]. The observed peaks (0 0 1/2) and (1 0 1/2) correspond to an AFM
vector Q0= (0 0 1/2). The magnetic structure consists of ferromagnetic sheets
of rather small Ce moments of 0.16μB /Ce stacked antiferromagnetically along the
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Fig. 2.2 Temperature–
pressure phase diagram of
CePt3Si showing the
coexistence of the
antiferromagnetic and
superconducting phases for
pressures below 0.7 GPa [8]

Fig. 2.3 a (101/2) AFM Bragg reflection observed below 0.1 K (open circles) and the background
measured at 4.2 K (solid circles). b The intensity of (001/2) and (101/2) magnetic reflections as
a function of temperature, shown by open circles and solid triangles, respectively. Up and down
pointing arrows indicate TN and Tc, respectively [3]

c axis (see Fig. 2.1). Here, μB is the Bohr magneton. The small value of the moment
relative to 2.54 μB/Ce of Ce3+ may partially be explained through the itinerant
character of Ce 4f-electrons involved in the formation of the heavy quasiparticles. In
parts the reduction of the moment is also due to the Kondo screening effect viewing
these electrons as almost localized moments [1]. In general, the magnetic response
of CePt3Si in the normal state involves also the interplay of crystal electric field
splitting of the 4f-orbitals and Kondo interaction (see, for example, Ref. [5]).

2.1.3 Superconducting State

At ambient pressure superconductivity in CePt3Si appears within a Fermi-liquid
state, as evidenced by quantum oscillations [9] and resistivity measurements [1, 10].
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However, CePt3Si becomes a non-Fermi-liquid under pressure, as indicated by the
linear temperature behavior of the resistivity above 0.4 GPa [10].

Most of the unusual superconducting properties found initially in CePt3Si have
been clarified by now, but others have appeared. First results, like second anom-
alies or a small peak just below the superconducting transition in the NMR 1/T1T ,
are not observed in the latest measurements carried out on new single crystals.
These early results were associated with sample dependence: sample preparation,
off-stoichiometry, impurity phases and/or annealing conditions. The new puzzling
feature is a transition temperature that falls sometimes below 0.5 K [11–14].

Several theoretical approaches have been developed to try to understand this super-
conductor [15–19]. The models take into account the splitting of the spin-degenerate
bands caused by the absence of inversion symmetry. Antiferromagnetic order effects
in the heavy-fermion superconductors are also considered [18, 19]. Even though
much experimental and theoretical efforts have been dedicated to clarify its physics,
CePt3Si continues to be the most interesting and challenging of all superconductors
without spatial inversion symmetry.

2.1.3.1 Probing the Pairing Symmetry

Several techniques have been employed to test the Cooper pairing state in non-
centrosymmetric CePt3Si. We will review what has been done thus far.

Spin State

One of the most direct probes of the spin state of the pairing is the ratio of the
superconducting to the normal electron-spin paramagnetic susceptibility, χs and χn ,
respectively, which for a spin-singlet pairing state may be written as

χs

χn
= − 2

∫ ∞
0

dξ

〈
∂ f (E)

∂E

〉
k̂
. (2.1)

The integration is over ξ , the energy of the free electrons relative to the Fermi

level, f is the Fermi distribution function, and E =
√
ξ2 +Δ(k̂)2 is the energy of

the quasiparticles. The bracket 〈· · · 〉k̂ denotes the angular average. Here,Δ(k̂) is the

energy gap that in general depends on the momentum direction k̂ and temperature. For
T << Tc the ratio χs/χn goes as (1/

√
T ) exp(−Δ0/kB T ) for an s-wave pairing

state with an isotropic gap and as T 2 for a d-wave pairing state where the gap has line
nodes (Fig. 2.4(a)). Δ0 is the zero-temperature value of Δ and kB is the Boltzmann
constant.

For spin-triplet pairing the ratio χs/χn is more complicated and depends on the
field orientation. In the most simple cases, the susceptibility does not change across
the transition if the field is perpendicular to the d vector denoting the spin-triplet
gap function, but decreases continuously down to zero at T = 0 if the applied field
is parallel to the d vector (Fig. 2.4(b)).
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Fig. 2.4 Electronic spin susceptibility expected in a spin-singlet states s-wave and d-wave and
b spin-triplet states. c Experimental electronic spin susceptibility of CePt3Si showing no change
across the superconducting transition for all orientations of the applied magnetic field (upper panel:
H ⊥ ẑ and lower panel H ‖ ẑ) [20]

In CePt3Si the experimental result of χs/χn is puzzling: χs/χn does not change
at all in the superconducting phase for any orientation of the field as shown in
Fig. 2.4(c) [20]. Model calculations including a sizable ASOC characteristic for the
non-centrosymmetric CePt3Si predict that for both spin-singlet and spin-triplet states
χs(0)/χn → 1 for fields parallel to the z axis and χs(0)/χn → 1/2 for fields
perpendicular to z [21, 22]. On the other hand, if electron correlations are included,
χs/χn can be calculated to be constant across the transition independently of the
field orientation [18, 19]. Thus, in CePt3Si spin-susceptibility measurements are not
quite useful to distinguish between spin-singlet and spin-triplet pairings.

The upper critical field Hc2 can also be used to get information about the spin
configuration of a pairing state. A magnetic field induces pair breaking via para-
magnetic and orbital mechanisms. The Pauli paramagnetic limiting field HP can be
estimated by comparing the (zero-field) superconducting condensation energy with
the Zeeman energy

1

2
(χn − χs)H

2
P =

1

2
N0Δ

2
0, (2.2)

where N0 is the density of states at the Fermi energy. The Pauli susceptibility χn is
given by χn = (gμB)

2 N0/2, where g is the gyromagnetic ratio. HP is then derived
as

HP =
√

2Δ0

gμB
√

1− χs/χn
. (2.3)

As discussed above, for spin-singlet superconductors χs goes to zero as T −→ 0.
Then, using the BCS valueΔ0= 1.76kBTc for a weak-coupling superconductor and
g = 2 for free electrons, we obtain the well-known estimate

H BC S
P = HP (0)= 1.86Tc[T/K]. (2.4)
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Fig. 2.5 Temperature
dependence of the upper
critical field in CePt3Si
showing a weakly
anisotropic behavior [10]

This expression is also valid for spin-triplet superconductors if the field is applied
parallel to the d vector. On the other hand, if the field is applied perpendicular to the
d vector χs =χn as T → 0 and Eq. (2.3) yields HP −→ ∞. This would imply the
absence of the Pauli paramagnetic limiting effect for fields along the ab plane.

Measurements on high-quality single crystals of CePt3Si show a weak anisotropy
for the upper critical field Hc2(0)with a value around 3 T (Fig. 2.5) [10] that exceeds
the standard BCS weak-coupling paramagnetic limit HP (0) ≈ 1 T.

From Eq. (2.3) and the predictions for χs/χn in the non-centrosymmetric super-
conductors, no limiting behavior is expected for fields parallel to the c axis, whereas
HP (0)=Δ0/μB ≈ 1.4 T for fields in the ab plane. As mentioned above, modifica-
tions of χs due to correlation effects as well as magnetic ordering could eliminate the
paramagnetic limiting for all field directions [18, 19]. It was also suggested that the
realization of a so-called helical phase for fields perpendicular to the c axis would
strongly reduce paramagnetic limiting effects [23, 24].

The orbital limiting field Horb is expressed by

Horb(T )= Φ0

2πξ2(T )
, (2.5)

whereΦ0 is the flux quantum. Horb(T = 0) can be in principle obtained by using the
BCS expression ξ(0)= 0.18�vF/(kBTc), where vF is the Fermi velocity. However,
Horb(T = 0) is usually estimated from the formula [25]

Horb(T )= h(T )H ′c2Tc. (2.6)

Here, H ′c2 ≡ −d Hc2/dT |T = Tc . h(0)= 0.727 for weak-coupling BCS supercon-
ductors in the clean limit. Using the data of Fig. 2.5 we estimate H ′c2 ≈ −6.8 T/K
and from Eq. (2.6) HBCS

orb ≈ 3.7 T. This is about the value of Hc2(0) for both field
orientations, which suggests that CePt3Si may be restricted by the orbital depairing
limit. In such a case the spin-triplet state should be favorable. Both paramagnetic
and orbital mechanisms will be discussed in more detail in Sect. 2.2.
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Fig. 2.6 Penetration depth in a a polycrystalline sample and b single crystals of CePt3Si.The
linear temperature behavior indicates line nodes in the energy gap. The single crystals used in the
penetration depth measurements shown in b have different defect concentrations, which suggests
that the linear behavior is unaffected by disorder [13]

Nodal Structure

The structure of the energy gap is directly related to the symmetry of the Cooper pair-
ing. The energy gap is isotropic for s-wave spin-singlet superconductors and usually
has zeroes (nodes) for other symmetries. Thus, the determination of the presence of
nodes in the energy gap is crucial to establish pairing with symmetries lower than the
s-wave. The existence of nodes in the energy gap leads to low-temperature power laws
(T n) in several superconducting properties, instead of the BCS exponential temper-
ature response observed for an isotropically gapped excitation spectrum. In CePt3Si
magnetic penetration-depth, thermal-conductivity and specific-heat measurements
show power-law behaviors indicative of line nodes in the energy gap.

A linear temperature dependence of the magnetic penetration depth λ(T ) below
0.16 Tc was first found in a polycrystalline sample of CePt3Si (Fig. 2.6(a)) [26],
and later also in single crystals [13]. In the local limit of the electrodynamics of
superconductors, the magnetic penetration depth is given by

[
λ2(0)

λ2(T )

]
i j
= ns

i j (T )

n
= 3

〈
k̂i k̂ j

[
1−

∫
dξ

(−∂ f

∂Ek

)]〉
k̂
. (2.7)

In superconductors with inversion symmetry Δλ(T ) ∝ T is expected in the low-
temperature limit for an energy gap with line nodes [27]. Thus, the linear response
in CePt3Si was taken as evidence for line nodes. Surprisingly, the temperature
response in the penetration depth is not affected by the sample quality, as opposed
to what occurs in unconventional superconductors with line nodes in the gap [13].
Figure 2.6(b) displays the low-temperature region of the penetration depth of sev-
eral single crystals of different quality. A clear linear behavior is observed in all of
them. We note that the superfluid density ρs(T ) shows a small anisotropy [28], in
agreement with the upper critical field result.
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Fig. 2.7 Temperature dependence of a thermal conductivity [29] and b specific heat [30] of CePt3Si.
The linear temperature response suggests line nodes in the energy gap

Thermal transport measurements also suggest the presence of line nodes by show-
ing a residual linear term in κ(T )/T as T → 0 (Fig. 2.7(a)). In superconductors with
inversion symmetry such a linear term is expected when the energy gap has nodes,
and is due to impurity scattering. The quasiparticle thermal conductivity has universal
components in the low-temperature limit (kB T < γ )

κi i = π
2

3
N0ν

2
F T

〈
k̂i k̂i

γ 2

(γ 2 +Δ2
k)

3/2

〉
k̂

(2.8)

that are linear functions of temperature at low T and whose proportionality constants
depend on the specific form of the order parameter [27]. γ is the quasiparticle decay
rate. In CePt3Si the experimental κ(T )/T = 0.1 W/(K2· m) is in good agreement
with the calculated universal conductivity limit 0.09 W/(K2·m) [29]. Moreover, the H
dependence of κ follows the prediction by a theory of Doppler-shifted quasiparticles
in a superconductor with line nodes [29, 31].

In the low-temperature limit the electronic specific heat of CePt3Si has been
found to follow the expression Cel/T = A + BT, with A= 34.1 mJ/(K2· mol) and
B= 1290 mJ/(K3· mol) (Fig. 2.7(b)) [30]. In general, the electronic specific heat is
given by [27]

Cel = 2N0

∫ ∞
−∞

dξ

〈
Ek

∂ f

∂Ek

〉
k̂
. (2.9)

For superconductors with inversion symmetry, in the low-temperature limit Cel ∝ T 2

for a gap with line nodes. The residual linear term in Cel/T of CePt3Si is considered
to be caused by impurities or by electrons on part of the Fermi surface that do not
participate in superconducting. Thus, the observed behavior of the electronic specific
heat is taken as evidence for line nodes in the energy gap [30].

For a theoretical discussion on line nodes in non-centrosymmetric superconduc-
tors, see other chapters in this book.
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2.2 CeTX3 Compounds

2.2.1 Crystal Structure and Related Compounds

Most CeTX3 compounds crystallize in the BaNiSn3-type tetragonal structure with
space group I 4mm (No.107) [32]. The BaNiSn3-type structure derives from the
BaAl4-type structure whose basic frame is the body-centered tetragonal lattice shown
at the top in Fig. 2.8. There are two other derivatives of the BaAl4-type structure,
the ThCr2Si2 and CaBe2Ge2 types. Some heavy-fermion superconductors crystal-
lize into the former structure: e.g. CeCu2Si2 [33], CeCu2Ge2 [34], CePd2Si2 [35],
CeRh2Si2 [36] and URu2Si2 [37]. The latter structure is often found in RPt2 X2 com-
pounds [38], where R denotes a rare-earth element. The ThCr2Si2– and CaBe2Ge2–
type structures have an inversion center, while the BaNiSn3-type structure does not.
Fig. 2.8 displays the BaAl4-type crystal lattice and its three derivatives.

The atomic framework of the BaNiSn3-type structure can be alternatively dis-
played as a sequence of planes of the same atoms R − T − X (1) − X (2) − R −
T − X (1) − X (2) − R along the c axis of the tetragonal structure, where T and X
denote a transition metal and Si/Ge, respectively. The point group of the BaNiSn3-
type structure is C4v, which lacks the mirror plane and a two-fold axis normal to the
c axis (z axis). Therefore, a Rashba-like spin-orbit coupling exists in this system, as
it does in CePt3Si that also belongs to C4v [1].

Of the CeTX3 compounds, the series CeT Si3 (T = Co, Ru, Rh, Pd, Os, Ir and Pt)
and CeT Ge3 (T = Fe, Co, Rh and Ir) are known to crystallize in the BaNiSn3-type
structure. Among these, CeRhSi3 [39], CeIrSi3 [40], CeCoGe3 [41] and CeIrGe3
[42] have been found to be pressure-induced superconductors. Single crystals of
CeRhSi3 and CeIrSi3, as well as of CeRuSi3 [43], can be obtained by the Czochralski
pulling method in a tetra-arc furnace using a pulling speed of 10 mm/h or 15 mm/h.
In these compounds annealing treatments at 900 ◦C, in vacuum, for a week are
usually very effective. Notably, for CeRhSi3 the use of stoichiometric amounts of
the components sometimes yields a different crystal; e.g., CeRhSi2. To obtain a
crystal of CeRhSi3 an off-stoichiometric composition, typically Ce:Rh:Si = 1:1:3.3,
works better. Single crystals of CeCoGe3 are obtained by the Bi-flux method (the
Czochralski method is unsuitable) [44]. In this procedure, arc-melt-prepared ingots
of CeCoGe3 and Bi are placed in an alumina crucible and heated up to 1050 ◦C in
an argon atmosphere. After keeping this temperature for a day, the crucible is cooled
down to 650 ◦C over a period of two weeks and then down to room temperature
rapidly. Single crystals of CeRhGe3 can also be obtained by the Bi-flux technique
[43]. Single crystals of CeIrGe3 are grown by the Bi- and Sn-flux methods [42, 43].

Other CeTX3 compounds with BaNiSn3-type structure are CeT Al3 (T = Cu,
Au) and CeAuGa3. They order magnetically at low temperatures [45, 46, 47, 48,
49]. In particular, CeCuAl3 and CeAuAl3 are suggested to be HF compounds with
AFM ground states [46] and have the potential to become non-centrosymmetric HF
superconductors. There are at least two CeTX3 compounds that do not have the
BaNiSn3-type crystal lattice: CeNiGe3, which has an orthorhombic structure and



2 Non-centrosymmetric Heavy-Fermion Superconductors 45

BaAl4-Type
(I4/mmm)

TrCr2Si2-Type
(I4/mmm)

BaNiSn3-Type
(I4mm)

CaBe2Ge2-Type
(P4/nmm)

R

X
T

R

X(1)

X(2)

T

R

X(1)

T(1)

T(2)

X(2)

a
a

c

Fig. 2.8 BaAl4-type crystal structure and its three derivatives TrCr2Si2,BaNiSn3 and CaBe2Ge2.

Only the BaNiSn3-type structure does not have an inversion center

exhibits superconductivity under pressure [50], and CeRuGe3, which is reported to
have either orthorhombic [51] or cubic structure [52].

On the other hand, no uranium-based compound (UTX3) has been fully confirmed
to have the BaNiSn3-type structure. Only UNiGa3, that exhibits AFM order at 39 K,
seems to have this structure [53].

Last, we briefly comment on non-heavy-fermion LaTX3 compounds. Some of
them, like LaRhSi3,LaIrSi3 and LaPdSi3, also have BaNiSn3-type structures and
show superconductivity at the critical temperature 1.9, 0.9 and 2.6 K, respectively
[32, 54, 55]. In these materials, however, no evidence for unconventional behavior
has been observed [54].

2.2.2 Normal State

2.2.2.1 Magnetic Properties

The CeTX3 compounds exhibit various magnetic ground states as summarized in
Table 2.2. The magnetic ground states vary from AFM to intermediate valence



46 N. Kimura and I. Bonalde

Table 2.2 Unit-cell volume (V), magnetic ground state, electronic specific-heat coefficient γn ,
ordering temperature (TN ), Weiss temperature (�p) and effective moment (μe f f ) for the BaNiSn3-
type CeTX3 compounds

Compound a c V Magnetism γn TN �p μeff Ref.
[Å] [Å] [Å3] [mJ/mol·K2] [K] [K] [μB ]

∗CeT Si3
CeCoSi3 4.135 9.567 163.6 PM(IV) 37 – −840 2.80 [59]
CeRuSi3 4.21577 9.9271 176.43 PM(IV) – [43]
CeRhSi3 4.269 9.738 177.5 AFM(HF) 110 1.6 −128 2.65 [60, 55]

4.237 9.785 175.7 [61]
CePdSi3 4.33 9.631 180.6 AFM 57 5.2/3 −26 2.56 [62, 55]
CeOsSi3 PM(IV) [63]
CeIrSi3 4.252 9.715 175.6 AFM(HF) 120 5.0 −142 2.48 [60, 55]
CePtSi3 4.3215 9.6075 179.42 AFM 29 4.8/2.4 [64]
∗CeT Ge3

CeFeGe3 4.332 9.955 186.8 PM(HF) 150 – −90 2.6 [65]
4.3371 9.9542 187.24 [66]

CeCoGe3 4.320 9.835 183.5 AFM 32 21/19 −51 2.54 [59]
4.319 9.829 183.3 21/12/8 [44]

CeRhGe3 4.402 9.993 193.6 AFM 40 14.6/10/0.55 −28 2.53 [60]
4.3976 10.0322 194.01 14.9/8.2 [43]

CeIrGe3 4.409 10.032 195.0 AFM 80 8.7/4.7/0.7 −21 2.39 [60]
4.401 10.024 194.2 8.7/4.8 [43]

The abbreviations PM and AFM denote paramagnetic and antiferromagnetic ground states, respec-
tively. The abbreviations IV and HF denote intermediate-valence and heavy-fermion states, respec-
tively. We consider compounds with γn > 100 mJ/mol·K2 to be heavy-fermion systems

(IV) through HF states with decreasing unit-cell volume V. For example, CeCoGe3

(V = 183.3 Å
3
) displays an AFM ground state [44, 56, 57], while CeCoSi3

(V = 163.6 Å3) is thought to be an IV compound [58].
Figure 2.9 shows the Néel temperature TN and the electronic specific-heat coeffi-

cient γn as a function of unit-cell volume for CeTX3 in which T belongs to the Group
9 (Co, Rh and Ir) in the Periodic Table [43]. TN approximately follows a simple

curve which peaks at 186 Å
3
. This behavior supports the Doniach model in which

the on-site Kondo effect dominates over the inter-site RKKY interaction with the
coupling constant J being effectively enhanced relative to the kinetic energy with
decreasing unit-cell volume [43]. γn is also described by a simple curve which peaks

at the unit-cell volume 176 Å
3

at which TN goes to zero, suggesting that the γn value
is enhanced by the magnetic fluctuation arising at the corresponding volume.

Besides the Group 9 (Co, Rh, Ir) compounds, one can consider CeFeGe3 to be
a potential superconductor because its γn is comparable to those of CeRhSi3 and
CeIrSi3. However, in CeFeGe3 superconductivity has not been observed down to
0.05 K [65].
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Fig. 2.9 Unit-cell volume dependence of a the Néel temperature and b the γn value in CeTSi3 and
CeT Ge3 (T: Co, Rh, Ir) [43]

CeRhSi3

As shown in Figs. 2.10(a) and 2.11(d), the magnetic properties of CeRhSi3 are
anisotropic especially at low temperatures [55, 67]. The induced magnetization along
the easy axis [100] has a quite small value of 0.1 μB at 7 T. The magnetic susceptibility
curves for H parallel to the a and c axes show a strong anisotropy at low temperatures,
while they obey the Curie-Weiss law above about 150 K. The effective momentsμeff

for both field directions are 2.65μB , which is close to the expected value for the
Ce3+ ion. The Weiss temperatures are negative and very large (−112 and − 160 K
for H parallel to the a and c axes, respectively), as often found for IV compounds.
The susceptibility for H ‖ c has a broad peak around 50 K that is characteristic of HF
compounds.

From the jump of the specific heat at TN , the magnetic entropy gain is estimated
to be only 12% of R ln 2 [60]. The AFM state is robust against a magnetic field
(Fig. 2.12(a)) and survives up to 8 T, although such a strong field should be sufficient
to suppress an AFM state with a low TN of the order of 1 K. The temperature and
height of the specific-heat peak decrease with increasing field along the easy axis
(H ‖ a). The magnetic contribution to the specific heat when the field is aligned with
the hard axis (H ‖ c) does not change even at 8 T [67]. The tiny entropy gain and the
insensitivity to a magnetic field are attributed to the strong Kondo screening of the
4f electron. The Kondo temperature is estimated to be about 50 K [60].

The magnetic structure at ambient pressure is revealed by neutron experiments to
be a longitudinal spin-density-wave (LSDW) type characterized by the propagation
vectors Q= (±0.215, 0, 0.5) with polarization along the a∗ axis [69]. The magnetic
structure is shown in Fig. 2.13. The staggered moment 0.13 μB is quite small [70].
The incommensurate LSDW structure with such a strongly suppressed moment sug-
gests that itinerant-electron magnetism is realized in CeRhSi3. The 4f electrons are
expected to be strongly hybridized with the conduction electrons through the Kondo
effect, leading to the formation of the SDW state caused by nesting of the Fermi
surface.

It is not obvious whether this magnetic structure persists under pressure. In the
pressure-dependent specific-heat curve, a shoulder-like transition is seen below TN

at a pressure of 0.55 GPa [71]. The origin of the transition is unclear at present.
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(a) (c)

(b) (d)

Fig. 2.10 Magnetization curves of CeRhSi3,CeIrSi3,CeCoGe3 and CeIrGe3 [44, 55, 68]

Considering that multiple magnetic transitions are observed in other magnetic CeTX3
compounds, the magnetic structure realized in CeRhSi3 at ambient pressure may
change under pressure where superconductivity appears.

The electrical resistivity below TN can be fitted by an antiferro-magnon model
[72]. At sufficiently low temperatures (T < 0.6 K), the resistivity follows the
Fermi-liquid description of ρ(T )= ρ0+ AT 2, where ρ0 is the residual resistivity.
A= 0.19μ� · cm/K2 for the current J along the a axis and A= 0.24μ� · cm/K2 for
J ‖ c. The ratios A/γ 2

n = 1.6×10−5 (J ‖ a), 2.0× 10−5(J ‖ c) μ� · cm ·K2 ·mol ·
mJ−2 are close to 1× 10−5μ� · cm ·K2 ·mol ·mJ−2 as given by the Kadowaki-
Woods relation [73].

CeIrSi3

Although the magnetic structure of CeIrSi3 is unknown at present, the specific heat,
magnetic susceptibility and electrical resistivity are similar to those of CeRhSi3. The
magnetization curve is anisotropic and a is the easy axis (Fig. 2.10(b)) [68]. The mag-
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Fig. 2.11 Magnetic susceptibility of CeTX3 compounds as a function of temperature [43]

netization increases almost linearly with magnetic field. Neither a saturation behavior
nor metamagnetic transitions are observed for fields in the basal plane up to 50 T.
The induced magnetization is very small and comparable to that of CeRhSi3; 0.1μB

at 10 T for the easy axis. The temperature dependence of the magnetic susceptibility
is anisotropic at low temperatures (Fig. 2.11(g)) [40, 68].

The entropy gain associated with the AFM transition is small, 0.2R ln 2, as in
CeRhSi3 (Fig. 2.12(b)) [68]. The AFM state is robust against a magnetic field, as
shown in the inset of Fig. 2.10(b). The electrical resistivity below TN can be fit-
ted by an antiferro-magnon model as done in CeRhSi3. The coefficient of the
T 2 term A= 0.04μ� · cm/K2 for J ‖ c and J ⊥ c [68] is about one fifth of
the coefficients of CeRhSi3. The ratio A/γ 2

n = 3.6×10−6μ� ·cm ·K2 ·mol ·mJ−2 is
much smaller than the ratios in CeRhSi3 but still in the range of the Kadowaki-Woods
relation.

CeCoGe3

Unlike CeRhSi3 and CeIrSi3,CeCoGe3 exhibits three successive AFM transitions
[44]. Correspondingly, the magnetization for H ‖ c shows three-step metamag-
netic transitions. It reaches Ms/4,Ms/3 and Ms , whereMs = 0.43μB/Ce, at each
transition. The anisotropic magnetization curve indicates an Ising-like magnetism
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Fig. 2.12 a Magnetic
contribution to the specific
heat Cmag of CeRhSi3 as a
function of temperature for
fields along the a and c axes
[67]. b Cmag/T and the
entropy S of CeIrSi3 as a
function of temperature [68]

CeRhSi3

(a)

(b)

Fig. 2.13 Magnetic structure
of CeRhSi3. Only the Ce
sites at (0, 0, 0) and (0.5, 0.5,
0.5) positions are projected
on the ac plane. The arrows
are depicted to show the size
and the direction of the
magnetic moment at the
Ce sites [70]

with the easy axis along the c axis, which is different from what is found in
CeRhSi3 and CeIrSi3 as seen in Fig. 2.11.

The neutron-diffraction experiments revealed that the magnetic structure of
the ground state at ambient pressure consists of two components with dominant
q1= (0, 0, 1/2) and subordinate q2 = (0, 0, 3/4) [74]. Figure 2.14 shows a possible
magnetic structure of the q1 sublattice. The magnetic moments are parallel to the
c axis and alternate in the up-up-down-down sequence. The magnitude of the mag-
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Fig. 2.14 Possible magnetic
structure for q1= (0, 0, 0.5)
sublattice in the ground state
of CeCoGe3 [74]

netic moment in the sublattice μ1 is estimated to be 0.5(1)μB . A more complete
magnetic structure that includes the q2 sublattice is not clear at present.

The magnetic susceptibility of CeCoGe3 does not show a peak or a saturated
behavior at low temperatures as observed in CeRhSi3 and CeIrSi3. Specific heat
measurements revealed that the entropy gain reaches 68% of R ln 2 at TN1 = 21 K
and that 32% of entropy loss is recovered at 38 K. The magnetism of CeCoGe3 is
basically understood in terms of localized 4f electron.

CeIrGe3

The magnetic structure of CeIrGe3 seems to be more complicated. There are two
successive magnetic transitions at TN1= 8.7 K and TN2= 4.8 K. The former is
antiferromagnetic and the latter is unknown although magnetization measurements
indicate weak ferromagnetism with a small moment below TN2 (see Fig. 2.10(d)).
A parasitic ferromagnetism due to the Dzyaloshinsky-Moriya interaction caused by
the broken space inversion symmetry is discussed in Ref. [43]. TN2 merges into TN1
with the application of pressure (see Fig. 2.15(d)).

2.2.2.2 Temperature-Pressure Phase Diagram

All known CeTX3 superconductors need pressure to become superconducting. The
temperature-pressure (T-P) phase diagrams of CeRhSi3 [72], CeIrSi3 [75], CeCoGe3
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Fig. 2.15 Temperature-pressure phase diagrams of CeRhSi3 [72], CeIrSi3 [75], CeCoGe3 [77]
and CeIrGe3 [42]. T ∗ in panel a denotes an anomaly observed in the resistivity and magnetic-
susceptibility measurements [39]

[76] and CeIrGe3 [42] are shown in Fig. 2.15. In CeRhSi3, the Néel temperature TN

initially increases and subsequently decreases with applying pressure, while those
of CeIrSi3 decreases monotonically with pressure. The TN (P) of CeCoGe3 and
CeIrGe3 exhibits step-like decreases probably relevant to successive magnetic phase
transitions observed at ambient pressure. The superconducting transitions of these
four compounds are observed at pressures at which the AFM order still exists. We
define here three characteristic pressures: P∗1 where TN = Tc, P∗2 where TN→ 0
and P∗3 where the superconducting transition temperature Tc reaches a maximum.
The values of these pressures are summarized in Table 2.3. P∗2 of CeRhSi3 is unclear
because TN does not decrease steeply near P∗1 .

The resistivity drop at the superconducting transition of CeRhSi3,CeIrSi3 and
probably CeCoSi3 has its sharpest form at P∗3 .The resistivity drop in the AFM phase,
especially far below P∗3 , is very broad. In this pressure region, the drop width depends
on the applied current [39, 75]. These observations imply that superconductivity
is inhomogeneous or fluctuating in the antiferromagnetic state and is optimum at
P∗3 . Such a phenomenon is found in centrosymmetric HF superconductors as well
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Table 2.3 Normal and superconducting parameters of CeTX3 compounds

CeRhSi3 CeIrSi3 CeCoGe3 CeIrGe3

Crystal structure Tetragonal
Space group I4mm
a [Å] 4.237 4.252 4.320 4.401
c [Å] 9.785 9.715 9.835 10.024

γn [mJ/mol· K2] 110 120 32 80
m∗[m0] 4− 19 N/A N/A N/A
l [Å] 2400− 3400 N/A N/A N/A

TN [K] 1.6 5.0 21/12/8 8.7/4.8
q (±0.215, 0, 0.5) N/A (0,0,1/2) (0,0,3/4) N/A
mQ orientation [001] [001] [100] [100]?
μs [μB/Ce] 0.13 N/A 0.5 N/A

P∗1 (GPa) 2.4–2.5 2.25 5.5− 5.6d > 21
P∗2 (GPa) ? 2.50 5.5− 5.7d ∼ 24
P∗3 (GPa) 2.65 2.63 5.7d or 6.5e ≥ 24

Tc @P∗3 [K] 1.09 1.56− 1.59 0.66d or 0.69e ≥ 1.6
ΔC/γn Tc N/A 5.7 N/A N/A
Hc2(0) [T] (H ‖ c) 30± 2a 45± 10c 22± 8 f,g 27± 10
Hc2(0) [T] (H ⊥ c) 7.5b 9.5c N/A N/A
ξ(0) [Å] (H ‖ c) ∼ 33 ∼ 27 ∼ 39 ∼ 35
H ′c2 [T/K] (H ‖ c) 23b 17c 20d 16h

H ′c2 [T/K] (H ⊥ c) 27b 14.5c N/A N/A

ξ(0) is estimated from Eq. (2.5). Here, we regard Hc2(0) for H ‖ c as Horb; that is, the paramagnetic
pair-breaking effect is absent. P∗1 , P∗2 and P∗3 are the pressures at which TN = Tc, TN → 0 and Tc
reaches a maximum, respectively. q,mQ and μs denote magnetic propagation vector, magnetic
moment and value of ordered moment, respectively, and H ′c2 ≡ −d Hc2/dT |T = Tc
a at 2.85 GPa
b at 2.6 GPa
c at 2.65 GPa
d determined from heat-capacity measurements[77].
e determined from electrical-resistivity measurements [43].
f at 6.5 GPa
g estimated from Fig. 2.25.
h at 24 GPa

and, thus, seems to be realized irrespective of the presence or absence of inversion
symmetry.

A similar evolution of superconductivity in the AFM state is seen by the heat
capacity C (Fig. 2.16). The heat capacity jump (ΔC) at the superconducting transi-
tion below P∗1 is small and broad, while it becomes sharper with increasing pres-
sure and is strongly enhanced above P∗1 [75]. In CeIrSi3, as shown in Fig. 2.16,
ΔC/Cn,where Cn is the normal state value just above Tc, reaches 5.7 ± 0.1 at
2.58 GPa, which is much larger than the 1.43 value expected from the weak-coupling
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Fig. 2.16 Temperature dependence of the ac heat capacity Cac (circles, left side) and the electrical
resistivity ρ (lines, right side) at several pressures in CeIrSi3.The dotted line in the panel at 2.58 GPa
indicates the entropy balance below Tc [75]

BCS model and is probably the highest value among all known superconductors. On
the other hand, the jump of the heat capacity associated with antiferromagnetism
diminishes when approaching P∗1 , and is no longer observed above P∗1 . Apparently,
the entropy gain of the AFM transition is transferred to the superconducting one.

2.2.2.3 Quantum Criticality and Non-Fermi Liquid

Superconductivity in f-electron materials often appears in the vicinity of a quan-
tum critical point (QCP) at which the magnetic ordering temperature is reduced to
zero by a nonthermal control parameter such as pressure, magnetic field, or chem-
ical substitution. Often, a QCP accompanies the emergence of a non-Fermi liquid
in which the temperature dependence of some physical properties obeys different
behavior from that expected in the Fermi-liquid theory. As shown in Fig. 2.17,
the electrical resistivity changes from the Fermi-liquid prediction ρ(T )= ρ0 +
AT 2 below P∗1 to ρ(T )= ρ0 + A′T above P∗1 in CeRhSi3 and CeIrSi3
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[40, 72]. A similar crossover occurs in CeCoGe3 at 6.9 GPa [43]. The T-linear depen-
dence of the resistivity agrees with the prediction by the 2D spin fluctuation theory
as indicated in Table 2.4. On the other hand, in CeIrSi31/T1-NMR measurements in
the normal state reveal a

√
T dependence at 2.7 GPa for H ⊥ c. This supports a pre-

diction for 3D AFM fluctuations in this system: 1/T1 ∝ T
√
χQ(T ) ∝ T/

√
(T + θ)

[78]. Here, χQ(T ), the staggered susceptibility with the AFM propagation vector Q,
follows the Curie-Weiss law and θ measures the deviation from the QCP. The spe-
cific heat divided by temperature C/T of CeIrSi3 is estimated to be enhanced almost
linearly with decreasing temperature from consideration of the entropy balance [75].
The enhancement of C/T is consistent with the spin fluctuation theory, even though
from theory we cannot determine the proper dimensionality. The contradiction in the
temperature responses of ρ and 1/T1 remains unsettled.

In general, it is unclear whether or not a QCP truly exists in CeTX3, since the AFM
transitions above P∗1 are prevented or masked by superconductivity. For example, the
specific heat jump associated with the AFM transition seems to disappear suddenly
just above P∗1 in CeIrSi3 as mentioned above. This suggests that the QCP exists
neither at P∗2 nor at higher pressures. However, this does not necessarily indicate that
magnetic fluctuations vanish at these pressures. The fact that the maximum Tc and the
sharpest resistivity drop take place at P∗3 implies that magnetic fluctuations survive
even above P∗1 and rather develop toward P∗3 . Assuming that magnetic fluctuations
stabilize the superconducting phase and become stronger at the QCP, P∗3 should be
regarded as a virtual QCP.

In the vicinity of the QCP some pressure-induced HF superconductors display a
strong enhancement of the effective mass of the conduction electrons; namely, via
the γn value and the coefficient A of the T 2 term of the electrical resistivity [79–
81]. In the cases of CeRhSi3 and CeIrSi3, however, such an enhancement is less
obvious. The coefficient A in CeRhSi3 is almost constant up to P∗1 [72] and the γn

value in CeIrSi3 is suggested to be unchanged up to P∗3 [75]. On the other hand, the
coefficient A in CeCoGe3 is strongly enhanced from 0.011 μ� · cm/K2 at ambient
pressure to 0.357 μ� · cm/K2 at 5.4 GPa. In CeIrGe3 ρ(T ) exhibits a complicated
pressure dependence (as shown in Fig. 2.18) that makes unclear how A varies with
pressure. The drastic changes at certain pressures between 8.6 GPa and 17 GPa
may be associated with the step-like decrease of TN (P) around 13 GPa as seen in
Fig. 2.15(d). The residual resistivity becomes maximum at a pressure near 17 GPa.
Since such an enhancement of residual resistivity can be a signature of critical valence
fluctuations [82], a valence transition or crossover may take place around 13 GPa in
CeIrGe3.

2.2.3 Superconducting State

2.2.3.1 Anisotropic Upper Critical Field: Two Limiting Fields

Thus far, the most interesting phenomenon in the CeTX3 superconductors is the
extremely high anisotropy in the upper critical magnetic field Hc2, with stunningly
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Fig. 2.17 Temperature dependence of the resistivity of a CeRhSi3 [72], c CeIrSi3 [40] and
d CeCoGe3 [43]. b Resistivity against T 2 in CeRhSi3

Table 2.4 Theoretically
predicted quantum critical
behavior for 3D and 2D
antiferromagnetic fluctuations
and corresponding
temperature dependence on
CeTX3 compounds

ρ 1/T1 C/T

3D AFM T 3/2 T/
√

T + θ Const.− T 1/2

2D AFM T T/(T + θ) − ln T
CeRhSi3 T [39]
CeIrSi3 T [40] T/

√
T + θ [78] T ? [75]

CeCoGe3 T [43]
CeIrGe3 T [42]

high values for fields along the c axis. In CeRhSi3 and CeIrSi3, for example, Hc2
exceeds 30 T along the c axis, whereas falls below 10 T along the plane. Considering
that in these materials Tc is of the order of 1 K, this leads to very high Hc2/Tc ratios
not known previously for any centrosymmetric superconductors (except for field-
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Fig. 2.18 Temperature dependence of the resistivity of CeIrGe3 at several pressures up to 24 GPa
below room temperature (left) and below 20 K (right) [42]

induced superconductors like URhGe [83] and organic superconductors [84]). The
strong field anisotropy and the extremely high Hc2s are thought to be understood
in terms of the anisotropy of the paramagnetic pair-breaking effect characteristic of
non-centrosymmetric (Rashba-type) superconductors.

There are two pair-breaking mechanisms for Cooper pairs under magnetic fields:
the paramagnetic and the orbital. The former mechanism is attributed to the spin
polarization due to the Zeeman effect, which competes with the antiparallel-spin
formation of the Cooper pair in spin-singlet superconductors. The influence of the
paramagnetic effect depends on the symmetry of the Cooper pairs, as discussed later.
On the other hand, the orbital effect is ascribed to the orbital motion in a magnetic
field. The influence of this effect is thought to be independent of the pairing symmetry.
The magnitude of Hc2(0) is consequently restricted by both the paramagnetic (Pauli-
Clogston-Chandrasekhar) limiting field HP and the orbital limiting field Horb [85].
Hereafter, we call HP the Pauli limiting field for simplicity.

Pauli-Clogston-Chandrasekhar Limit

The paramagnetic effect in spin-singlet and spin-triplet pairing symmetries is illus-
trated schematically in Fig. 2.19. In centrosymmetric superconductors, the up-spin
and down-spin bands of the conduction electrons are degenerate in zero field. The
corresponding Fermi surfaces are also degenerate. The presence of a magnetic field
inflates and deflates the down-spin and up-spin Fermi surfaces, respectively, due
to the Zeeman effect. When the Cooper pair consists of antiparallel spins, e.g. the
conventional singlet pair, the paramagnetic pair breaking occurs on the whole Fermi
surface. When the Cooper pair comprises parallel spins, namely the triplet pair, the
paramagnetic pair breaking does not occur, therefore the Pauli limit is absent. Since
the spin direction of the Cooper pair is always aligned to the magnetic field, both
cases are independent of the field direction unless the coupling between the orbital
and spin parts of the pairing function is present.
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Fig. 2.19 Two-dimensional Fermi surfaces for centrosymmetric and non-centrosymmetric super-
conductors at zero and finite fields. The centrosymmetric superconductors can be classified into
parallel- and antiparallel-spin pairs. In the non-centrosymmetric superconductor, only the Rashba
type is displayed. The hollow arrows indicate a pairing no longer allowed. In the antiparallel-spin
pair including the conventional singlet pair, the pair breaking occurs on the whole Fermi surface
under magnetic fields. On the other hand, in the parallel-spin pair, all the pairing persist. In the
Rashba-type superconductor, pair breaking occurs only for the pairs parallel to the applied mag-
netic field. When the magnetic field is applied along kz, pair breaking does not occur

In non-centrosymmetric superconductors, the up-spin and down-spin Fermi sur-
faces are not degenerate even in zero field. In the Rashba-type (tetragonal) super-
conductors, the spins are perpendicularly aligned with the momenta in the kz plane
(Fig. 2.19) by the spin-orbit coupling, yielding a momentum-dependent effective
magnetic field. The presence of an applied magnetic field along the kx direction
inflates and deflates the Fermi surfaces only along the ky direction, since the spin
component perpendicular to the kx direction is not affected by this field. The paramag-
netic pair-breaking effect is thus partial for field along the kz plane. On the other hand,
when the magnetic field is applied along the kz axis, the paramagnetic pair-breaking
effect is absent because all the spins aligned with the kz plane are perpendicular to the
field direction. The strongly anisotropic Hc2(T ), with high Hc2(0) for H ‖ c, real-
ized in CeTX3 compounds is attributed to the anisotropic spin susceptibility expected
to appear in non-centrosymmetric superconductors as discussed above in Spin State,
Sect. 2.1.3.1.

Figure 2.20 shows Hc2(0) versus Tc for CeTX3 compounds and some well-known
HF superconductors. The dashed line indicates HBCS

P (see Eq. 2.4). The Hc2(0) of
the U-based superconductors UGe2, URhGe and UPt3 exceeds HBCS

P . These super-
conductors are thought to form a parallel-spin pairing free from the paramagnetic
pair-breaking effect. In some spin-singlet superconductors Hc2(0) is located above
the HBCS

P line, which seems a contradiction. Two possibilities have been proposed:
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Fig. 2.20 Hc2(0) versus
Tc for heavy-fermion and
some other well-known
superconductors. The
broken line represents
HBCS

P = 1.86Tc. The circles,
squares and upper and lower
triangles indicate cerium,
uranium, praseodymium
and other compounds,
respectively. The solid and
hollow symbols tag possible
triplet and singlet (or
unclear) superconductors,
respectively. The gray marks
label non-centrosymmetric
superconductors. The letter
a or c in parentheses denotes
the applied field direction
and no letter indicates that
the result was obtained for
a polycrystal
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one is a reduction of the g-factor and the other is an enhancement ofΔ0 due to a strong-
coupling effect. Hc2(0)s of CeTX3 compounds do not only exceed the HBCS

P line, but
also surpass those of all other materials. To understand the high Hc2 of the CeTX3
compounds, it is necessary to consider the orbital pair-breaking effect that we discuss
next.

Orbital Limit

As we discussed above, the orbital limiting field can be estimated from Eq. (2.6).
The value h(0) depends on both the ratio ξ(0)/ l and the strong-coupling parameter
λ (l: mean free path). In the weak-coupling limit (λ = 0), namely the BCS model,
h(0) = 0.727 for (ξ(0)/ l)→ 0 (clean limit) and h(0)= 0.693 for (ξ(0)/ l)→∞
(dirty limit). Most HF superconductors satisfy the clean limit. In the strong-coupling
limit (λ −→∞), h(0) approaches 1.57 for clean superconductors [86] and increases
with λ for dirty superconductors. It is noted that the λ dependence of h is usually
derived on the basis of the conventional electron-phonon model, but that in HF
systems a corresponding electron-magnon approach should be employed since it is
generally believed that the attractive interaction leading to Cooper pairs arises from
coupling to spin excitations.
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Fig. 2.21 Hc2(0) versus
H ′c2Tc for heavy-fermion and
other well-known super-
conductors. The broken and
dotted lines represent
HBCS

orb = 0.727H ′c2Tc
and H∞orb = 1.57H ′c2Tc,

respectively. The circles,
squares and upper and lower
triangles indicate cerium,
uranium, praseodymium
and other compounds,
respectively. The solid and
hollow symbols tag possible
triplet and singlet (or
unclear) superconductors,
respectively. The gray marks
label non-centrosymmetric
superconductors. The letter
a or c in parentheses denotes
the applied field direction
and no letter indicates that
the result was obtained for
a polycrystal 2
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The Hc2(0)s in Fig. 2.20 are plotted against H ′c2Tc in Fig. 2.21. The dashed and dot-
ted lines indicate the orbital limiting fields atλ= 0 (weak-coupling limit) andλ→∞
(strong-coupling limit) for clean superconductors; that is, HBCS

orb = 0.727H ′c2Tc

and H∞orb= 1.57H ′c2Tc, respectively. Some parallel-spin, namely triplet, supercon-
ductors like UPt3 and URhGe are located just below HBCS

orb . The compounds located
far below the HBCS

P line in Fig. 2.20, e.g. UNi2Al3 and CeRh2Si2, are seen in
the vicinity of the HBCS

orb line in Fig. 2.21. The Hc2s of these compounds may be
mainly restricted by the orbital limit rather than by the Pauli limit. CePt3Si is also
located near the HBCS

orb line. Considering that Hc2 is almost isotropic in CePt3Si [10],
it may be also mainly constrained by the orbital limit rather than by the paramagnetic
one.

The Hc2s of the CeTX3 compounds for fields along the c axis well exceed the
HBCS

orb line. They seem to be close to the strong-coupling limit H∞orb.Although the high
Hc2/(H ′c2Tc) is a common feature in the CeTX3 HF superconductors, it is not obvious
that such a result can be associated with their non-centrosymmetric crystal structures.
Note that UGe2 also seems to be above the HBCS

orb line, but this is due to the jump of
the Hc2 curve attributed to the metamagnetic transition [87, 88]. Therefore, this plot
does not necessarily indicate that the intrinsic Hc2(0) of UGe2 exceeds the HBCS

orb
line.
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2.2.3.2 Upper Critical Field for c Axis

In addition to the high values of Hc2(0), the upward shape of the temperature depen-
dence of Hc2(T ) for certain pressures seems to be also a characteristic of the CeTX3
superconductors [43, 54, 72]. They mostly keep a positive curvature (d2 Hc2/dT 2>0)
down to relatively low temperatures; for example, in CeIrSi3 down to T ≈ 0.25Tc

at 2.6 GPa (Fig. 2.23). Interestingly, the curve shapes of CeRhSi3 and CeIrSi3 vary
with pressure in a complex manner. As for CeIrSi3, a positive curvature is seen up
to 2 GPa that gradually changes to a negative curvature at 2.4 GPa to a quasi-linear
shape at 2.3 GPa. At 2.6 GPa and 2.65 GPa, a positive curvature is recovered that turns
to a negative one at higher pressures. Similar behavior is seen in CeRhSi3. Below
and above 2.6 GPa, the curvatures of Hc2(T ) are positive. At 2.6 GPa, a quasi-linear
change of Hc2(T ) is observed. Because of the lack of sufficient pressure data, it is
not clear whether such a phenomenon is realized in CeCoGe3 and CeIrGe3.

In order to understand the superconducting phase diagram of the CeTX3 com-
pounds the pressure dependence of Hc2(0) will be very helpful. Fig. 2.22(c) shows
Hc2(0) versus pressure in CeIrSi3 [54]. Hc2(0) increases with pressure and tends
to diverge close to 2.65 GPa (≈P∗3 ). Above 2.65 GPa it falls steeply to half or less
of the value of the maximum Hc2(0). It is pointed out that such an acute enhance-
ment of Hc2(0) can be interpreted as an electronic instability arising at P∗3 [54]. This
instability can cause a mass enhancement of the conduction electrons, giving rise to
a reduction in the superconducting coherence length ξ(0). At a first glance, a mass
enhancement at P∗3 is consistent with the pressure dependence of the initial slope of
the superconducting H-T phase diagram, H ′c2= − d Hc2/dT |T = Tc . From Eqs. (2.5)
and (2.6), we can derive

H ′c2Tc ∼ Horb ∼ ξ−2(0) ∼ (Δ0m∗)2. (2.10)

Here, we use vF = �kF/m∗. As shown in Figs. 2.23–2.25, H ′c2s of CeIrSi3 and
CeRhSi3 increase with increasing pressure and become maximum at about P∗3 .
However, strong pressure dependence of the cyclotron effective mass is not observed
in de Haas-van Alphen experiments in CeRhSi3 [89]. This is consistent with the result
of the less obvious pressure dependence of the resistivity coefficient A. A small
enhancement of the effective mass is also suggested by heat-capacity measurements
in CeIrSi3 [75].

In order to explain the positive curvature of Hc2(T ) and the strong pressure depen-
dence of Hc2(0), Tada et al. considered the temperature and pressure dependencies
of the correlation length of the spin fluctuations, ξsf , [90]. Since ξsf is expressed as

ξsf (T )= ξ̃sf√
T+θ , in which θ→ 0 toward the QCP and the effective pairing interac-

tion is quadratically proportional to ξsf , the superconducting coherence length ξ(0)
is strongly reduced and Horb enhanced at low temperatures. This model can explain
the enhancement of the initial slope and is compatible with the weaker enhancement
of the effective mass.
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Fig. 2.22 Pressure
dependence of a TN and Tc,

b specific heat jump
ΔC/C(Tc)

and c Hc2(0) for H ‖ c
in CeIrSi3 [54]

2.2.3.3 Superconducting Phase Diagram for Field in the Basal Plane

In contrast to the high Hc2(T ) for the c axis, Hc2(T ) in the basal plane is not
too high. However, it still significantly exceeds HBCS

P and is situated in the upper
part of Fig. 2.20. As discussed in the section above, the high Hc2(0) is attributed
to the reduced paramagnetic pair-breaking effect which originates mainly from a
non-vanishing spin susceptibility. In addition to this, Agterberg et al. pointed out
that another characteristic mechanism, the helical vortex state, can also evade the
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Fig. 2.23 Hc2−T phase
diagrams of
CeIrSi3 for H ‖ c
at P ≤ P∗3 ≈ 2.65 GPa a, at
P ≥ P∗3 b, and for
H ⊥ c at P ≤ P∗3 [54]

paramagnetic pair-breaking effect when the magnetic field is applied in the basal
plane [91, 92].

As discussed above, the paramagnetic pair-breaking effect operates partially, with
the center-of-mass momentum of the Cooper pair remaining zero at any k as shown
in Fig. 2.26(b). On the other hand, in the helical vortex state, the Fermi surfaces shift
toward opposite directions perpendicular to the field direction. An application of a
magnetic field does not break the Cooper pairs for all k. In this case, the center-
of-mass momenta of the Cooper pairs belonging to each Fermi surface acquire a
finite value ±q (Fig. 2.26(c)). The sign of q depends on the Fermi surface. In the
Fulde-Ferrel-Larkin-Ovchinnikov (FFLO) state, a Cooper pair with a finite center-
of-mass momentum is also realized. However, the pairing takes place in a limited
region on the Fermi surface. In other regions, indicated by the shades in Fig. 2.26(c),
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Fig. 2.24 Hc2−T phase
diagrams of CeRhSi3
for H ‖ c at several
pressures and for
H ‖ a at P∗3 ≈ 2.6 GPa.
Inset: Hc2(T ) curves
for H ‖ c normalized by the
initial slope. The arrow
indicates the orbital limit
HBCS

orb . The dashed curves are
theoretical predictions based
on the strong-coupling model
using the coupling strength
parameter λ= 10 and 30 [93]
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pairing is not allowed. Since both states, helical vortex and FFLO phase, evade the
paramagnetic pair breaking, relatively high Hc2(0) can be realized.

Although thus far no direct evidence for a helical vortex state has been detected
in either CeTX3 compounds or CePt3Si, some unusual superconducting properties
for the field in the basal plane are reported in CeRhSi3 [39]. First, there is a con-
cave shape of the Hc2(T ) curve as shown in Fig. 2.27(a). The rapid change of Hc2
at low temperatures looks similar to the one observed in a theoretically predicted
helical-vortex phase diagram [92]. However, this feature observed at P < P∗1 becomes
less obvious at P∗3 ≈ 2.6 GPa [72]. An influence of the antiferromagnetic order to
explain this unusual curve shape cannot be excluded. Second, the ac susceptibility
in the superconducting state shows an unusual shape especially below P∗1 . The tem-
perature at which a large drop occurs in the real part of the susceptibility χ ′ is far
below the onset temperature of superconductivity. This might indicate that super-
conductivity develops gradually in the antiferromagnetic state. On the other hand,
the imaginary part χ ′′, namely the energy dissipation associated with the dynamics
of the superconducting flux, is large even above the temperature at which the large
drop occurs in χ ′. This contradicts the view of a gradual development of supercon-
ductivity. Although the influence of antiferromagnetism is unclear at present, this
rare behavior of the flux may be a key feature to verify the helical vortex state.



2 Non-centrosymmetric Heavy-Fermion Superconductors 65

Fig. 2.25 Hc2−T phase
diagram of CeCoGe3
for H ‖ c at 6.5 GPa and
6.9 GPa. The phase diagram
of CeIrSi3 is also displayed
[43]

2.2.3.4 Energy Gap Structure and Pairing Symmetry

In CeIrSi3 the nuclear spin-lattice relaxation rate 1/T1 shows a T 3-like dependence
below Tc without a coherence peak, as shown in Fig. 2.28 [78]. The data are well
fitted by the line-node gap model Δ=Δ0 cos 2θ. The fit yields 2Δ0/kBTc ≈ 6,
which is much larger than the BCS weak-coupling value 3.53 and thus suggests
strong-coupling superconductivity. Using an extended s + p pairing state within
a recent theoretical model a behavior indicative of a line-node gap can be predicted
[94]. This 1/T1-NMR measurement is the only one carried out to determine the
energy gap structure in CeTX3 compounds. To identify the pairing symmetry in
these materials, other measurements, like the Knight shift, are highly desirable.

2.2.4 Outlook

The high anisotropy and strong enhancement of Hc2 seem to be unique to CeTX3
superconductors. Interestingly, other HF and non-HF superconductors without
inversion symmetry do not show these properties. The high orbital limiting field inher-
ent to the non-centrosymmetric HF CeTX3 superconductors discloses the absence
of the paramagnetic pair-breaking effect. Conversely, absence of the effect unveils
the unconventional nature of the upper critical fields probably associated with the
quantum criticality of magnetism. CeTX3 compounds have the potential to provide a
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Fig. 2.26 Schematic
illustrations of Fermi surface
sliced perpendicular to the kz
axis. Pair breaking takes
place at the shaded region.
The x marks indicate the
positions of the center-
of-mass momenta of the
Cooper pairs
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vital clue to the underlying mechanism of superconductivity mediated by magnetic
fluctuations.

To consider the relation between magnetism and superconductivity in CeTX3,
we need to keep in mind that the magnetic ground states of CeCoGe3 and CeIrGe3
are different from that of CeRhSi3 and probably of CeIrSi3. CeCoGe3 seems to
display localized f-electron magnetism, while CeRhSi3 probably exhibits itinerant-
electron magnetism. It is very interesting that in these compounds the Hc2 behaviors
are similar in spite of their different magnetism. The mass enhancement at P∗3 is
suggested only in CeCoGe3. The comparison of the superconducting properties of
CeCoGe3 and CeIrGe3 with those of CeRhSi3 and CeIrSi3 will be important to
elucidate the nature of HF superconductors. Identification of the gap structure in each
compound is also a challenging issue, which could provide possible evidence for the
parity mixing of the superconducting wavefunction. Moreover, some theoretically
predicted phenomena, like a helical vortex phase and a novel magnetoelectric effect,
remain to be verified in the future.



2 Non-centrosymmetric Heavy-Fermion Superconductors 67

Fig. 2.27 (a) Magnetic
field-temperature phase
diagram of CeRhSi3 for
H ‖ a below P∗1 .T ∗ denotes
the temperature at which an
anomaly is observed in the
resistivity and magnetic ac
susceptibility measurements.
(b) ac susceptibility as a
function of temperature at
zero field below P∗1 . An
enlarged view of the vicinity
of Tc is shown in the inset
[39]

(b)

(a)

2.3 UIr

Whereas CeRhSi3,CeIrSi3,CeCoGe3,CeIrGe3 and CePt3Si are 4f-electron anti-
ferromagnets, UIr is a 5f-itinerant-electron ferromagnet with a Curie temperature
Tc1= 46K at ambient pressure [95]. The superconducting state in UIr appears to
develop within a higher pressure ferromagnetic phase at a critical temperature
Tc= 0.14 K in a narrow pressure region around 2.6 GPa [96]. UIr is a moder-
ate heavy-fermion compound with a cyclotron mass m∗ ∼ 10 − 30 m0 [97]. The
coexistence of superconductivity and ferromagnetism imposes several theoretical
challenges, such as the mechanism and the state of pairing. The pairing state in super-
conducting ferromagnets needs to be spin triplet, otherwise the internal exchange field
would break the Cooper pairs. On the other hand, a ferromagnetic state has a broken
time reversal symmetry. The superconducting BCS ground state is formed by Cooper
pairs with zero total angular momentum. The electronic states are four-fold degen-
erate: |k ↑〉, | − k ↑〉, |k ↓〉 and | − k ↓〉 have the same energy ε(k). The states
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Fig. 2.28 Temperature
dependence of 1/T1
measured by Si NMR for
CeIrSi3 at several pressures.
The solid curves below Tc
for CeIrSi3 indicate the
calculated values obtained
by the line-node gap model
with 2Δ0/(kB Tc) ≈ 6 and
the residual density-of-states
fraction Nres/N0 ≈ 0.37
(0.52) in H = 1.3 T (6.2 T).
The inset shows the plot of√

1/(T1T ) normalized by
that at Tc which allows us to
evaluate Nres/N0 in the
low-temperature limit [78]

with opposite momenta and opposite spins are transformed to one another under
time reversal operation K̂ |k ↑〉= |−k ↓〉, and the states with opposite momenta are
transformed to one another under inversion operation Î |k ↓〉= | − k ↓〉. The four
degenerate states are a consequence of spatial and time inversion symmetries. Parity
symmetry is irrelevant for spin-singlet pairing, but is essential for spin-triplet pairing.
Time reversal symmetry is required for spin-singlet configuration, but is unimportant
for spin-triplet state [98, 99]. In UIr the lack of spatial and time inversion symme-
tries lifts the degeneracies and, therefore, superconductivity is not expected to occur.
Thus, UIr differs from the other two known ferromagnetic superconductors UGe2
[100] and URhGe [101], in which the spatial inversion symmetry allows degeneracy
in the spin-triplet states. Theoretically and experimentally UIr is a very special and
challenging superconductor.

2.3.1 Crystal Structure and Characteristic Parameters

UIr crystallizes in a monoclinic PbBi-type structure (space group P21) without inver-
sion symmetry [95]. The lattice parameters are given in Table 2.5. The unit cell has
eight formula units with four inequivalent U and Ir sites. The absence of inversion
symmetry comes from the missing mirror plane (0, 1

2 , 0) perpendicular to the b axis
(see Fig. 2.29). Magnetism is of the Ising type with the ordered magnetic moment
oriented along the spin easy axis [1 0 1̄ ] (Fig. 2.29).
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Table 2.5 Normal and superconducting parameters of UIr

Crystal structure Monoclinic
Space group P21

Lattice parameters a= 5.62 Å
b= 10.59 Å
c= 5.60 Å
β = 98.9◦

Sommerfeld value of specific heat γn = 40–49 mJ/molK2

Effective electron mass (Fermi sheet α) m∗ ∼ 10–30 m0

Mean free path (Fermi sheet α) l = 1270 Å
Ferromagnetic transition temperature (ambient pressure) Tc1= 46 K
Magnetic propagation vector q= (1, 0,−1)
Magnetic moment mQ along [101̄ ]
Saturated moment per U atom μs = 0.5μB

Superconducting transition temperature Tc = 0.14 K
Upper critical field Hc2(0)= 26 mT
Thermodynamic critical field Hc(0)= 8 mT
Ginzburg-Landau coherence length ξ(0)= 1100 Å
Ginzburg-Landau parameter κ ∼ 2

Fig. 2.29 Crystal and
magnetic structures of UIr

Single crystals of UIr have been grown by the Czochralski method in a tetra-arc
furnace [102–106]. After annealing, using the solid-state electrotransport technique
under high vacuum of the order of 10−10 Torr, crystals become of very high quality
with residual resistivityρ0 ∼ 0.5μ� and residual resistivity ratio (RRR)ρ300K /ρ0 ≈
200 at ambient pressure. Interestingly, single crystals of UIr seem to be of the highest
quality amongst those of non-centrosymmetric heavy-fermion superconductors.
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Fig. 2.30 Temperature–
pressure phase diagram of
UIr [96]. F1 and F2 are
ferromagnetic phases

2.3.2 Normal State

2.3.2.1 Phase Diagram and Magnetic Properties

Figure 2.30 shows the temperature-pressure phase diagram as drawn by magneti-
zation and resistivity measurements [96]. The diagram consists of a low-pressure
ferromagnetic phase FM1 (F1 in the figure), a high-pressure ferromagnetic phase
FM2 (F2 in the figure) and a superconducting phase. A third magnetic phase was
reported [107], but not further evidence for it has been found. Application of pressure
decreases the Curie temperature Tc1 of the ferromagnetic phase FM1 eventually to
zero at the critical pressure Pc1 ∼ 1.7 GPa. The FM2-paramagnetic curve appears
just below 30 K and about 1.4 GPa, and goes away at a critical pressure Pc3 ∼ 2.7−2.8
GPa. Superconductivity is found in the narrow pressure range 2.55–2.75 GPa below
Tc= 0.14 K.

The magnetic properties of this compound are governed by a saturation moment
along the easy axis [101̄], as indicated by the magnetization curve of a single crystal
at 2 K shown in Fig. 2.31(a) [108]. The ordered magnetic moment goes from 0.5μB /U
at ambient pressure in the ferromagnetic phase FM1 to 0.07μB /U at 2.4 GPa in the
ferromagnetic phase FM2 [96]. The anisotropy of the magnetization remains at high
temperatures, as can be seen in Fig. 2.31(b). The susceptibility data follow a Curie-
Weiss law in the high-temperature paramagnetic region, with an effective magnetic
moment around 3.57μB /U that is pretty close to the 5 f 2 free-ion value 3.58μB /U.
The small value of the ordered moment 0.5μB /U has been taken as evidence for the
itinerant character of the 5f electrons in the ferromagnetic phase, though such a low
value could also be due to crystal-field effects [106, 109].
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Fig. 2.31 Magnetization as a function of a field strength at 2 K and b temperature in 10 kOe in a
single crystal of UIr [108]

2.3.2.2 Electronic States

Quantum-oscillation and resistivity measurements provide evidence that the low-
temperature metallic state of UIr is a Fermi liquid at ambient pressure. The dHvA
measurements suggest that the Fermi surface of UIr is two-dimensional and consists
mainly of nearly cylindrical sheets [97]. It has an effective mass m∗ ∼ 10−30 m0 and
a mean free path l ∼ 1270 Å. Such a value of the effective mass of the 5f electrons
leads to the classification of UIr as a moderate heavy-fermion compound. Since the
linear coefficient of the heat capacity γn ∝ m∗, summing for all the branches yields
the electronic specific-heat coefficient of 40–49 mJ/K2 mol [97, 110]. There are no
band-structure calculations for this compound.

Figure 2.32(a) shows the variation of the electrical resistivity of UIr as a function of
pressure [105, 110]. At low pressure, in the ferromagnetic phase FM1, the resistivity
follows ρ= ρ0 + AT n , with n ∼ 2 suggesting Fermi-liquid behavior. However,
as pressure increases the behavior becomes non-Fermi-liquid like and eventually
superconductivity appears in this regime. Figures 2.32(c–e) show the variation in n,
A and ρ0 as pressure increases. The non-Fermi-liquid behavior above ∼ 1GPa may
be related to critical fluctuations near the different magnetic transitions.

2.3.3 Superconducting State

Because of its extremely low critical temperature Tc= 0.14 K (in most figures in
this section this critical temperature is called Tsc), there is little information on
the superconducting state of UIr. Superconductivity seems to occur inside and near
the quantum critical point of the FM2 phase, in the very narrow pressure range of
2.6–2.75 GPa [96]. In the ferromagnet UGe2 with inversion symmetry the supercon-
ducting phase exists inside the ferromagnetic phase as well. Figure 2.33(a) shows
the temperature dependence of the resistivity below 10 K and at 2.61 GPa, where
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Fig. 2.32 a Resistivity as a function of temperature of UIr at different pressures, and c–e variations
in the parameters n, A and ρ0 of ρ= ρ0 + AT n as pressure increases [108]

Fig. 2.33 a Resistivity below 10 K and at 2.61 GPa of UIr showing a non-Fermi-liquid behavior.
The three samples possess different RRR-values: 82, 183 and 248. b Low-temperature region of
the phase diagram of UIr [107]

it follows a non-Fermi-liquid form T 1.6 [105]. Figure 2.33(b) is a close-up of the
low-temperature region of the phase diagram where superconductivity appears (in
this figure, FM3 denotes the ferromagnetic phase FM2).

Up to now experimental indications of the existence of a superconducting phase
in UIr come from measurements of resistivity in samples of different qualities. No
definite diamagnetic signal has yet been observed in UIr (Fig. 2.34) [107]. The
temperature dependence of the resistivity for three different samples is shown in
Fig. 2.33(a). The data indicate that superconductivity becomes weaker as the resid-
ual resistivity ratio (RRR) of the samples drops. Such a strong suppression of Tc with
increasing impurities/defects is typical of unconventional parity-conserving super-
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Fig. 2.34 Temperature
dependence of the ac
susceptibility of UIr below
0.2 K at different pressure.
Arrows indicate the onset
temperatures [107]

conductors [27]. Recent theoretical works [111, 112] considered impurity effects
on the critical temperature of superconductors without inversion symmetry. It was
found that impurity scattering leads to a functional form of Tc that, up to a prefactor,
is the same as the one for unconventional superconductor with inversion symmetry:

ln(Tc/Tc0)=α
[
ψ( 1

2 )− ψ
(

1
2 − Γ

2πTc

)]
. The suppression of Tc by impurities in

non-centrosymmetric UIr agrees with this prediction [111, 112].
The upper critical field Hc2(T ) in the direction of the easy axis [1 0 1̄ ] in the high-

temperature region was determined by resistivity measurements in a sample with a
very high RRR (Fig. 2.35) [105]. Tc was defined as the midpoint of the resistivity drop.
By assuming the standard empirical expression Hc2(T )= Hc2(0)

[
1− (T/Tc)

2
]
, the

zero-temperature upper critical field Hc2(0) was estimated as 26 mT corresponding
to a coherence length of ξ(0)= 1100 Å. Since this value of Hc2(0) is smaller than the
paramagnetic limiting field Hp = 280 mT orbital depairing is the likely mechanism
for the upper critical field in UIr.

It is believed that near a ferromagnetic quantum critical point spin fluctuations
lead to Cooper pairing in a spin-triplet channel. There are some possible scenarios
for the unexpected realization of superconductivity in this compound. It needs to be
confirmed that FM2 is indeed a ferromagnetic phase, and not a canted antiferromag-
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Fig. 2.35 Upper critical field
Hc2(T ) along the easy axis
[101̄] in UIr. The critical
temperatures were defined
by the midpoints of the
resistivity drops in the
inset [105]

netic phase that could yield pairing in the spin-single channel. A canted antiferromag-
netic phase may be caused by the spin-orbit coupling and the low symmetry of the
crystalline structure without inversion symmetry, as discussed by Dzyaloshinky and
Moriya. In this sense, it is important to note that the saturated moment of 0.07μB /U
in the FM2 phase is quite small. Another possibility is the FFLO state, in which at
zero magnetic field electrons with momenta k and −k + q can pair with nonzero
angular momenta. A mean-field model has been recently proposed for supercon-
ductivity in non-centrosymmetric ferromagnets [113], in which the antisymmetric
spin-orbit coupling (ASOC) turns out to enhance both superconductivity and ferro-
magnetism in all spin channels. Future experiments will be absolutely important for
the understanding of this unique superconductor.

2.4 Comparison of the Superconducting States of CePt3Si,
CeRhSi3, CeIrSi3, CeCoGe3, CeIrGe3 and UIr

The superconducting properties of the non-centrosymmetric HF compounds have
not been easy to determine. On the one hand, the CeTX3 and UIr compounds only
superconduct under pressure, making technically difficult to study them. On the other
hand, CePt3Si does become superconducting at ambient pressure, but has drawbacks
in the crystal quality available. In spite of this, it has been possible to establish some
of the characteristics of these materials.

The CeTX3 materials, with tetragonal space group I 4mm, and CePt3Si, with
tetragonal space group P4mm, have the same generating point group C4ν which
lacks a mirror plane and a two-fold axis normal to the c axis. Thus, a Rashba-type
interaction appears in all these compounds due to the missing of inversion symmetry.
In contrast, UIr has a monoclinic lattice.
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The Sommerfeld coefficient is much larger in CePt3Si than in CeTX3 and UIr.
Electron correlations should hence be stronger in CePt3Si. On the other hand, all
compounds turn from Fermi-liquid to non-Fermi-liquid states as pressure is increased
and become superconducting in the Fermi-liquid state, with the exception of UIr.

The behavior of the upper critical field Hc2 in the CeTX3 systems is very different
from that in CePt3Si. In CeTX3, Hc2‖c > 22 T and (−d Hc2‖c(T )/dT )Tc > 17 T/K
are larger than Hc2‖c ≈ 3 T and (−d Hc2‖c(T )/dT )Tc ∼ 6.3 T/K in CePt3Si.More-
over, in CeTX3 Hc2(T ) has a positive curvature, unlike in CePt3Si. In CeIrSi3, for
example, superconductivity is anisotropic (Hc2‖c/Hc2‖ab) > 3, whereas in CePt3Si
it is almost isotropic. There are clear signatures for unconventional superconductivity
in CeIrSi3,CeRhSi3 and CePt3Si, including evidence for line nodes in some cases.
The fact that these compounds also support strong magnetic features and order sug-
gests strongly that unconventional pairing mechanisms could be at work here. In this
context it is particularly intriguing to analyze the role the antisymmetric spin-orbit
coupling.
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15. Samokhin, K.V., Zijlstra, E.S., Bose, S.K.: Phys. Rev. B 69, 094514 (2004)
16. Sergienko, I.A., Curnoe, S.H.: Phys. Rev. B 70, 214510 (2004)
17. Frigeri, P.A., Agterberg, D.F., Koga, A., Sigrist, M.: Phys. Rev. Lett. 92, 097001 (2004)
18. Fujimoto, S.: J. Phys. Soc. Jpn. 76, 051008 (2007)
19. Yanase, Y., Sigrist, M.: J. Phys. Soc. Jpn. 76, 043712 (2007)
20. Yogi, M., Mukuda, H., Kitaoka, Y., Hashimoto, S., Yasuda, T., Settai, R., Matsuda, T.D., Haga,
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14, L377 (2002)

81. Knebel, G., Braithwaite, D., Canfield, P.C., Lapertot, G., Flouquet, J.: Phys. Rev. B 65, 024425
(2002)

82. Miyake, K., Maebashi, H.: J. Phys. Soc. Jpn. 71, 1007 (2002)
83. Lévy, F., Sheikin, I., Grenier, B., Huxley, A.D.: Science 309, 1343 (2005)
84. Uji, S., Shinagawa, H., Terashima, T., Yakabe, T., Terai, Y., Tokumoto, M., Kobayashi, A.,

Tanaka, H., Kobayashi, H.: Nature 410, 908 (2001)
85. Hake, R.R.: Appl. Phys. Lett. 10, 189 (1967)
86. Bulaevskii, L.N., Dolgov, O.V., Ptitsyn, M.O.: Phys. Rev. B 38, 11290 (1988)
87. Huxley, A., Sheikin, I., Ressouche, E., Kernavanois, N., Braithwaite, D., Calemczuk, R.: J.

Flouquet, Phys. Rev. B 63, 144519 (2001)
88. Sheikin, I., Huxley, A., Braithwaite, D., Brison, J.P., Watanabe, S., Miyake, K., Flouquet, J.:

Phys. Rev. B 64, 220503 (2001)
89. Terashima, T., Takahide, Y., Matsumoto, T., Uji, S., Kimura, N., Aoki, H., Harima, H.: Phys.

Rev. B 76, 054506 (2007)
90. Tada, Y., Kawakami, N., Fujimoto, S.: Phys. Rev. Lett. 101, 267006 (2008)
91. Agterberg, D.F., Frigeri, P.A., Kaur, R.P., Koga, A., Sigrist, M.: Physica B 378(80), 351 (2006)
92. Agterberg, D.F., Kaur, R.P.: Phys. Rev. B 75, 064511 (2007)
93. Kimura, N., Ito, K., Aoki, H., Uji, S., Terashima, T.: Phys. Rev. Lett. 98, 197001 (2007)
94. Tada, Y., Kawakami, N., Fujimoto, S.: J. Phys. Soc. Jpn. 77, 054707 (2008)
95. Dommann, A., Hullinger, F., Siegrist, T., Fischer, P.: J. Magn. Magn. Mater. 67, 323 (1987)
96. Akazawa, T., Hidaka, H., Fujiwara, T., Kobayashi, T.C., Yamamoto, E., Haga, Y., Settai, R.,
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Chapter 3
Electronic States and Superconducting
Properties of Non-centrosymmetric
Rare Earth Compounds

Yoshichika Ōnuki and Rikio Settai

Abstract The property of Fermi surface splitting in the non-centrosymmetric tetrag-
onal compounds RPt3Si (R: La, Ce) and RT X3 (T: Co, Rh, Ir; X: Si, Ge) are studied
by de Haas-van Alphen experiments and compared with energy band calculations.
Moreover superconducting properties are investigated in these compounds. In partic-
ular, in CeIrSi3 the unusual behavior of the upper critical field Hc2 at pressures around
2.6 GPa is analyzed in detail. At 2.6 GPa, a huge value of Hc2(0) � 450 kOe is found
for magnetic fields along the [0 0 1] direction of the non-centrosymmetric tetrago-
nal crystal structure, in contrast to the smaller Hc2(0) � 95 kOe for H ‖ [1 1 0].

3.1 Introduction

Since the discovery of the first heavy fermion superconductor CeCu2Si2 in 1979,
heavy fermion superconductivity has been observed in several cerium, praseodym-
ium, uranium, and nowadays even neptunium and plutonium compounds. Heavy
fermion superconductivity is found to coexist with antiferromagnetism as well as
ferromagnetism. Furthermore, it is widely recognized that pressure P is a useful
tuning parameter to find superconductivity in magnetically ordered f-electron com-
pounds [1, 2]. With increasing pressure, the magnetic ordering temperature Tmag
becomes zero at a critical pressure Pc in some compounds: Tmag → 0 for P → Pc.

For example, an antiferromagnetic cerium compound is changed into a paramag-
net at pressures higher than Pc. The heavy fermion state is formed around Pc as
a result of the competition between the Ruderman-Kittel-Kasuya-Yosida (RKKY)
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interaction and the Kondo effect. Heavy fermion superconductivity is often observed
in this pressure region.

Phonon-mediated Cooper pairing is most likely not effective in heavy fermion
superconductors due to the strongly repulsive interaction among the quasiparticles
derived from the itinerant and strongly correlated f-electrons. Nevertheless, super-
conductivity is realized in these systems. To minimize the repulsive interactions, elec-
trons preferentially choose an anisotropic channel, such as a p-wave spin-triplet state
or a d-wave spin-singlet state, to form Cooper pairs [3]. Neutron-scattering experi-
ments clearly indicate a close relationship between superconductivity and magnetic
excitations in UPd2Al3 [4, 5, 6]. The magnetic excitation gap of UPd2Al3, which
appears in inelastic neutron scattering below the superconducting transition temper-
ature Tsc, results from the presence of the superconducting order parameter.

Figure 3.1 shows a schematic view of the superconducting order parameters with
s-, d-, and p-wave pairings. The order parameter Ψ (r) with even parity (s- and
d-waves) is symmetric with respect to r where one electron with the up-spin state of
the Cooper pair is simply considered to be located at the center of Ψ (r), namely at
r = 0, and the other electron with the down-spin state is located at r, revealing the
spin-singlet state of (|↑↓〉 − |↓↑〉)/√2 (total spin S = 0). The width of Ψ (r) with
respect to r is called the coherence length ξ, as shown in Fig 3.1a. Nuclear magnetic
resonance (NMR) and nuclear quadrupole resonance (NQR) have proved to be useful
tools for determining the symmetry of the superconducting condensate. For example,
UPd2Al3 is considered to be a d-wave superconductor from the NMR experiment [7],
which corresponds to the case in Fig. 3.1b. The origin of pairing has also been clarified
by neutron-scattering experiments on UPd2Al3 [4, 5, 6], as mentioned above. On the
other hand, Ψ (r) with odd parity (p- or f-wave) is not symmetric with respect to r,
where the parallel spin state is shown in Fig. 3.1c. Namely, the spin state is of spin-
triplet in nature: |↑↑〉 (Sz = 1), (|↑↓〉 + |↓↑〉)/√2 (Sz = 0), and |↓↓〉 (Sz = −1).
From NMR, magnetization and thermal conductivity experiments, UPt3 is considered
to possess odd parity symmetry [8, 9, 10].

Recently superconductivity in several non-centrosymmetric heavy fermion com-
pounds has been reported, in CePt3Si [11, 12] with the tetragonal structure (P4mm),
UIr [13, 14] with the monoclinic structure (P21), CeRhSi3 [15–17], CeIrSi3 [1, 18,
19] and CeCoGe3 [20] with the tetragonal BaNiSn3-type structure (I 4mm). We
show in Fig. 3.2 the crystal structure of CePt3Si and CeIrSi3, which lack inversion
symmetry along the tetragonal [0 0 1] direction (c-axis). In CeIrSi3, the Ce atoms
occupy the four corners and the body center of the tetragonal structure, similar to
the well-known tetragonal CeCu2Si2(ThCr2Si2-type), but the Ir and Si atoms lack
inversion symmetry along the [0 0 1] direction.

Inversion is an essential symmetry for the formation of Cooper pairs. In non-
centrosymmetric metals a splitting of Fermi surfaces with different spin directions
occurs, restricting the possible Cooper pair states which can be formed keeping the
total momentum zero. In the case of CePt3Si,CeRhSi3,CeIrSi3 and CeCoGe3 split
Fermi surfaces very similar to each other in topology but different in volume are
formed due to the presence of a Rashba-type antisymmetric spin-orbit interaction:
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Fig. 3.1 Schematic view of the superconducting order parameters with s-, d- and p-wave pairings
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Fig. 3.2 a Crystal and magnetic structure of CePt3Si, and the crystal structure of CeIrSi3, which
also lack inversion symmetry along the [0 0 1] direction

Hso = − �

4m∗2c2
(∇V (r)× p) · σ

= α(n× p) · σ
= α p⊥ · σ ,

(3.1)

where α denotes the strength of the spin-orbit coupling, n is a unit vector derived
from ∇V (r), which lies along the [0 0 1] direction (c-axis) for these compounds,
and σ is the Pauli matrix [21, 22]. This additional term in the electron Hamiltonian
separates the spin degenerate bands into two given by [22–24],
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Fig. 3.3 a Spherical Fermi surface with degenerated up (↑) and down (↓) spin states, and b the
Fermi surface and the corresponding energy bands are split into two components depending on
the up and down spin states when the magnetic field H is applied to the material. The maximum
cross-sectional areas SF are also split into two components as a function of the magnetic field, well
known as Zeeman splitting. c The Fermi surface and the corresponding energy band are split into
two components depending on the up and down spin states due to the antisymmetric spin-orbit
interaction even when H = 0. The field dependence of the maximum cross-sectional areas SF− and
SF+ are also shown in the non-centrosymmetric structure

εp± = p2

2m∗
∓ |α p⊥|, (3.2)

where p⊥ = (py,−px , 0). This splitting appears in the absence of a magnetic field
and introduces a characteristic momentum-dependent spin structure to the electronic
states, as shown in Fig. 3.3(c). Note that the spins of the conduction electrons are
rotated for the direction of the effective magnetic field, n× p, clockwise or anticlock-
wise, depending on the up and down spin states. For comparison, in Fig. 3.3(b), we
show the well-known Zeeman splitting, where the degenerated Fermi surface is split
into two Fermi surfaces corresponding to a majority and minority spin, respectively,
for a given quantization axis parallel to an applied magnetic field.

In a non-centrosymmetric metal most p-wave pairing states are prohibited because
electrons would have to form zero-momentum Cooper pairs, which are separated
by an energy of 2|α p⊥| ∼ 10 − 1000K , much larger than the superconducting
energy gap of a few Kelvin in heavy fermion superconductors. Frigeri et al. studied
theoretically the possible existence of a spin-triplet pairing state compatible with
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Fig. 3.4 a Schematic picture
of parity-mixed Cooper
pairs. The left-hand side
represents the Cooper pair
with the spin quantization
axis parallel to n× p. The
right-hand side represents
the sum of a spin-singlet
state and a spin-triplet state
with Sz = ±1 for the spin
quantization axis parallel to
the z-axis, or the [0 0 1]
direction, Ref. [26].
b Temperature dependence
of the spin susceptibility
below Tsc for H ‖ [0 0 1]
and H ⊥ [0 0 1], Ref. [25].
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antisymmetric spin-orbit coupling [21, 25]. The d vector characterizing the corre-
sponding spin-triplet state, is parallel to p⊥: d(k) = Δ(ky x − kx y). In a complete
description the order parameter is a mixture of spin-singlet and spin-triplet compo-
nents, as shown schematically in Fig. 3.4(a) [26]. The corresponding spin suscep-
tibility becomes non-zero at 0 K, as shown in Fig. 3.4(b): for the magnetic field H
along the [0 0 1] direction, χ(H ‖ [0 0 1]) is unchanged below the superconducting
transition temperature Tsc, and χ(H ⊥ [0 0 1]) becomes χ(H ‖ [0 0 1])/2 at 0 K.
The fact that the spin susceptibility remains constant below Tsc for H ‖ [0 0 1] is a
result of a van Vleck-type contribution to χ due to the spin-orbit coupling and the
Fermi surface splitting.

The theoretical result in Fig. 3.4 suggests that there exists no paramagnetic limiting
effect on the upper critical field Hc2 for magnetic fields along the [0 0 1] direction
(c-axis), while paramagnetic suppression is expected for H ⊥ [0 0 1]. On rather
general grounds it has been shown theoretically that the mixing of even and odd
parity states can give rise to nodes in the quasiparticle excitation gap.

We studied Fermi-surface properties by de Haas-van Alphen (dHvA) measure-
ments and compared the results with energy band-structure calculations. The dHvA
signal Vosc, in the usual 2ω-type field modulation method, is simply given as follows
[27, 28]:
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Vosc =A

∣∣∣∣∂
2SF(kz)

∂k2
z

∣∣∣∣
−1/2

RT RD RS sin

(
2πF

H
+ φ

)
, (3.3)

A ∝ ωJ2(x)H
1/2, (3.4)

RT = 2αm∗c T/H

sinh(2αm∗c T/H)
, (3.5)

RD = exp(−αm∗c TD/H), (3.6)

RS = cos(πm∗c g/2m0), (3.7)

α = 2π2ckB/e�, (3.8)

x = 2πFh

H2 , (3.9)

where h is the modulation field. In our measurements we take h = 100 Oe and
the frequency ω/2π = 11 Hz, J2(x) is a Bessel function and the dHvA frequency
F(= c�SF/2πe) is proportional to the extremal (maximum or minimum) cross-
sectional area SF of the Fermi surface. The dHvA frequencies F, obtained by fast
Fourier transformation (FFT) from the dHvA oscillations, are expressed in units of
magnetic field. Moreover, RT, RD and RS are reduction factors due to finite temper-
ature, finite scattering lifetime and interference between up and down spin electrons,
respectively. From temperature and field dependences of the dHvA amplitude, we can
determine the cyclotron effective mass m∗c and the Dingle temperature TD, respec-
tively. TD(= �/2πkBτ) is inversely proportional to the scattering lifetime τ of the
conduction electrons. We can also estimate the mean free path  from the simple
relations: SF = πk2

F, �kF = m∗cvF, and  = vFτ, where kF is half of the diameter
of a circular SF and vF is the Fermi velocity.

Here we comment on the relation between the Fermi surface and the spin states of
conduction electrons. For an inversion-symmetric crystal structure the up and down
spin states of conduction electrons are degenerate and have the same Fermi surface,
as shown in Fig. 3.3(a). In a magnetic field, the degenerate Fermi surface is split into
two sheets, as shown in Fig. 3.3(b), the well known Zeeman splitting. The split Fermi
surfaces, however, yield the same dHvA frequency F corresponding to the frequency
extrapolated to zero field, as shown in Fig. 3.3(b).

The relations of Eqs. (3.3)–(3.9) can also be extended to the dHvA oscillations for
non-centrosymmetric metals. Due to the Fermi surface splitting the dHvA frequency
F is split into two dHvA frequencies, F+ and F−, as shown in Fig. 3.3(c). Using
the relations of εF = �

2k2
F/2m∗c , SF = πk2

F and SF = (2πe/c�)F, we obtain from
Eq. (3.2):

|F+ − F−| = 2c

�e
|αp⊥|m∗c . (3.10)



3 Electronic States and Superconducting Properties 87

Fig. 3.5 a Typical dHvA
oscillation for H ‖ [0 0 1]
and b its FFT spectrum in
LaPt3Si, Ref. [29]
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We can thus determine the magnitude of the antisymmetric spin-orbit interaction
2|α p⊥| via the dHvA experiment.

In this chapter, we show the split Fermi-surface properties of RPt3Si(R:La, Ce)
and RT X3 (T: Co, Rh, Ir, X: Si, Ge), and also their corresponding characteristic
superconducting properties.

3.2 Electronic States and Superconducting Properties
of LaPt3Si and CePt3Si

First we show in Fig. 3.5(a) typical dHvA oscillations for LaPt3Si in a magnetic field
H along the [0 0 1] direction (c-axis) and its FFT spectrum [29]. The detected dHvA
branches are named α, β, γ, δ and ε, as shown in Fig. 3.5(b).
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Fig. 3.6 a Experimental angular dependence of the dHvA frequency, b the theoretical one and
c the corresponding theoretical Fermi surfaces in LaPt3Si, Ref. [29]

Figures 3.6(a), 3.6(b) and 3.6(c) show the experimental angular dependence of the
dHvA frequency, the theoretical one based on the full potential linearized augmented
plane wave (FLAPW) method and the corresponding Fermi surfaces in LaPt3Si,
respectively. The branches α, β, δ and ε correspond to bands 64, 63 hole-Fermi
surfaces, 65 and 66 electron-Fermi surfaces, respectively, as shown in Fig. 3.6(c).
The two kinds of Fermi surfaces can be attributed to the splitting of the electron
spectrum by antisymmetric spin-orbit coupling, as mentioned above. Therefore, the
Fermi surfaces of the bands 61 and 62, bands 63 and 64, and bands 65 and 66 form
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Fig. 3.7 Energy band
structure in LaPt3Si,
Ref. [30]
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such split pairs, respectively. The structure off spin-orbit coupling implies that the
Fermi surface degeneracy exists only for k along the c-axis (within the Brillouin zone
along the �–Z, X–R and M–A directions) in LaPt3Si (CePt3Si), while splitting is
realized along all other directions as shown in Figs. 3.6(c) and 3.7.

Using the observed dHvA frequencies and the averaged value of two cyclotron
effective masses, we obtain the antisymmetric spin-orbit interaction 2|αp⊥| as
2400 K for branches α and β, and 800 K for branches δ and ε. The correspond-
ing theoretical values are 4200 K for branches α and β, and 2000 K for branches
δ and ε,where we used the theoretical dHvA frequencies and averaged band masses
in Table 3.1. We summarize in Table 3.1 the experimental values of the dHvA fre-
quency F, the cyclotron effective mass m∗c and the antisymmetric spin-orbit inter-
action 2 |αp⊥| , together with the corresponding theoretical values of the dHvA
frequency Fb and the band mass mb and the estimated value 2 |αp⊥| for branches
α, β, δ and ε.

CePt3Si orders antiferromagnetically below TN = 2.3 K [11, 32, 32], with a small
ordered moment of 0.16 μB/Ce and a propagation vector q = (0 0 1

2 ), where the
ordered moments are ferromagnetically directed along the [1 0 0] (a-axis) in each
plane and antiferromagnetically stacked along the [0 0 1] direction, [33] as shown
in Fig. 3.2(a). Within the antiferromagnetic state, CePt3Si becomes superconducting
below the transition temperature Tsc = 0.46 K, as shown in Fig. 3.8(a). The electronic
specific heat (Ce/T ) is shown in Fig. 3.8(c) as a function of temperature for H = 0,
after subtracting antiferromagnetic and phonon contributions from the raw C/T
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Fig. 3.8 a Temperature dependence of the specific heat divided by temperature C/T of CePt3Si,
together with the data of a non-4f reference compound, LaPt3Si. Solid lines show idealized jumps
at Tsc and TN, Ref. [30]. b Specific heat divided by temperature C/T around Tsc of CePt3Si.
Circles (◦) and triangles (�) show the data under magnetic fields H = 0 and 40 kOe, respectively.
A nuclear Schottky contribution of 0.03[mJ· K/mol]/T 3 was subtracted from the raw C/T data
measured at 40 kOe. The broken line indicates an extrapolation below TN which is expressed as
C/T = 335 [mJ/K2· mol]+165[mJ/K4· mol]T 2. c Electronic specific heat divided by temperature
Ce/T for H = 0 after subtracting 165[mJ/K4· mol]T 2 from the raw C/T data. The solid line
shows the linear temperature dependence of Cs/T = 34.1[mJ/K2· mol]+1290[mJ/K3· mol]T. The
broken line indicates the normal-state electronic specific-heat coefficient γn = 335 mJ/K2· mol.
The dashed-dotted line shows a prediction of BCS weak-coupling theory with 2Δ/kBTsc = 3.53.
The electrical resistivity data of the same sample are also shown in the right-hand scale
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Table 3.1 Experimental dHvA frequency F, the cyclotron effective mass m∗c and the spin-orbit
interaction 2 |αp⊥| , and the theoretical dHvA frequency Fb, the band mass mb and the theoretical
spin-orbit interaction 2 |αp⊥| for H ‖ [0 0 1] in LaPt3Si, Ref. [30]

Experiment Theory

Branch F(×107 Oe) m∗c (m0) 2 |αp⊥| (K) Fb(×107 Oe) mb(m0) 2 |αp⊥| (K)

α

β

11.0
8.41

1.4
1.5

}
2400 (α, β)

10.5
7.50

0.91
0.98

}
4200 (α, β)

δ

ε

1.68
0.97

1.2
1.0

}
800 (δ, ε)

1.54
0.63

0.72
0.51

}
2000 (δ, ε)

data in Fig. 3.8(b): Ce/T = γs + βsT with γs = 34.1 mJ/K2 ·mol and βs =
1290 mJ/K3 ·mol, as shown in Fig. 3.8(c), revealing a low-temperature power law
consistent with the existence of line nodes in the superconducting energy gap. The
normal-state electronic specific heat is obtained as 335 mJ/K2 ·mol. LaPt3Si also
shows superconductivity below Tsc = 0.6 K. The specific heat below 0.5 K displays
an exponential dependence as a function of temperature, following the standard BCS
relation. LaPt3Si might be even a type-I superconductor, because superconductivity
can be easily suppressed by a small magnetic field of 100 Oe. The electronic specific-
heat coefficient is 11 mJ/K2· mol in the normal state.

We show in Fig. 3.9 the magnetic and superconducting phase diagram. Open
circles and squares in the phase diagram were determined from specific heat and
electrical-resistivity measurements, respectively. Open triangles are due to the data
obtained from thermal expansion and magnetostriction measurements. With regard
to the superconducting phase, we observe a small anisotropy in the upper critical
field Hc2(0) between H ‖ [1 0 0] and [0 0 1] from the resistivity measurements,
where the superconducting transition temperature Tsc is defined through the vanishing
of electrical resistivity. As shown in Figs. 3.8(c) and 3.9, the resistivity becomes
zero below 0.7 K, whereas bulk superconductivity inferred from the specific heat is
realized only below Tsc = 0.46 K.

We show in Fig. 3.10 the pressure phase diagram of CePt3Si [31, 34]. In this
figure, data shown by open and closed circles were obtained from ac-specific-heat
measurements, data marked by squares from zero-resistivity measurements and data
shown by triangles from ac-susceptibility measurements. By applying pressure, the
Néel temperature TN= 2.3 K decreases and becomes zero around PAF= 0.6 GPa.
Also the superconducting transition temperature Tsc decreases with increasing pres-
sure, and becomes almost constant around 0.6–0.8 GPa, showing a shoulder-like
feature in the pressure dependence of Tsc. Upon further increasing pressure, Tsc
decreases again, and superconductivity disappears around Psc = 1.5 GPa.

We performed the dHvA experiment under pressures crossing PAF and Psc, in
order to study the change of the electronic states. Figures 3.11(a) and 3.11(b) show
typical dHvA oscillations at 1.28 GPa for H ‖ [0 0 1] and the FFT spectra at 0, 1.28
and 2.4 GPa, respectively, at about 80 mK. The only detected dHvA branch is branch
δ at 0 and 1.28 GPa and its second harmonic. The spectrum at P = 0 GPa, obtained at
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Fig. 3.9 Magnetic and superconducting phase diagrams for a H ‖ [1 0 0] and b [0 0 1] in CePt3
Si, Ref. [30]. Open circles and squares are obtained from specific heat and the electrical-resistivity
measurements, respectively, and open triangles show data obtained from thermal expansion and
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Fig. 3.10 Pressure phase
diagram of CePt3Si,
Ref. [34]. Closed and open
circles represent the pressure
dependence of TN and Tsc,

respectively, obtained from
ac-specific-heat
measurement. Squares and
triangles are obtained from
electrical resistivity and
ac-susceptibility
measurements under
pressure, respectively
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34 mK, contains one more branch with the dHvA frequency F = 1.37×107 Oe, [29]
although the corresponding dHvA peak could not be seen in the present pressure-cell
experiment due to the very weak intensity of this branch. On the other hand, two
branches are clearly observed at 2.4 GPa: F = 1.64×107 Oe and F = 2.21×107Oe.
The former branch might correspond to δ, but the latter branch is a new one.

We show in Figs. 3.12(a) and 3.12(b) the pressure dependence of the dHvA fre-
quency and the cyclotron effective mass, respectively. The branch δ (open circles)
might be observed from 0 GPa to 2.7 GPa, indicating a gradual increase of the dHvA
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Fig. 3.11 a dHvA oscillation
at 1.28 GPa and b the
corresponding FFT spectra at
0, 1.28 and 2.4 GPa for H ‖
[0 0 1] in CePt3Si, Ref. [30]

(a)

(b)

420

140 kOe 70 kOe1/H

1.28 GPa

2.4 GPa

0 GPa

2

2

1.28 GPaH // [001]
T = 83 mK

dHvA Frequency  (x10 7 Oe )

CePt3Si

frequency with increasing pressure with a rate of (2.5 ± 0.1) × 102 kOe/GPa, as
shown in Fig. 3.12(a). Above 1.5 GPa, a new branch (open squares) is observed, and
the dHvA frequency (2.21×107 Oe) of this new branch also increases with growing
pressure by (3.2 ± 0.1) × 102 kOe/GPa. On the other hand, the cyclotron effective
mass of branch δ decreases slightly as a function of pressure and shows a discon-
tinuous change around 1.5 GPa. The cyclotron effective mass of the new branch is
extremely large, 19m0 at 2.0 GPa, and decreases steeply with increasing pressure,
11m0 at 2.7 GPa. We could not determine the cyclotron effective mass of the new
branch at 1.5 and 1.77 GPa because of a small dHvA signal and most likely a larger
cyclotron mass.

We also carried out the dHvA experiment for H ‖ [1 0 0]. At ambient pressure and
at temperatures of about 30 mK, three branches with dHvA frequencies F = 1.49×
107, 1.64×107, 1.83×107 Oe are observed, [29] while only one branch is observed in
the pressure-cell experiment at T = 80 mK. The pressure dependences of the dHvA
frequency and the effective mass are shown in Figs. 3.13(a) and 3.13(b), respectively.
The dHvA frequency of F = 1.83 × 107 Oe at ambient pressure decreases with
increasing pressure up to 2 GPa with the rate−(3.5±0.7)×102 kOe/GPa, as shown
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Fig. 3.12 Pressure
dependence of a the dHvA
frequency and b the
cyclotron effective mass for
H ‖ [0 0 1] in CePt3Si,
Ref. [30]
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in Fig. 3.13(a) (open circles). The amplitude of the dHvA signal at ambient pressure is
relatively small compared with the one for H ‖ [0 0 1]. It rapidly decreases above 1.5
GPa, and was not observed anymore above 2 GPa. Although the obtained cyclotron
effective mass has a relatively large ambiguity due to the small dHvA amplitude, it
is clear that it increases as a function of pressure up to 1 GPa and becomes almost
constant at higher pressures, as shown in Fig. 3.13(b) (open circles).

We discuss the pressure dependence of the Fermi-surface properties in CePt3Si.
At ambient pressure, we assume that the topology of the Fermi surface in CePt3Si is
similar to that in LaPt3Si.This might be the case up to the critical pressure PAF = 0.6
GPa, where TN becomes zero. Actually similar dHvA experiments under pressure
for antiferromagnets such as CeRh2Si2, [35, 36] CeRhIn5 [37] and CeIn3 [38] indi-
cate that their dHvA branches at ambient pressure persist up to PAF and new dHvA
branches appear only above PAF. These new branches are well explained by an
itinerant 4f-band model. We expect that in CePt3Si the 4f-Fermi surfaces shown in
Fig. 3.14(c) are observed above PAF as in CeRh2Si2, CeRhIn5 and CeIn3. How-
ever, no distinctive change in the dHvA frequency and cyclotron effective mass
of CePt3Si is visible at PAF, although a new branch with a dHvA frequency of
2.21 × 107 Oe and a large cyclotron effective mass of 19m0 appears above 2 GPa.
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Fig. 3.13 Pressure
dependence of a the dHvA
frequency and b the
cyclotron effective mass for
H ‖ [1 0 0] in CePt3Si,
Ref. [30]
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We show the experimental angular dependence of the dHvA frequency at ambi-
ent pressure in Fig. 3.14(a). This should be compared with the theoretical angular
dependence of the dHvA frequency of CePt3Si under the assumption that the 4f
electrons are itinerant, because CePt3Si displays a paramagnetic state above PAF
(Fig. 3.14(b)). In the paramagnetic state, CePt3Si becomes a compensated metal with
equal volumes of electron and hole Fermi surfaces. The theoretically determined main
dHvA branches are α(Fb = 5.76 × 107 Oe and mb = 2.96m0), δ(Fb = 5.67 ×
107 Oe and mb = 6.25m0), ε(Fb = 3.52 × 107 Oe and mb = 2.52m0), β(Fb =
3.03× 107 Oe and mb = 2.07m0) and δ′(Fb = 2.01× 107 Oe and mb = 1.50m0).

These branches were not observed in the experiment, although the new branch of
2.21 × 107 Oe is close to branch δ′. In the dHvA experiment under pressure for
CePt3Si,we found a change of the electronic states at about 1.5 GPa, but it cannot be
concluded that itinerant 4f-electronic states are realized above 1.5 GPa. It is neces-
sary to perform the dHvA experiment at ambient pressure as well as under pressure
for a sample of much higher quality.

The electronic state is often reflected in the upper critical field in supercon-
ductivity. The superconducting transition temperature Tsc is 0.7 K, from electrical-
resistivity measurements, as mentioned above. Using resistivity measurements the
zero-temperature upper critical field is Hc2(0)= 32 kOe for H‖ [0 0 1] and
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Fig. 3.14 a Experimental angular dependence of the dHvA frequency at ambient pressure, b the
theoretical dependence and c the corresponding theoretical Fermi surfaces based on the 4f-itinerant
band model in CePt3Si, Refs. [29] and [30]

Hc2(0) = 27 kOe for H‖ [1 0 0] as shown in Fig. 3.9 (squares). Specific-heat mea-
surements probe the onset of bulk superconductivity and point to a lower Tsc = 0.46
K and an upper critical field of 23 kOe, as shown by circles in Fig. 3.9.

We studied the upper critical field under pressure from resistivity measurement.
Figure 3.15 shows the temperature dependence of the electrical resistivity at 0.1, 0.3
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Fig. 3.15 Low-temperature
electrical resistivity of
CePt3Si at 0.1, 0.3 and 0.6
GPa, Ref. [39]
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Fig. 3.16 Temperature
dependence of the upper
critical field in CePt3Si at 0.1
and 0.6 GPa, Ref. [39]
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and 0.6 GPa. The electrical resistivity at 0.1 GPa decreases slightly below TN = 2.2 K,
and steeply below TN = 0.8 K, becoming zero at Tsc = 0.6 K, as shown by arrows. At
0.3 GPa, a similar resistivity behavior is obtained, but the resistivity drop at Tsc = 0.3
K becomes sharp at 0.6 GPa, where the Néel temperature approaches zero.

We measured the electrical resistivity under magnetic fields to analyze the
behavior of the upper critical field. Figure 3.16 gives the upper critical field for H‖
[0 0 1] and [1 0 0], shown by circles and squares, respectively, at 0, 0.1 and 0.6
GPa. The anisotropy of Hc2 between H‖ [0 0 1] and [1 0 0] is found to be
small even at 0.6 GPa: −dHc2/dT = 43 kOe/K at Tsc = 0.3 K and Hc2(0) �
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Fig. 3.17 a Typical dHvA
oscillation for H ‖ [0 0 1]
and b its FFT spectrum in
LaIrSi3, Ref. [19]
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9.5 kOe for H‖[001] and − dHc2/dT = 33 kOe/K and Hc2(0) � 7.9 kOe for H‖
[1 0 0]. These results indicate that CePt3Si does not show the characteristic features
of an upper critical field dominated by paramagnetic limiting effects, suggesting that
here the mechanism determining Hc2(T ) is orbital depairing.

3.3 Electronic States and Superconducting Properties
of LaT X3 and CeT X3

We now turn to the group of LaT X3 and CeT X3 compounds (T = Co, Rh, Ir and
X = Si, Ge). In Fig. 3.17(a) we show the typical dHvA oscillations of LaIrSi3 for
the magnetic field H along the [0 0 1] direction (c-axis) and its FFT spectrum. The
observed dHvA branches, α, β, ε, and η, are depicted in Fig. 3.17(b). The signal α
with the largest dHvA frequency is clearly split into two branches, each of which
separates once more into two branches. The former splitting is due to antisymmetric
spin-orbit coupling, while the latter one is mainly due to the slight corrugation of each
Fermi surface, possessing two extremal (maximum and minimum) cross-sections.

Figures 3.18(a) and 3.18(b) show the angular dependence of the dHvA frequency
in LaIrSi3, together with the theoretical one. The detected dHvA branches are well
explained by the result of the FLAPW energy band calculation. The corresponding
theoretical Fermi surfaces are shown in Fig. 3.19.



3 Electronic States and Superconducting Properties 99

10

5

90o
60o

30o 30o 60o
90o(0) 30o

[110]
0

[001] [100][110]

α'

η 

LaIrSi3

Field Angle (Degree)

dH
vA

 F
re

qu
en

cy
 (

x1
07 

O
e)

 

β 

α

ε 

90o
60o

30o 30o 60o 90o(0) 30o

[110]
0

[001] [100][110]

α'

α

α"α"

α"

α"
η ε 

α"

α"

α'

β 

LaIrSi3

(a) (b)

α'

Fig. 3.18 a Angular dependence of the dHvA frequency and b theoretical angular dependence in
LaIrSi3, Ref. [19]

The dHvA branches are identified as follows:

1. branches α and η correspond to outer and inner orbits of the electron Fermi
surfaces belonging to band 41 and 42, respectively. These Fermi surfaces have a
void around the center of the Brillouin zone (� point). Also the branchesα′ and α′′
are due to these Fermi surfaces.

2. branch β is due to the hole Fermi surfaces corresponding to band 39 and 40.
3. branch ε originates from the hole Fermi surface of band 38.

We determine the cyclotron effective mass m∗c from the temperature dependence
of the dHvA amplitude and find, for example, 1.03 m0 for branch α in the magnetic
field along the [0 0 1] direction. The Fermi-surface properties are summarized in
Table 3.2.

The dHvA results of LaIrSi3 are also compared with those of LaIrGe3, as shown
in Fig. 3.20. The valence-electron configurations are 3s23p2 in Si and 4s24p2 in Ge.
The dHvA frequency of LaIrGe3 is slightly smaller than that of LaIrSi3, because the
lattice constants of a = 4.4343 Å and c = 10.0638 Å in LaIrGe3 are larger than
a = 4.2820 Å and c = 9.8391 Å in LaIrSi3 and the corresponding Brillouin zone
of LaIrGe3 has a smaller volume than that of LaIrSi3. However, the 2|αp⊥| value is
almost the same for the two compounds as listed in Table 3.2.

We now discuss the Fermi-surface properties and the magnitude of the antisym-
metric spin-orbit coupling in LaTGe3 (T: Co, Rh, Ir). Figure 3.21 shows the angular
dependence of the dHvA frequency. The topologies of the Fermi surfaces are essen-
tially the same in LaTGe3 (T = Co, Rh, Ir). This is plausible in view of the fact
that the valence electron configurations do not differ in LaTGe3: 3d74s2 in Co,
4d85s1 in Rh and 5d9 in Ir. Note, however, that the dHvA frequency of branch
α in LaCoGe3 is smaller than those in LaRhGe3 and LaIrGe3, and the width of
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Table 3.2 Experimental dHvA frequency F, the cyclotron mass m∗c , and the antisymmetric spin-
orbit interaction 2 |αp⊥| for H ‖ [0 0 1] in La T X3 (T = Co, Rh, Ir and X = Si, Ge) and
PrCoGe3, Ref. [40]

Branch α Branch β

F(×107 Oe) m∗c (m0) 2|αp⊥| (K) F(×107Oe) m∗c (m0) |αp⊥| (K)

LaCoGe3

{
9.15
8.74

1.19
1.20

461
7.09
6.72

1.28
1.11

416

LaRhGe3

{
10.4
10.0

1.04
1.04

511
6.98
6.67

0.83
0.85

505

LaIrGe3

{
10.4
9.29

1.13
1.51

1090
7.25
6.22

1.32
1.29

1066

LaIrSi3

{
10.9
10.0

0.97
1.03

1100
7.64
6.76

0.97
0.92

1250

PrCoGe3

{
9.04
8.64

1.80
1.97

284
7.13
6.71

2.04
1.70

302

the split dHvA frequencies, |F+ − F−|, for branch α in LaIrGe3 is larger than
those in LaCoGe3 and LaRhGe3. Hence the Fermi surface in LaCoGe3 is slightly
smaller in volume than those in LaRhGe3 and LaIrGe3. Moreover, we may con-
clude that the antisymmetric spin-orbit coupling 2|αp⊥| in LaIrGe3 is larger than
in LaCoGe3 and LaRhGe3: 2|αp⊥| = 460 K in LaCoGe3, 510 K in LaRhGe3 and
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Fig. 3.20 Angular dependence of the dHvA frequency in a LaIrGe3 and b LaIrSi3, Ref. [40]
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Fig. 3.21 Angular dependence of the dHvA frequency in a LaCoGe3, b LaRhGe3 and c LaIrGe3,

Ref. [40]

1090 K in LaIrGe3 for branch α. Precise values for branches α and β are given in
Table 3.2.

In this series of dHvA experiments, the potentials can be varied by changing the
transition metal ions T = Co, Rh and Ir in LaTGe3. This may explain the reason
why the antisymmetric spin-orbit coupling in LaIrGe3 is relatively large compared
with those in LaCoGe3 and LaRhGe3. The difference is connected with both the
characteristic radial wave function φ(r) of Ir-5d electrons and the relatively large
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Fig. 3.22 Radial wave
function rφ(r) as a function
of the distance r for Ir-5d,
Rh-4d and Co-3d electrons in
the isolated atoms, Ref. [40]
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effective atomic number Zeff in Ir close to the nuclear center. Here we simply calculate
the spin-orbit interaction for the d electrons, not in the lattice but in the isolated atom,
following the method presented by Koelling and Harmon [41].

Figure 3.22 shows the r-dependence of the radial wave function rφ(r) for Ir-5d,
Rh-4d and Co-3d electrons. We assume the valence electrons to be 3d74s2 in Co,
4d75s2 in Rh and 5d76s2 in Ir. The rφ(r) function of Ir-5d electrons possesses a
maximum at r = 0.11 atomic units (a. u.), very close to the atomic center, while the
corresponding distance r is 0.37 a. u. in Rh-4d and 0.66 a. u. in Co-3d, farther from
the atomic center.

Next we will consider the potential V (r), which corresponds to the sum of the
nuclear potential, and the classical Coulomb and exchange-correlation potentials
derived from electron interactions. Figure 3.23(a) shows the coupling constant of the
spin-orbit interaction, r2 dV (r)/dr. Simply thinking, this value corresponds to the
effective atomic number Zeff in the potential V (r) = −Zeff/r. Zeff at r = 0 is very
close to the atomic number Z in the nuclear potential V (r) = −Z/r, where Z is
77, 45 and 27 for Ir, Rh and Co, respectively. As seen in Fig. 3.23(a), the coupling
constant of the spin-orbit interaction is reduced strongly as a function of the distance r,
because of screening of the nuclear charge by the electron cloud, reaching Zeff −→ 1
for r −→∞.

Finally we calculate the spin-orbit interaction, Iso:

Iso(r) = �
2

2m2c2

∫ r

0

1

r ′
dV (r ′)

dr ′
|r ′φ(r ′)|2 dr ′, (3.11)

which is shown in Fig. 3.23(b) as a function of the distance r. Iso becomes constant
at about 1.0 a. u., but approximately reaches this constant value at r = 0.11 a. u.
for Ir-5d, 0.37 a. u. for Rh-4d and 0.66 a. u. for Co-3d, where the corresponding
radial wave functions possess the extremal values, as mentioned above. The spin-
orbit coupling is, thus, obtained as 38.0 mRy (6000 K) for Ir-5d, 12.8 mRy (2020 K)
for Rh-4d and 5.72 mRy (900 K) for Co-3d. These calculations suggest that the radial
wave function of Ir-5d electrons has a larger weight at distances close to the center,
compared with those of Rh-4d and Co-3d, and develops a relatively strong spin-orbit



3 Electronic States and Superconducting Properties 103

Fig. 3.23 a Coupling
constant of the spin-orbit
interaction (d2V r)/dr2)r2

and b the spin-orbit
interaction Iso as a function
of the distance r for Ir-5d,
Rh-4d and Co-3d electrons in
the isolated atoms, Ref. [40]
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coupling in Ir, closely connected with the relatively large effective atomic number
Zeff for Ir at the distance r close to the atomic center.

This result of the spin-orbit interaction for an isolated atom is applied to the non-
centrosymmetric crystal lattice. In this case, the degenerate Fermi surface is split
into two Fermi surfaces of which the magnitude of the antisymmetric spin-orbit
interaction is approximately proportional to the spin-orbit coupling of Eq. (3.11),
because the same potential is in principle used in the band structure calculation. The d
electrons in the transition element as well as the 5d electrons in the La atom and the
other electrons contribute to the conduction electrons in LaTGe3. This is the main
reason why the antisymmetric spin-orbit interaction 2|αp⊥| in LaIrGe3 and LaIrSi3
is larger than in LaCoGe3 and LaRhGe3. These results may also be applied to
Li2Pt3B and Li2Pd3B, [42] where the spin-orbit coupling in Li2Pt3B, which origi-
nates mainly form Pt-5d electrons, is expected to be larger than the contribution from
Pd-4d orbitals in Li2Pd3B. Note also that 2 |αp⊥| = 2400 K is large for the main
Fermi surface in LaPt3Si.

Next we will discuss spin-orbit coupling in PrCoGe3, which shows no magnetic
ordering and has a singlet ground state within the 4f crystalline electric-field scheme.



104 Y. Ōnuki and R. Settai

dH
vA

 f
re

qu
en

cy
 (

 x
10

7  O
e 

)

60° 30° 0 30° 60°

Field Angle ( deg. )

[001] [100][110]

90°

(a)

90°

[001] [100][110]

10

60° 30° 0 30° 60° 90°90°

α

β

 ε

ε ’
θ , η 

 α ’’ α ’’

ε ’’

ε ’

e ’’

PrCoGe
3

β

α

α’’

ε

ε’’ε’

ε’’
θ,η

ε’

α’’

(b)

LaCoGe
3

Fig. 3.24 Angular dependence of dHvA frequency in a PrCoGe3 and b LaCoGe3, Ref. [40]

The dHvA frequency in PrCoGe3 is the same as that in LaCoGe3 (see in Fig. 3.24),
but the 2|αp⊥| value in PrCoGe3 is nearly half of the one in LaCoGe3 because the
cyclotron mass of PrCoGe3 is nearly twice as large as the one of LaCoGe3, as shown
in Table 3.2. The contribution of localized 4f electrons to the topology of Fermi
surface is thus very small in PrCoGe3, but still enhances the cyclotron mass.

The dHvA experiment was also carried out for the antiferromagnetic CeCoGe3
[43]. Figure 3.25 shows the angular dependence of the dHvA frequency in the field-
induced ferromagnetic state. The magnetization indicates a metamagnetic transi-
tion, and the antiferromagnetic state is changed into a field-induced ferromagnetic
state with a magnetic moment of 0.42 μB/Ce. The width of the split dHvA fre-
quencies, |F+ − F−| , is large due to the ferromagnetic exchange interaction and
also to the antisymmetric spin-orbit coupling. The cyclotron mass for H ‖ [0 0 1]
is relatively large, 12 m0 for branch β, for example, reflected in the large value
γ= 32 mJ/K2 ·mol for the specific-heat coefficient. Note that the corresponding
cyclotron mass in LaCoGe3 is about 1 m0, and yields a small γ value of 4.4 m0 mJ/K2·
mol.

Now we consider the Fermi-surface properties of CeIrSi3, which is an antifer-
romagnet with TN = 5.0 K. The magnetic structure has not been clarified in detail
so far. In low-temperature specific-heat experiments a large γ value was found, γ =
120 mJ/K2 ·mol, while the corresponding magnetic entropy Smag = 0.2R ln 2 at TN
is small, indicating a heavy fermion antiferromagnet based on the Kondo screening
effect [44].

Figure 3.26(a) shows the angular dependence of the dHvA frequency in the antifer-
romagnetic state of CeIrSi3 at ambient pressure. No dHvA signal could be observed
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Fig. 3.25 Angular
dependence of the dHvA
frequency in the
field-induced ferromagnetic
state of an antiferromagnet
CeCoGe3, Ref. [43]
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around the [0 0 1] direction, which is most likely due to the presence of the antifer-
romagnetic zone boundaries, indicating a complicated antiferromagnetic structure.
The cyclotron mass is large: 40 m0 (F = 3.8 × 107 Oe) for a magnetic field along
[1 1 0]. Figure 3.26(b) shows the angular dependence of the theoretical dHvA fre-
quency based on the 4f-itinerant band model. The experimental result is different for
localized 4f-electrons corresponding to the result of LaIrSi3 shown in Fig. 3.18 and
the heavy-fermion-like itinerant 4f-electrons in Fig. 3.26(b).

The magnitude of the antisymmetric spin-orbit coupling of CeIrSi3 cannot be
determined from the result of the present dHvA experiments, but can be roughly
estimated from the γ value: we estimate 2|αp⊥| � 40 K from γ = 120 mJ/K2· mol
in CeIrSi3, assuming that |αp⊥|m∗c in Eq. (3.10) or |αp⊥|γ are unchanged between
CeIrSi3 and LaIrSi3, and 2|αp⊥| and γ values are 2|αp⊥| � 1000 K and γ =
4.5 mJ/K2· mol in LaIrSi3 [19]. This value is much larger than the superconducting
transition temperature Tsc = 1.6 K at 2.65 GPa in CeIrSi3, as shown below.

Figure 3.27 shows the FFT spectra under pressure for the magnetic field along
[0 0 1]. While there was no dHvA signal at ambient pressure, three signals appear
above 1.62 GPa, named a, b and c. Here, the Néel temperature decreases monotoni-
cally and reaches zero at Pc = 2.25 GPa. Superconductivity appears above 1.9 GPa.
The dHvA signals above 2.20 GPa were obtained in the superconducting mixed
state. As shown in Fig. 3.27, the FFT spectra in the superconducting mixed state are
extremely small in magnitude. Note that the scale of the FFT spectrum at 2.50 GPa
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Fig. 3.26 a Experimental angular dependence of the dHvA frequency at ambient pressure, b the
theoretical one, and c the corresponding theoretical Fermi surfaces based on the 4f-itinerant band
model in CeIrSi3, Ref. [45]

is enlarged twice in magnitude compared with the spectra below 2.35 GPa, and the
spectrum at 2.60 GPa is enlarged by ten times. The dHvA frequencies are, however,
unchanged as a function of pressure, as shown in Fig. 3.28(a), although branch “a”
with F = 6.85× 107 Oe disappears above 2.25 GPa. The corresponding cyclotron
masses slightly decrease as a function of pressure, as shown in Fig. 3.28(b).
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Fig. 3.27 FFT spectra for
H ‖ [0 0 1] under several
pressures in CeIrSi3, where
the electronic state above
2.20 GPa is in the
superconducting mixed state.
The dHvA experiment was
carried out in the magnetic
field range from 90 kOe to
169 kOe
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We investigated the electronic states of CeTSi3 (T: Co, Rh, Ir) and CeTGe3 to look
for superconductivity under large enough pressure. The localization of 4f-electrons is
enhanced in CeTGe3 (T: Co, Rh, Ir) compared with that in CeTSi3. The correspond-
ing Néel temperature in CeTGe3 is larger than that in CeTSi3. This is because the
lattice constants of CeTGe3 are larger than those of CeTSi3: a = 4.398 Å and c =
10.032 Å in CeRhGe3 and a = 4.237 Å and c = 9.785 Å in CeRhSi3. Actually, Ge
in CeTGe3 increases the molar volume and enhances the antiferromagnetic ordering,
as discussed also for CeT2 X2 (T: transition metal, X: Ge, Si) [47].

We plot the Néel temperature and the electronic specific-heat coefficient γ as a
function of the average lattice constant 3

√
a2c, in Figs. 3.29(a) and 3.29(b), respec-

tively. Note that the lattice constant decreases from left to right (data from Refs. [17,
19, 44] and [46]). The observed relation of TN vs 3

√
a2c in Fig. 3.29(a) roughly cor-

responds to the Doniach phase diagram, [48] which indicates a competition between
the RKKY interaction and the Kondo screening effect. The magnetic ordering tem-
perature is shown as a function of

∣∣Jc f
∣∣ D(εF) in the Doniach phase diagram, where

Jc f is the magnetic exchange interaction and D(εF) the electronic density of states
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Fig. 3.28 a Pressure
dependence of the dHvA
frequency and b the
cyclotron mass for
H ‖ [0 0 1] in CeIrSi3
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at Fermi energy εF. Experimentally,
∣∣Jc f

∣∣ D(εF) corresponds to pressure. In fact, the
Néel temperatures in CeRhSi3 and CeIrSi3 become zero at a relatively small value of
pressure, Pc � 2 GPa, which corresponds to their magnetic quantum critical points.

The effect of pressure on the electronic states in CeTGe3 compounds is very
different from that in CeRhSi3 and CeIrSi3. The Néel temperature does not change
appreciably upon application of pressure in CeRhGe3 and CeIrGe3 [50–51].
Figure 3.30 shows the pressure dependence of TN in CeIrGe3. High pressures are
needed to reach the quantum critical region. The antiferromagnetic ordering tem-
perature TN1 = 8.7 K possesses a maximum and then decreases with increasing
pressure, while the magnetic transition temperature TN2 = 4.7 K increases with
increasing pressure. Both temperatures merge at 4 GPa. The antiferromagnetic order-
ing temperature TN remains unchanged up to pressures of 8 GPa, decreases steeply
below 10 GPa, remains again unchanged up to 22 GPa, and becomes zero around 24
GPa, reaching a quantum critical region. Superconductivity with Tsc = 1.3–1.5 K is
observed at pressures larger than 20 GPa.
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Fig. 3.29 3
√

a2c-
dependence of a the Néel
temperature and b the γ value
in CeT Si3 and CeTGe3
(T: Co, Rh, Ir),
Refs. [17, 19, 44] and [46]
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Fig. 3.31 Temperature
dependence of the electrical
resistivity under pressure in
CeCoGe3, Ref. [52]
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Next we consider the effect of pressure on CeCoGe3 [20, 52, 53, 54]. Figure 3.31(a)
shows a typical temperature dependence of the electrical resistivity at 6.5 GPa,
together with the resistivity at ambient pressure. The overall feature of the resis-
tivity is approximately the same between 6.5 GPa and ambient pressure, although
the Néel temperature TN = 21 K at ambient pressure becomes zero at 6.5 GPa and
superconductivity appears below Tsc = 0.69 K.

Figure 3.31(b) shows the low-temperature resistivity at pressures 5.4, 6.5 and
6.9 GPa. At 5.4 GPa, the electrical resistivity decreases steeply below the Néel
temperature TN = 2.9 K, and drops sharply below 0.43 K, indicating the onset of
superconductivity, reaching eventually zero at Tsc = 0.13 K. We define Tsc as the
superconducting transition temperature where the resistivity vanishes. At 6.5 and
6.9 GPa, the antiferromagnetic ordering is not seen clearly. The electrical resis-
tivity, which shows a T 2-dependence, ρ = ρ0 + AT 2, below about 2.5 K at 5.4
GPa, changes into a T-linear temperature dependence below about 4 K at 6.9 GPa,
indicating non-Fermi-liquid character. The A value of A= 0.357μ� · cm/K2 at
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Fig. 3.32 Pressure-
temperature phase diagram
in CeCoGe3,

Refs. [20, 52, 53] and [54]
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5.4 GPa corresponds to the electronic specific-heat coefficient γ = 190 mJ/K2·
mol, following the Kadowaki-Woods relation, [55] which is compared with A =
0.011μ� · cm/K2 and γ = 34 mJ/K2· mol at ambient pressure. Superconductivity
in CeCoGe3 is apparently realized in a moderately heavy fermion state. Note that
the γ value of about 120 mJ/K2· mol at ambient pressure in CeIrSi3 is unchanged
as a function of pressure, even at about 2.6 GPa where the superconducting state is
realized, as described below [56].

Superconductivity in CeCoGe3 is observed at Tsc = 0.69 K at 6.5 GPa and
Tsc = 0.65 K at 6.9 GPa. The maximum superconducting transition temperature
might be realized at about 6.5 GPa. We show in Fig. 3.32 the pressure-temperature
phase diagram. The Néel temperature decreases with increasing pressure and super-
conductivity appears in the pressure region from 5.4 GPa to about 7.5 GPa. The
critical pressure is estimated to be Pc � 6.5 GPa.

In CeIrGe3 and CeCoGe3, the Néel temperature does not decrease monoton-
ically, but with a few steps as a function of pressure, as shown in Figs. 3.30 and
3.32, respectively. The present step-like feature in the phase diagram might be a
signature corresponding to a change of the magnetic spin structure. This is because
the magnetic structure, where the ordered moment is oriented along the [0 0 1]
direction, with q = (001/2) in CeCoGe3, [57] is not favorable in superconductivity,
especially in the tetragonal crystal structure. The magnetic structure might be changed
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Fig. 3.33 Upper critical field
under pressure for H ‖
[0 0 1] in CeCoGe3
and CeIrSi3, Refs. [19]
and [52]
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as a function of pressure, and superconductivity is most likely realized in favorable
magnetism.

Now we discuss the superconducting phase of CeCoGe3 in a magnetic field. In
this compound, superconductivity is very robust against magnetic fields. Actually,
the slope of Hc2 as a function of temperature is extremely large: −dHc2/dT = 200
kOe/K at Tsc = 0.69 K under 6.5 GPa, larger than −dHc2/dT = 154 kOe/K at
Tsc = 1.56 K under 2.65 GPa in CeIrSi3 [19, 20], shown below. The upper critical
field has an upward curvature with decreasing temperature, as shown in Fig. 3.33,
and superconductivity appears with an increasing slope of the upper critical field. In
Fig. 3.33, the upper critical field at 6.9 GPa is also shown: −dHc2/dT = 190 kOe/K
at Tsc = 0.65 K.

Finally, we investigate the pressure-induced superconducting state of CeIrSi3
[18, 19]. The effect of pressure on the electronic state was studied through resistivity
measurements. Figure 3.34 shows the low-temperature resistivity at P = 0, 1.95,
and 2.65 GPa. With increasing pressure, the Néel temperature, shown by arrows,
decreases monotonically, although it is not clearly defined at pressures higher than
2 GPa, where pressure-induced superconductivity appears, as shown in Fig. 3.34 for
1.95 GPa. The antiferromagnetic ordering disappears completely at P = 2.65 GPa.
The superconducting transition temperature Tsc, as shown by arrows, increases as a
function of pressure and finally attains a value of Tsc = 1.6 K at 2.65 GPa. Note that
the resistivity at 2.65 GPa does not show a T 2-dependence, but indicates a T-linear
dependence, which persists up to 18 K.
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Fig. 3.34 Temperature
dependence of the electrical
resistivity in CeIrSi3 at 0,
1.95 and 2.65 GPa
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Fig. 3.35 Temperature
dependence of the ac-specific
heat in the form of Cac/T at
1.31, 2.19 and 2.58 GPa in
CeIrSi3, Ref. [56]
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Figure 3.35 shows the temperature dependence of the ac-specific heat at pressures
1.31, 2.19 and 2.58 GPa. At 1.31 GPa, the antiferromagnetic ordering is clearly
observed at TN = 4.5 K, but at 2.19 GPa antiferromagnetism with TN = 1.7 K coex-
ists with superconductivity with Tsc = 1.4 K. An exclusively superconducting phase
is observed only above the critical pressure Pc = 2.25 GPa [56]. The specific heat
has a huge jump at the superconducting transition above Pc,ΔCac/Cac(Tsc) at 2.58
GPa is 5.75 at Tsc = 1.6 K, which is extremely large compared with the BCS value of
ΔCac/γTsc = 1.43. This value is the largest in all the discussed superconductors. The
antiferromagnet CeIrSi3 is thus changed by pressure into a strong-coupling super-
conductor. The γ value at 2.58 GPa is roughly estimated as γ = 100 ± 20 mJ/K2·
mol, which is approximately the same as γ = 120 mJ/K2· mol at ambient pressure.
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Fig. 3.36 Field dependence
of the electrical resistivity at
a constant temperature for
H ‖ [0 0 1] in CeIrSi3,
Ref. [58]. The
zero-resistivity data at each
constant temperature are
shifted to a vertical scale
corresponding to the
temperature so that the
dashed line indicates the
temperature vs upper critical
field relation
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We measured the electrical resistivity in a magnetic field as a function of pressure
[58]. Figure 3.36 shows the field dependence of the electrical resistivity at 2.60 GPa
at a constant temperature, with the magnetic field applied along the [0 0 1] direction.
These resistivity data are plotted in a way as to reflect the phase diagram of magnetic
field versus the temperature at which the resistivity reaches zero. The dashed line
indicates the phase boundary which extrapolated to zero temperature exceeds clearly
300 kOe, and is roughly estimated to be about 450 kOe (=450± 100 kOe).

The upper critical field Hc2 is determined in a wide pressure range from 1.95 to
3.00 GPa, as shown in Fig. 3.37. Hc2(0) � 50 kOe at 1.95 GPa is almost the same
for both H ‖ [0 0 1] and [1 1 0]. The temperature dependence of Hc2, however,
differs strongly between H ‖ [0 0 1] and [1 1 0]. The upper critical field for H ‖
[0 0 1] displays an upward feature with decreasing temperature, while for H ‖
[1 1 0] saturation is observed at low temperatures.

With further increasing pressure, the upper critical field deviates substantially
between H ‖ [0 0 1] and [1 1 0]. The superconducting properties become highly
anisotropic: −d Hc2/dT = 170 kOe/K at Tsc = 1.56 K, and Hc2(0) � 450 kOe for
H ‖ [0 0 1], and−d Hc2/dT = 145 kOe/K at Tsc = 1.59 K, and Hc2(0) = 95 kOe for
H ‖ [1 1 0] at 2.65 GPa, as shown in Fig. 3.38. The upper critical field Hc2 for H ‖ [1 1
0] shows strong signs of Pauli paramagnetic suppression with decreasing temperature
because the orbital limiting field Horb(= −0.73(d Hc2/dT )Tsc) is estimated to be
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Fig. 3.37 Upper critical field
Hc2 for a H ‖ [0 0 1] in
pressure range from 1.95
GPa to 2.65 GPa, b 2.65 GPa
to 3.0 GPa, and c H ‖ [1 1 0]
in pressure range from 1.95
GPa to 2.65 GPa in CeIrSi3,
Ref. [58]
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170 kOe, [59] which is larger than Hc2(0) = 95 kOe for H ‖ [1 1 0]. On the other
hand, the upper critical field H ‖ [0 0 1] is not destroyed by spin polarization based
on Zeeman coupling but possesses an upward curvature below 1 K. A similar result
is also obtained for CeRhSi3 [15, 16].

It is interesting to compare the results of Hc2 with the upper critical field of the non-
heavy-fermion reference compound LaIrSi3. This is a conventional superconductor
with Tsc � 0.9 K, with an exponential dependence of specific heat as a function
of temperature [19]. Figure 3.39 shows the temperature dependence of the upper
critical field Hc2 in LaIrSi3, which was obtained by resistivity measurements in
a magnetic field [58]. The anisotropy of Hc2 is small between H ‖ [0 0 1] and
[1 1 0]. Note that the upper critical field for H ‖ [1 1 0] is slightly larger than that
for H ‖ [0 0 1]: −d Hc2/dT = 2.6 kOe/K and Hc2(0) � 1.7 kOe for H ‖ [1 1 0],
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Fig. 3.38 Temperature
dependence of upper critical
field Hc2 for the magnetic
field along [0 0 1] at 2.60
GPa, together with those at
2.65 GPa in CeIrSi3, Ref.
[58]
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Fig. 3.39 Temperature
dependence of upper critical
field Hc2 for H ‖ [0 0 1] and
[1 1 0] in LaIrSi3, Ref. [58]
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and −d Hc2/dT = 1.9 kOe/K and Hc2(0) � 1.25 kOe for H ‖ [0 0 1]. The solid
lines connecting the data are guidelines based on the WHH theory [60].

As shown above, the electronic structure as inferred from the Fermi surface of
LaIrSi3 is three-dimensional [19]. The small anisotropy of Hc2 in LaIrSi3 is most
likely due to the corresponding anisotropy of effective mass. On the other hand,
the extremely large Hc2(0) for H ‖ [0 0 1] in CeIrSi3 cannot be explained by an
effective-mass model, because the electronic states are also three-dimensional in
CeIrSi3. In fact, the electrical resistivity in CeIrSi3 is approximately the same for
J ‖ [0 0 1] and [1 1 0] at ambient pressure as well as under pressure.
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Fig. 3.40 Pressure
dependences of a the Néel
temperature TN and
superconducting transition
temperature Tsc, b specific
heat ju mp ΔCac/Cac(Tsc),

and c the upper critical field
Hc2(0) for H ‖ [0 0 1] in
CeIrSi3, Refs. [56] and [58]
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We will discuss the reason why the Hc2(0) for H ‖ [0 0 1] in CeIrSi3 becomes
extremely large at 2.65 GPa. Figure 3.40 shows the pressure dependence of the Néel
temperature TN, the superconducting transition temperature Tsc, the specific-heat
jump at Tsc,ΔCac/Cac(Tsc), and the upper critical field at 0 K Hc2(0) for H ‖
[0 0 1]. The ac-specific-heat measurements indicate both the antiferromagnetic order-
ing at TN = 1.88 K and the superconducting transition at Tsc = 1.40 K at 2.19 GPa
[56]. The critical pressure, where the Néel temperature becomes zero, is estimated to
be Pc = 2.25 GPa. Above Pc = 2.25 GPa, the antiferromagnetic ordering absent, and
only the superconducting transition is observed in the ac-specific-heat measurement.
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The superconducting transition temperature becomes maximum at about 2.6 GPa,
as shown in Fig. 3.40(a). Simultaneously, the jump of the specific heat at Tsc becomes
large. This might be reflected in the upward curvature of Hc2, as noted above. As
shown in Fig. 3.40(c), the upper critical field at 0 K Hc2(0) for H ‖ [0 0 1] becomes
maximum at P∗c � 2.63 GPa.

From these precise experiments in magnetic fields, we noticed a field-induced
antiferromagnetic phase [61]. The existence of the field-induced antiferromagnetic
phase is closely related to superconductivity. Figures 3.41(a) an3.41(b) show the
temperature dependence of the electrical resistivity at 2.40 GPa for H ‖ [0 0 1] in
the current density of 40 mA/mm2 and 4 mA/mm2, respectively. Each data under
magnetic fields is vertically shifted for clarity.

Two characteristic features are observed. One is a small kink in the electrical
resistivity, shown by arrows labeled TN in Fig. 3.41(a), which appears in magnetic
fields larger than 120 kOe. We consider that this anomaly corresponds to the anti-
ferromagnetic ordering. The other characteristic feature is that the superconducting
transition becomes broad at magnetic fields larger than 100 kOe, which occurs even
in a small current density. For example, the onset of superconductivity under 140
kOe occurs at T onset

sc = 0.93 K and the resistivity-zero is attained at Tsc = 0.62 K, as
shown in Fig. 3.41(b). It is also noted in CePt3Si that the superconducting transition
is broad in the antiferromagnetic phase but becomes sharp at 0.6 GPa where the
antiferromagnetic phase disappears, as shown in Figs. 3.10 and 3.15. A similar fea-
ture is also observed in CeCoGe3, as shown in Fig. 3.31(b) and again in CeIrSi3, as
shown in Fig. 3.34. The antiferromagnetic ordering is more visible in the ac-specific
heat, as shown in Fig. 3.41(c). Two kinds of arrows, up and down, are indicated
in Fig. 3.41(c) for the superconducting transition and antiferromagnetic ordering,
respectively. From the resistivity and ac-specific-heat experiments, we constructed
the antiferromagnetic (AF) and superconducting (SC) phase diagram, as shown in
Fig. 3.42(a).

The present phase diagram in CeIrSi3 reminds us the similar phase diagram in
CeRhIn5 [62, 63], as shown in Fig. 3.42(b). In CeRhIn5, the field-induced AF phase
line crosses the Hc2 line and the AF phase exists in the SC phase. On the other hand,
the AF phase line touches the Hc2 line and disappears at lower magnetic fields in
CeIrSi3.

The antiferromagnetic phase was thus investigated under magnetic fields and
pressures in CeIrSi3. We show in Fig. 3.43 the AF and SC phase diagram under
various pressures. The antiferromagnetic phase is robust in magnetic fields. In other
words, superconductivity is realized in the antiferromagnetic state. It is concluded
that the Hc2 value for H ‖ [0 0 1] becomes maximum when the antiferromagnetic
phase disappears completely in magnetic fields. This pressure corresponds to P∗c �
2.63 GPa.

Also note that result of the 29Si-NMR experiment at 2.7 GPa for CeIrSi3 supports
the present result [64]. In the normal state, the nuclear spin-lattice relaxation rate
1/T1 shows a

√
T dependence, as shown in Fig. 3.44. When the system is close to

an antiferromagnetic quantum critical point, the isotropic antiferromagnetic spin-
fluctuation model predicts the relation of 1/T1 ∝ T/

√
T + θ, [65] where θ is a
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Fig. 3.41 Temperature of the
electrical resistivity in the
current density of a 40
mA/mm2, b 4 mA/mm2 at
2.40 GPa and ac specific heat
for H ‖ [0 0 1] at 2.40 GPa,
Ref. [61]  (
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measure of the proximity of the system to the quantum critical point. If θ = 0, 1/T1
shows a 1/

√
T dependence. In this context, the NMR experiment shows that the

electronic state at 2.7 GPa is very close to the quantum critical point. Moreover, the
temperature dependence of 1/T1 below Tsc is a T 3 dependence without a coherence
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Fig. 3.42 Antiferromagnetic and superconducting phase diagram in CeIrSi3, Ref. [61] and b
CeRhIn5, Refs. [62] and [63]

peak just below Tsc, revealing the presence of line nodes in the superconducting
energy gap.

Moreover, the 29Si Knight-shift experiment was carried out under pressure of
2.8 GPa and magnetic field of 13.26 Oe, revealing the superconducting transition
temperature Tsc = 1.2 K, as shown in Fig. 3.45 [66]. In this experiment, a single
crystal enriched by 29Si isotope was used for CeIrSi3. It is remarkable that the
Knight-shift Ks(T )/Ks(Tsc) decreases below Tsc = 1.2 K for H ‖ [1 1 0], whereas
it does not change at all below Tsc for H ‖ [0 0 1]. Note that the Knight-shift or
the spin susceptibility decrease with decreasing temperature and becomes zero at
0 K regardless of crystal directions when superconductors with an inversion center
in the crystal structure are in the spin-singlet state. On the other hand, in the spin-
triplet state the corresponding spin susceptibility for H ⊥ d vector is unchanged
below Tsc, but the spin susceptibility decreases to zero for H ‖ d. The present
results are inconsistent with the characteristic features in both superconductors with
the inversion center, because the Knight shift does not become zero, but are most
likely applied to those in superconductors without inversion symmetry, as shown
in Fig. 3.4(b). In this case, the spin susceptibility χ(H ‖ [110])/χ(Tsc) becomes
1/2 at T −→ 0 and χ(H ‖ [001]) is unchanged. In the present experiment of
CeIrSi3, χ(H ‖ [001]) is unchanged below Tsc but χ(H ‖ [110])/χ(Tsc) is 0.9 at
Tsc at T −→ 0 K. The present discrepancy between experiment and theoretical pre-
diction is unclear, but the present Knight-shift experiment reveals that paramagnetic
suppression of the upper critical field Hc2 would be absent only for H ‖ [0 0 1].

In conclusion, we found a strongly increasing upper critical field Hc2 at pressure
P∗c � 2.63 GPa for H ‖ [0 0 1], indicating a huge Hc2(0) � 450 kOe, while the
upper critical field Hc2 for H ‖ [1 1 0] indicates Pauli paramagnetic suppression.
The electronic instability, non-centrosymmetry and strong-coupling superconductiv-
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Fig. 3.43 Antiferromagnetic and superconducting phase diagram in CeIrSi3 under various pressures
in CeIrSi3, Ref. [61]

ity are combined into the huge Hc2(0) value for H ‖ [0 0 1]. The electronic instability
produces a large slope of the upper critical field,−d Hc2/dT at Tsc, where P∗c =2.63
GPa is a quantum critical point. It has been predicted on theoretical grounds, together
with the results of the 29Si Knight-shift experiment, that paramagnetic suppression
of Hc2 would be absent only for H ‖ [0 0 1], based on the temperature dependence
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Fig. 3.44 Temperature
dependence of 1/T1
measured by Si NMR for
CeIrSi3 at P = 0, 2.0 and
2.8 GPa, Ref. [64]
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of the spin susceptibility below Tsc for this type of non-centrosymmetric supercon-
ductor. It turns out that CeIrSi3 is a strong-coupling superconductor, looking at the
results of specific-heat measurements. These result in the huge Hc2 values for H ‖
[0 0 1] and a large anisotropy of Hc2(0) between H ‖ [1 1 0] and [0 0 1]. The present
experimental results are discussed in the recent theoretical work [67].

3.4 Summary

We studied the splitting of Fermi surfaces by dHvA measurements and obtained
estimate for the magnitude of the antisymmetric spin-orbit coupling 2|αp⊥| in RPt3Si
(R: La, Ce) and RT X3 (T: Co, Rh, Ir, X: Si, Ge) which all have a non-centrosymmetric
tetragonal crystal structure. The 2|αp⊥| value varies with changing T from Co to Rh
and Ir for LaTGe3, but remains unaffected when replacing Si by Ge in LaIrSi3. The
value of 2|αp⊥| is largest for the compounds LaIrSi3 and LaIrGe3 and decreases
for Rh and Co. This effect can be attributed to the large effective atomic number
of Ir and a large weight of the radial wave function of the Ir-5d electrons close to
the nuclear center, compared with those of Co and Rh. LaPt3Si with Pt-5d electrons
also possesses a large value of 2 |αp⊥| = 2400 K for a main Fermi surface. The
magnitude of the antisymmetric spin-orbit coupling of CeIrSi3 and CePt3Si can
be roughly estimated under consideration of the electronic specific-heat coefficient,
which is one order smaller than that of the corresponding La compound.

We also studied the superconducting properties such as the upper critical field
Hc2 under pressure for CeIrSi3 and CePt3Si.A magnetic quantum phase transition
occurs in CeIrSi3 at about 2.6 GPa, coinciding with a huge Hc2 value of Hc2(0) �
450 kOe for H ‖ [0 0 1], while Hc2(0) � 95 kOe for H ‖ [1 1 0]. Quantum critical
behavior and the specific form of spin-orbit coupling combined are likely responsible
for the extraordinary enhancement of the out-of-plane upper critical field in this
superconductor. On the other hand, no such drastic behavior is observed in CePt3Si.
The corresponding Hc2(0) value is not so large and determined by orbital depairing.
Therefore this superconductor does not show paramagnetic limiting effects for any
field direction. The important task to estimate the relative magnitude of even and
odd parity components in the Cooper pairing state is left for future studies. The
huge Hc2(0) values found in CeIrSi3 is a unique phenomenon reflecting the drastic
influence of the non-centrosymmetric crystal structure on electronic properties.
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Superconductors



Chapter 4
Basic Theory of Superconductivity in Metals
Without Inversion Center

V. P. Mineev and M. Sigrist

Abstract This Chapter gives a brief introduction to some basic aspects metals and
superconductors in crystals without inversion symmetry. In the first part we analyze
some normal state properties which arise through antisymmetric spin-orbit coupling
existing in non-centrosymmetric materials and show its influence on the de Haas–van
Alphen effect. For the superconducting phase we introduce a multi-band formulation
which naturally arises due the spin splitting of the bands by spin-orbit coupling. It
will then be shown how the states can be symmetry classified and their relation to the
original classification in even-parity spin-singlet and odd-parity spin-triplet pairing
states. The general Ginzburg–Landau functional will be derived and applied to the
nucleation of superconductivity in a magnetic field. It will be shown that magneto-
electric effects can modify the standard paramagnetic limiting behavior drastically.

4.1 Introduction

Motivated by the discovery of the non-centrosymmetric heavy fermion superconduc-
tor CePt3Si [1], the physics of unconventional superconductivity in materials without
inversion symmetry has recently become a subject of growing interest. The lack of
inversion symmetry, a key symmetry for Cooper pairing, combined with unconven-
tional pairing symmetry is responsible for a number of intriguing novel properties.
In a short time the list of new superconductors in this class has been enlarged by
compounds such as UIr [2], CeRhSi3 [3], CeIrSi3 [4], Y2C3 [5] and Li2(Pd1−x Ptx )3B
[6–8]. In all listed heavy fermion compounds superconductivity appears in
combination with a magnetic quantum phase transition suggesting the presence of
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strong electron correlation effects. Thus, it is widely believed that magnetic fluctu-
ations are likely responsible for inducing here unconventional Cooper pairing. For
other materials correlation effects seem to be less relevant. Nevertheless, some of
them show unexpectedly features of unconventional pairing. Li2Pt3B belongs to this
class. While in some cases experimental results give rather clear suggestions on the
gap symmetry, the definite identification of pairing states is far from concluded.

The microscopic theory of superconductivity in metals without inversion has
a long history predating these recent experimental developments [9–12]. Specific
aspects such as the possibilities of inhomogeneous superconducting states [13–15]
and the magneto-electric effect [16, 17] in this type of materials have been discussed
already in the nineties of the last century. Moreover, general symmetry aspects of
non-centrosymmetric superconductors have been addressed rather early in Refs. [18–
20]. A wide variety of physical phenomena connected with non-centrosymmetricity
have since been studied by many groups:

• paramagnetic limitations of superconductivity and the helical vortex state [21–32];
• paramagnetic susceptibility [33–35, 66] and the magnetic field induced supercon-

ducting gap structure [36];
• Josephson and quasiparticle tunneling [37, 38], surface bound states [39, 40], and

vortex bound states [41];
• London penetration depth [42] and the magnetic field distribution [43];
• effects of impurities [44–46];
• upper critical field [47, 48];
• nuclear magnetic relaxation rate [49, 50];
• general forms of pairing interaction [51];
• inhomogeneous superconducting states in the absence of external field [52].

In this Chapter we give a brief introduction to several topics in this context,
leaving most of the special aspects of non-centrosymmetric superconductivity to
other Chapters.

4.2 Normal State

The absence of inversion symmetry is imprinted into the electronic structure through
spin-orbit coupling effects. Already the normal state of non-centrosymmetric metals
bears intriguing features which result from the specific form of spin-orbit coupling.
In this section we discuss the electronic spectrum.

4.2.1 Electronic States in Non-centrosymmetric Metals

Our starting point is the following Hamiltonian of non-interacting electrons in a
crystal without inversion center:
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H0 =
∑

k

∑
αβ=↑,↓

[ξ(k)δαβ + γ (k) · σαβ ]a†
kαakβ (4.1)

where a†
kα(akα) creates (annihilates) an electronic state |kα〉. Furthermore, ξ(k) =

ε(k) − μ denotes the spin-independent part of the spectrum measured relative to
the chemical potential μ, α, β =↑,↓ are spin indices and σ are the Pauli matrices.
The sum over k is restricted to the first Brillouin zone. The second term in Eq.
(4.1) describes the antisymmetric spin-orbit (SO) coupling whose form depends on
the specific non-centrosymmetric crystal structure [53–56]. The pseudovector γ (k)
satisfies γ (−k) = −γ (k) and gγ (gk) = γ (k), where g is any symmetry operation
in the generating point group G of the crystal (see below). The usual symmetric spin-
orbit coupling which is present also in centrosymmetric crystals yields a new spinor
basis (pseudospinor) α, β in Eq. (4.1), which retains the ordinary spin-1/2 structure
with complete SU(2) symmetry. This is different for the antisymmetric spin-orbit
coupling. The effect of the antisymmetric spin-orbit coupling is a spin splitting of
the band energy with k-dependent spin quantization axis which removes the SU(2)
symmetry.

Depending on the purpose it is more convenient to express the Hamiltonian (4.1)
in the initial 2x2 matrix form (spinor representation) or in its diagonal form (band
representation). The energy bands are given by

ξ±(k) = ξ(k)± |γ (k)| (4.2)

with the Hamiltonian

H0 =
∑

k

∑
λ=±

ξλ(k)c
†
kλckλ, (4.3)

where the two sets of electronic operators are connected by a unitary transformation,

akα =
∑
λ

uαλ(k)ckλ, (4.4)

with

(u↑λ(k), u↓λ(k)) = (|γ | + λγz, λ(γx + iγy))√
2|γ |(|γ | + λγz)

. (4.5)

The normal-state electron Green’s functions in the spinor representation can be writ-
ten as

Ĝ(k, ωn) =
∑
λ=±

Π̂λ(k)Gλ(k, ωn), (4.6)
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where

Π̂λ(k) = 1+ λγ̂ (k)σ
2

(4.7)

are the band projection operators and γ̂ = γ /|γ |. The Green’s functions in the band
representation have then the simple form

Gλ(k, ωn) = 1

iωn − ξλ(k) , (4.8)

where ωn = πT (2n + 1) is the Matsubara frequency.
The Fermi surfaces defined by the equations ξ±(k) = 0 are split, except at specific

points or lines where γ (k) = 0 is satisfied. The band dispersion functions ξλ(k)
are invariant with respect to all operations of G and the time reversal operations
K = i σ̂2 K0 (K0 is the complex conjugation). The states |k, λ〉 and K |k, λ〉 belonging
to the band energies ξλ(k) and ξλ(−k), respectively, are degenerate, since the time
reversal operation yields K |k, λ〉 = tλ(k)| − k, λ〉, where tλ(k) = −tλ(−k) is a
nontrivial phase factor [12, 19]. For the eigenstates of H0, defined by (4.5), this
phase factor takes the form,

tλ(k) = −λ γx (k)− iγy(k)√
γ 2

x (k)+ γ 2
y (k)

. (4.9)

Finally we turn to the basic form of the antisymmetric spin-orbit coupling as it
results from the non-centrosymmetric crystal structures. Here we ignore the Brillouin
zone structure and use only the expansion for small momenta k leading to basis
functions satisfying the basic symmetry requirements of γ (k). For the cubic group
G = O, the point group of Li2(Pd1−x ,Ptx )3B, the simplest form compatible with
symmetry requirements is

γ (k) = γ0k, (4.10)

where γ0 is a constant. For point groups containing improper elements, i.e. reflections
and rotation-reflections, expressions become more complicated. The full tetrahedral
group G = Td , which is relevant for Y2C3 and possibly KOs2O6,the expansion of
γ (k) starts with third order in the momentum,

γ (k) = γ0[kx (k
2
y − k2

z )x̂ + ky(k
2
z − k2

x )ŷ + kz(k
2
x − k2

y)ẑ]. (4.11)

This is sometimes called Dresselhaus spin-orbit coupling [53, 54], and was originally
discussed for bulk semiconductors of zinc-blend structure.

The tetragonal point group G = C4v, relevant for CePt3Si,CeRhSi3 and CeIrSi3,
yields the antisymmetric spin-orbit coupling

γ (k) = γ⊥(ky x̂ − kx ŷ)+ γ‖kx kykz(k
2
x − k2

y)ẑ. (4.12)
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In the purely two-dimensional case, setting γ‖ = 0 one recovers the Rashba inter-
action [55, 56] which is often used to describe the effects of the absence of mirror
symmetry in semiconductor quantum wells.

4.2.2 de Haas–van Alphen Effect

An experimental way of observing the spin-splitting of the Fermi surface is the de
Haas–van Alphen (dHvA) effect which can help to estimate the magnitude of the
antisymmetric spin-orbit coupling [57]. The single-electron Hamiltonian (4.1) can
be extended to include the magnetic field as follows:

H0 =
∑

k

∑
αβ=↑,↓

[ξ(k)δαβ + γ (k)σαβ − μBHσαβ ]a†
kαakβ. (4.13)

The last term describes the Zeeman interaction for an external magnetic field
H,with μB being the Bohr magneton. The orbital effect of the field can be included
by replacing k → k + (e/�c)A(r̂), [58] where r̂ = i∇k is the position operator in
the k-representation.

The eigenvalues of the Hamiltonian (4.13) are

ξλ(k,H) = ξ(k)+ λ|γ (k)− μBH|. (4.14)

There are two Fermi surfaces determined by the equations

ξλ(k,H) = 0. (4.15)

For certain directions and magnitudes of H there may be accidental degeneracies of
the Fermi surfaces, determined by the equation γ (k) = μBH.However, there are no
symmetry reasons for such intersections.

An important property of the Fermi surfaces (4.15) is the fact that their shapes
depend on the magnetic field in a characteristic way, which can be directly probed
by dHvA experiments. Note that while at H = 0 time reversal symmetry guarantees
ξλ(−k) = ξλ(k), the loss of time reversal symmetry for H 	= 0 yields, in general,
ξλ(−k,H) 	= ξλ(k,H), i.e. the Fermi surfaces do not have inversion symmetry.

Including now the coupling of the magnetic field to the orbital motion of the elec-
trons we derive in quasi-classical approximation the Lifshitz–Onsager quantization
rules [58]:

Sλ(ε, kH ) = 2πeH

�c
[n + αλ(Γ )] . (4.16)

Here Sλ is the area of the quasi-classical orbit Γ , in the k-space defined by the
intersection of the constant-energy surface ελ(k) = ε with the plane k · ĥ = kH

(ĥ = H/H ). Moreover, n is an integer number (n 
 1), and 0 ≤ αλ(Γ ) < 1 is
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connected with the Berry phase of the electron as it moves along Γ [59, 60]. The
value of αλ(Γ ) does not affect the dHvA frequency discussed below.

The dHvA signal contains contributions from both bands and can be approxi-
mately decomposed into the form,

Mosc =
∑
λ

Aλ cos

(
2πFλ

H
+ φλ

)
, (4.17)

where Aλ andφλ are the amplitudes and the phases of the oscillations. The amplitudes
are given by the standard Lifshitz–Kosevich formula and the dHvA frequencies Fλ
are related to the extremal (with respect to kH ) cross-section areas of the two Fermi
surfaces,

Fλ = �c

2πe
Sext
λ . (4.18)

In addition to the fundamental harmonics (4.17), the observed dHvA signal also
contains higher harmonics with frequencies given by multiple integers of Fλ.

It is interesting to consider the field dependence of the band energies (4.14), which
yield

Sext
λ (H) = Sext

λ (0)+ Aλ(ĥ)H + Bλ(ĥ)H2 + · · · . (4.19)

Inserting this in Eq. (4.17) the term linear in H contributes to the phase shift, simi-
lar to the paramagnetic splitting of Fermi surfaces in centrosymmetric metals. The
quadratic term is responsible for the magnetic field dependence of the dHvA fre-
quencies. This is a specific feature of non-centrosymmetric metals which could be
observable, if the Zeeman energy is at most of comparable magnitude as the spin-orbit
coupling.

For illustration, let us look at the example of a three-dimensional elliptic Fermi

surface with ξ(k) = �2k2⊥
2m⊥ +

�2k2
z

2mz
− εF , where m⊥ and mz are the effective masses.

The extremal (maximum) cross-sections of the Fermi surfaces (4.15) correspond to
kz = 0. Introducing the Fermi wave vector kF via εF = �

2k2
F/2m⊥, we obtain

Sext
λ (H) = πk2

F

[
1− λ |γ⊥|kF

εF

(
1+ μ2

B H2

2γ 2⊥k2
F

)]
. (4.20)

In this approximation we assumed that the Zeeman energy is small compared to
the spin-orbit band splitting, which in turn is much smaller than the Fermi energy:
μB H � |γ⊥|kF � εF . Based on this result it is also possible to obtain an estimate
of the strength of the spin-orbit coupling.

We use the expressions (4.18) and (4.20) to calculate the difference of the dHvA
frequencies for the split bands:

F− − F+ = 2c

�e
|γ⊥|kF m⊥

(
1+ μ2

B H2

2γ 2⊥k2
F

)
. (4.21)



4 Basic Theory of Superconductivity in Metals Without Inversion Center 135

For example, from the frequencies of the “α” and “β” dHvA frequency branches
in LaPt3Si [61], Fα = 1.10 × 108Oe and Fβ = 8.41 × 107Oe, and m⊥  1.5m,
we obtain for the spin-orbit splitting of the Fermi surfaces: |γ⊥|kF  103K, which
is in reasonable agreement with the results of band structure calculations [18, 61].
According to Eq. (4.21), the magnetic field effect on F− − F+ in the range of fields
used in Ref. [61] (up to 17T) should be of the order of a few percent. In this way,
the interplay of the Zeeman splitting and the spin-orbit coupling which results in a
deformation of the Fermi surface, is responsible for a field dependence of the dHvA
frequencies, an effect absent in centrosymmetric metals.

4.3 Superconducting State

In this section we turn to the discussion of some novel aspects of the superconducting
state in non-centrosymmetric materials. Here we can consider only a few examples,
while a wider range of other phenomena will be discussed in other Chapters of this
book.

4.3.1 Basic Equations

After our introductory discussion of single-electron properties we now include
electron–electron interactions to examine the implications of non-centrosymmetricity
on Cooper pairing. Therefore we retain among all interactions only those terms cor-
responding to the Cooper channel and formulate it in the band representation. The
general form is given by

Hint = 1

2V

∑
k,k′

∑
λ1λ2λ3λ4

Vλ1λ2λ3λ4(k,k′)c†
k,λ1

c†
−k,λ2

c−k′,λ3 ck′,λ4 . (4.22)

It is reasonable to assume λ1 = λ2 and λ3 = λ4, such that only intra-band pairing
is considered. Inter-band pairing is usually suppressed, since the spin-orbit coupling
induced band splitting would require that electrons far from the Fermi surfaces would
have to pair, which is unlikely, if the energy scale of the band splitting strongly
exceeds the superconducting energy scale.1 Introducing the notation λ1 = λ2 = λ
and λ3 = λ4 = λ′, we obtain:

1 The interband pairing leads to the interesting possibility of existence of nonuniform supercon-
ducting states even in the absence of external magnetic fields [52]. These states, however, could
be realized in the noncentrosymmetric compounds with the SO band splitting smaller than the
superconducting critical temperature. To the best of our knowledge, in all noncentrosymmetric
compounds discovered to date the relation between the two energy scales is exactly the opposite:
the SO band splitting exceeds all superconducting energy scales by order of magnitude, completely
suppressing the interband pairing, both uniform and nonuniform.
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Hint = 1

2V

∑
kk′q

∑
λλ′

Vλλ′(k,k′)c†
k,λc†
−k,λc−k′,λ′ck′,λ′ , (4.23)

where

Vλλ′(k,k′) = tλ(k)t∗λ′(k
′)Ṽλλ′(k,k′). (4.24)

Since under time reversal the creation and annihilation operators behave as

K a†
k,λ = tλ(k)a

†
−k,λ, K ak,λ = t∗λ (k)a−k,λ, (4.25)

Ṽλλ′(k,k′) represents the pairing interaction between time-reversed states. The
amplitude Ṽλλ′(k,k′) is even in both k and k′ due to the anticommutation of fermi-
onic operators and is invariant under the point group operations: Ṽλλ′(gk, gk′) =
Ṽλλ′(k,k′). The gap functions of the superconducting state can be expressed as,
Δλ(k) = tλ(k)Δ̃λ(k), in each band, where Δ̃λ transforms according to one of the
irreducible representations of the crystal point group [63, 64].

The Gor’kov equations in each band read

(iωn − ξλ(k))Gλ(k, ωn)+ Δ̃kλF†
λ (k, ωn) = 1 (4.26)

(iωn + ξλ(−k)) F†
λ (k, ωn)+ Δ̃†

kλGλ(k, ωn) = 0. (4.27)

The gap functions obey the self-consistency equations

Δ̃kλ = −T
∑

n

∑
k′

∑
λ′

Ṽλλ′
(
k,k′

)
Fλ′(k

′, ωn). (4.28)

The resulting Green’s functions are then,

Gλ (k, ωn) = iωn + ξλ(−k)

(iωn − ξλ(k))(iωn + ξλ(−k))− Δ̃kλΔ̃
†
kλ

(4.29)

Fλ (k, ωn) = −Δ̃kλ

(iωn − ξλ(k))(iωn + ξλ(−k))− Δ̃kλΔ̃
†
kλ

. (4.30)

and the quasiparticle excitation energies for each band have the form

Ekλ = ξλ(k)− ξλ(−k)
2

+
√(

ξλ(k)+ ξλ(−k)
2

)2

+ Δ̃kλΔ̃
†
kλ (4.31)

which becomes in case of time reversal symmetry,

Ekλ =
√
ξλ(k)2 + Δ̃kλΔ̃

†
kλ. (4.32)
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These Green’s function are analogous to those of a multi-band superconductor
[62], apart from the fact that in the non-centrosymmetric case the two bands do not
possess spin degeneracy. They rather correspond to a type of spinless fermions, since
their spinors on each band are subject to a momentum dependent projection. This
distinction becomes more apparent, if we write the Gor’kov equations in the initial
spinor basis (spin up and down),

(iωn − ξ(k)− γkσ) Ĝ(k, ωn)+ Δ̂k F̂†(k, ωn) = 1̂ (4.33)

(
iωn + ξ(−k)+ γ−kσ

t) F̂†(k, ωn)+ Δ̂†
kĜ(k, ωn) = 0, (4.34)

where ξ(k) = εk − μ,

Ĝ(k, ωn) = Π̂+G+(k, ωn)+ Π̂−G−(k, ωn), (4.35)

F̂†(k, ωn) = ĝt
{
Π̂+F†

+(k, ωn)+ Π̂−F†
−(k, ωn)

}
, (4.36)

Δ̂k =
{
Π̂+Δ̃k,+ +Π−Δ̃k,−

}
ĝ, (4.37)

with ĝ = i σ̂y . Examining the form of the gap function reveals that in the non-
centrosymmetric superconductor both even-parity spin-singlet and odd-parity spin-
triplet pairing are mixed, since no symmetry is available to distinguish between the
two. Therefore, we may write

Δ̂k = Δ̃k,+ + Δ̃k,−
2

ĝ + Δ̃k,+ − Δ̃k,−
2

γ̂kσ ĝ. (4.38)

The odd-parity component is represented by a vector which is oriented along the vec-
tor γk of the spin-orbit coupling. In this discussion the only approximation entering
so far is the absence of inter-band pairing.

4.3.2 Critical Temperature

For the discussion of the instability condition at the critical temperature and the
topology of the quasiparticle gap we can use the symmetry properties of the pairing
interaction matrix Ṽλλ′(k,k′) mentioned earlier. The momentum dependence of the
matrix elements can be represented in a spectral form decomposed in products of
the basis functions of irreducible representations of G . It is generally sufficient to
consider only the part of the pairing potential based on one irreducible representation
Γ corresponding to the superconducting state with maximal critical temperature [63].
In a simplified formulation this could be represented by even basis functions on the
two bands, φ+,i (k) and φ−,i (k),
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Ṽλλ′(k,k′) = −Vλλ′
dΓ∑
i=1

φλ,i (k)φ∗λ′,i (k
′), (4.39)

While φ+,i (k) and φ−,i (k) both belong to the same symmetry representation, their
momentum dependence does not have to be exactly the same. The basis functions are
assumed to satisfy the following orthogonality conditions: 〈φ∗λ,i (k)φλ, j (k)〉λ = δi j ,
where the angular brackets denote the averaging over the λth Fermi surface. The
coupling constants Vλλ′ form a Hermitian matrix, which becomes real symmetric, if
the basis functions are real. The gap functions take the form

Δ̃λ(k) =
dΓ∑
i=1

ηλ,iφλ,i (k), (4.40)

and ηλ,i are the superconducting order parameter components in the λth band.
As an example, consider a superconducting state with the order parameter trans-

forming according to a one-dimensional representation Δ̃λ(k) = ηλφλ(k). The lin-
earized gap equations Eq. (4.28) acquire simple algebraic form

η+ = (g++η+ + g+−η−)S1(T ),

η− = (g−+η+ + g−−η−)S1(T ), (4.41)

where

gλλ′ = Vλλ′N0λ′ , (4.42)

and N0λ = 〈|φλ(k)|2 N0λ(k̂)〉λ is the weighted average angular dependent den-
sity of states over the λth Fermi surface. Note that for multidimensional rep-
resentations (dimensional dΓ ), due to the crystal point symmetry, the values of
N0λ = 〈|φλ,i (k)|2 N0λ(k̂)〉λ are equal for all components i = 1, . . . , dΓ and all
components ηλ,1, . . . , ηλ,dΓ separately satisfy the same system of equations (4.41).

The function S1(T ) is

S1(T ) = 2πT
∑
n≥0

1

ωn
= ln

2γ εc

πT
, (4.43)

where ln γ = 0, 577 . . . is the Euler constant. Moreover, εc is an energy cutoff for
the pairing interaction, which we assume to be the same for both bands. From Eq.
(4.41) we obtain then the following expression for the critical temperature:

Tc0 = 2γ εc

π
exp

(
−1

g

)
, (4.44)

where

g = g++ + g−−
2

+
√(

g++ − g−−
2

)2

+ g+−g−+ (4.45)
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is the effective coupling constant. For multidimensional representations the critical
temperature is the same for all dΓ components of ηλ,i of the order parameter. The
particular combination of amplitudes ηλ,i in the superconducting state below Tc is
determined by the nonlinear terms in the free energy or self-consistent equation,
which depend on the symmetry of the dominant pairing channel.

The solution of Eq. (4.41) (η+, η−) corresponding to the eigenvalue S1(Tc) deter-
mines two unequal order parameter components Δ̃λ(k) = ηλφλ(k). In the spinor
representation (4.38) both singlet and triplet parts of the order parameter are present.
Pure singlet or pure triplet pairing occurs only under rather restrictive conditions.
First, the momentum dependence of the gap function in both bands is the same
Δ̃λ(k) = ηλφ(k). Second, g++ = g−− and g+− = g−+ is realized. Then we obtain
two solutions of equations Eq. (4.41) with

η+ = η−, (4.46)

η+ = −η−. (4.47)

The critical temperature of the state (4.46) corresponding to the singlet part is T s
c0 =

(2εc/π)e−1/gs , where gs = g++ + g+−. The critical temperature of the spin triplet
state (4.47) is T t

c0 = (2εc/π)e−1/gt , where gt = g++−g+−. If g+− > 0 then T s
c0 >

T t
c0 and the phase transition occurs to the state (4.46). While at g+− < 0 we see that

T t
c0 > T s

c0 and the phase transition occurs to the state (4.47).

4.3.3 Zeros in the Quasiparticle Gap

On the one hand, the zeros in the gap for elementary excitations are dictated by
the symmetry of the superconducting state or its superconducting class which is a
subgroup H of the group of symmetry of the normal state G ×K ×U (1). Here G
is the point group, K is the group of time reversal, U (1) is the gauge group. The
procedure to find symmetry dictated nodes is described in Ref. [63]. Let us consider
the possible superconducting states (4.40) and their nodes for CePt3Si with point
group symmetry C4v. This group has four one-dimensional irreducible representa-
tions, A1, A2, B1, B2, and one two-dimensional representation, E .Examples of even
basis functions of these irreducible representations are

Γ φΓ (k) nodes

A1 k2
x + k2

y + ck2
z –

A2 kx ky(k2
x − k2

y) kx = 0, ky = 0, kx = ±ky

B1 k2
x − k2

y kx = ±ky

B2 kx ky kx = 0, ky = 0

For the E state the basis functions are φE1(k) = kx kz and φE2(k) = kykz leading
to the order parameter for the Fermi surfaces λ,
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Δ̃λ(k) = ηλ,1φλ,E1(k)+ ηλ,2φλ,E2(k). (4.48)

The symmetry of superconducting state and the corresponding node positions
depend on the particular choice of amplitudes ηλ,i . Under weak-coupling condi-
tions the combination generating least nodes is most stable, corresponding here to
(ηλ,1, ηλ,2) = ηλ(1,±i). This is a time reversal symmetry violating phase with a
line node on the plane kz = 0 and point nodes at kx = ky = 0.

On the other hand, the fact that their gaps on the two Fermi surfaces are composed
of an even- and an odd-parity part, can also lead to nodes which are not symmetry
protected, as discussed in Ref. [45].

4.3.4 The Amplitude of Singlet and Triplet Pairing States

The coupling constants Vλλ′ we have used in previous considerations can be expressed
through the real physical interactions between the electrons naturally introduced in
the initial spinor basis where BCS-type Hamiltonian has the following form [63]

Hint = 1

4V

∑
kk′q

∑
αβγ δ

[V g(k,k′)(iσ2)αβ(iσ2)
†
γ δ

+ V u
i j (k,k′)(iσiσ2)αβ(iσ jσ2)

†
γ δ]c†

k+q,αc†
−k,βc−k′,γ ck′+q,δ, (4.49)

here the amplitudes V g(k,k′) and V u
i j (k,k′) are even and odd with respect to their

arguments, correspondingly. The unitary transformation (4.4) transforms the pairing
Hamiltonian (4.49) to the band representation (4.22). If we neglect inter-band pair-
ing, it is reduced to (4.23) and (4.24) with the amplitudes given by the following
expression

Ṽλλ′(k,k′) = 1

2
V g(k,k′)(σ0 + σx )λλ′ + 1

2
V u

i j (k,k′)γ̂i (k)γ̂ j (k′)(σ0 − σx )λλ′ .

(4.50)

The explicit derivation is given in [51], where a similar procedure was also made for
more general interactions mediated by phonons or spin fluctuations. It can be shown
that the pairing given by the amplitude V g(k,k′) in the initial spinor basis including
the simple s-wave pairing V g(k,k′) = const does not induce any inter-band pairing
channel.

To illustrate the origin of the singlet and triplet pairing channels, let us consider
a superconductor with tetragonal symmetry C4v and Rashba spin-orbital coupling
γ (k) = γ⊥(ẑ × k), for a spherical Fermi surface. We describe the pairing by the
following model which is compatible with all symmetry requirements:

V g(k,k′) = −Vg,

V u
i j (k,k′) = −Vu(γ̂i (k)γ̂ j (k′)), (4.51)
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where Vg and Vu are constants. This type of pairing interaction yields the supercon-
ducting state with full symmetry of the tetragonal group C4v transforming according
to unit representation A1 both in singlet and in triplet channels.

With Eq. (4.50) we arrive at the band representation:

Ṽλλ′(k,k′) = −1

2
Vg(σ0 + σx )λλ′ − 1

2
Vu(σ0 − σx )λλ′ , (4.52)

Thus, this pairing interaction is even simpler than that considered in the previous
subsection (Eq. (4.39)). So, in our model the gap functions in the two bands (Eq.
(4.40)) are: Δ̃λ(k) = ηλϕA1(k) with k independent functions ϕA1(k) = 1. The
amplitudes ηλ satisfy the equations

ηλ =
∑
λ′

gλλ′πT
∑

n

ηλ′√
ω2

n + η2
λ′
, (4.53)

where

g±± = Vg + Vu

2
N0±, g±∓ = Vg − Vu

2
N0∓, (4.54)

and the critical temperature is given by Eq. (4.44).
According to the Eq. (4.38) the singlet and triplet parts of the order parameter

are determined by the order parameter amplitudes in different bands. For the ratio of
triplet to singlet amplitudes in the vicinity of Tc we find:

r ≡ η+ − η−
η+ + η− =

2g+− + g++ − g−− −
√

D

2g+− + g−− − g++ +
√

D
, (4.55)

where D = (g++ − g−−)2 + 4g+−g−+. It is easy to see that for Vu = 0 the triplet
component of the order parameter vanishes identically and r = 0.On the other hand,
for Vg = 0 the singlet component of the order parameter disappears and r−1 = 0.
Generally the relative weight of singlet and triplet component in the order parameter
depends on the ratio of pairing interactions decomposed into even- and odd-parity
channels.

A simple BCS-type of model with

V g(k,k′) = −Vg and V u
i j (k,k′) = 0 (4.56)

yields in the band representation

Ṽ BC S
λλ′ (k,k′) = −1

2
Vg(σ0 + σx )λλ′ . (4.57)

and gives rise to purely spin-singlet pairing within our notion.
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4.3.5 Ginzburg–Landau Formulation

The Ginzburg–Landau theory is a very efficient tool to discuss a wide variety of phe-
nomena of the superconducting state, in particular, the instability conditions at the
critical temperature. We will derive the Ginzburg–Landau functional from a micro-
scopic starting point, with the aim to address in the following chapter the influence
of the magneto-electric effect on the nucleation of superconductivity in a magnetic
field, i.e. the modification of paramagnetic limiting in a non-centrosymmetric metal.

For this purpose we extend the self-consistent equation (4.28) to the case where
magnetic fields are present and the superconducting order parameter has a weak
spatial dependence,

Δ̃λ(k,q) = T
∑

n

∑
k′

∑
v

Ṽλv
(
k,k′

)
Gv(k′, ωn)Gv(−k′ + q,−ωn)Δ̃v(k′,q).

(4.58)

Near the critical temperature one can use the normal metal Green functions G0
λ(k, ωn),

which yield then the linearized gap equation, to examine the instability condition.
This equation can be derived from the free energy functional of the form

F = 1

2

∫
d3q
(2π)3

{∑
λv

η∗λ,i (q)Ṽ
−1
λv ηv,i (q)

−
∑

v

T
∑

n

∫
d3k
(2π)3

Δ̃∗v(k,q)Gv(k, ωn)Gv(−k + q,−ωn)Δ̃v(k,q)

}
.

(4.59)

The corresponding normal-metal electron Green function Gλ(k, ωn) = (iω −
ξλ(k,H))−1 in a magnetic field is determined by the electron energies (4.14),

ξλ(k,H) = ξ(k)+ λ|γ (k)− μBH| ≈ ξλ(k)−mλ(k)H, (4.60)

where ξλ(k) = ξ(k) + λ|γ (k)| and the second term on the right-hand side is the
analog of the Zeeman interaction for non-degenerate bands [34] with the form:

mλ(k) = λμBγ̂ (k), (4.61)

which is valid everywhere except for the vicinity of band crossing points, where the
approximation of independent non-degenerate bands fails. In standard centrosym-
metric metals the magnetic field splits the Fermi surfaces into majority and minority
spin surfaces. Here the spin-splitting is imposed at the outset by the spin-orbit cou-
pling. The effect of the magnetic field is a deformation of the band and shape of the
Fermi surfaces. As we will see this will influence the superconducting condensate
nucleated in a magnetic field.

The normal electron Green function is then approximated as

Gλ(k, ωn) = 1

iωn − ξλ(k)+mλ(k)H
. (4.62)



4 Basic Theory of Superconductivity in Metals Without Inversion Center 143

Since the gap function depends weakly on energy in the vicinity of the Fermi surface,
one can integrate the products of two Green’s functions with respect to ξλ = ξλ(k):

N0λ

∫
dξλGλ(k, ωn)Gλ(−k + q,−ωn) = πN0λLλ(k,q, ωn), (4.63)

where

Lλ(k,q, ωn) = 1

|ωn| + iΩλ(k,q)signωn
(4.64)

depends only on k̂, the direction of k,

Ωλ(k,q) = vλ(k)q
2
−mλ(k)H, (4.65)

with vλ(k) = ∂ξλ(k)/∂k being the Fermi velocity in the λth band.
The Ginzburg–Landau free energy in usual coordinate representation (as well as

the Ginzburg–Landau equations) can be obtained from the Taylor expansion of Eqs.
(4.58) and (4.59) in powers of Ωλ(k,q), by the replacement

q→ D = −i∇r + 2eA(r) (4.66)

in the final expressions. In the following we will put � = c = 1. The special form of
Ωλ(k,q) introduces a novel gradient term in the free energy of non-centrosymmetric
superconductors. Instead of powers of q it contains powers of Ωλ(k,q). This can
can lead to the formation of a nonuniform superconducting state known as helical
phases and to a magneto-electric effect in a magnetic field.

4.4 Magneto-Electric Effect and the Upper Critical Field

The term “magneto-electric effect” in non-centrosymmetric superconductors encom-
passes several intriguing features. It has been discussed on a phenomenological level
by introducing additional linear gradients terms to the Ginzburg–Landau free energy,
so-called Lifshitz invariants, like

η∗(r)K̃i j Hi D jη(r) (4.67)

Here η(r) denotes the superconducting order parameter, H is the magnetic field and
D = −i∇+2eA is the gauge-invariant gradient. First predicted by Levitov, Nazarov
and Eliashberg [10], the magneto-electric effect was studied microscopically by sev-
eral authors [11, 16, 17, 21, 26]. In this context several observable effects have been
predicted: (i) the existence of a helically twisted superconducting order parameter in
a magnetic field in two and three dimensional cases and spontaneous supercurrents
in a 2D geometry [17, 21, 23, 24, 26, 29, 32] and near a superconductor surface
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[31] as well as along junctions of two superconductors with opposite directions of
polarization [30], (ii) the enhancement of the upper critical field oriented perpendic-
ular to the direction of the space parity breaking [26, 29], (iii) magnetic interference
patterns of the Josephson critical current for a magnetic field applied perpendicular
to the junction [29].

The presence of Lifshitz invariants (4.67), however, can mislead to invalid con-
clusions so that a careful analysis of different contributions is mandatory. Especially
the question of the influence of the magneto-electric effect on paramagnetic limiting
deserves special attention in this context. Moreover, the notion of helical phase has
to be considered with caution as it may seduce to wrong pictures. In this section
we would like to give insight into these subtleties by discussing the magnetic field
dependence of the effective critical temperature in the Ginzburg–Landau framework.

4.4.1 One-Band Case

Before considering the intrinsic multi-band situation due to the spin splitting of the
electron band, we restrict ourselves, for simplicity, to a one-band situation, i.e. we
ignore one of the two bands. This band shall be characterized by an isotropic density
of states at the Fermi energy, N0+(k̂) = N+.

The Ginzburg–Landau free energy for this one-band case with a one-component
order parameter can be derived from Eq. (4.59)

F = 1

2

∫
d3q

(2π)3

{
2

V++
− N0+S1(T )+ N0+S3(T )〈(φ2(k)Ω(k,q))2〉

}
|η(q)|2,

(4.68)

where we restrict to the second order terms [26, 46]. This is sufficient to analyze the
instability conditions. Here, φ(k) describes the superconducting state and is an even
function belonging to one of the one-dimensional representations of the point group
of the crystal,Ω is given by (4.65), 〈...〉means the averaging over the Fermi surface,
the function S1(T ) is given by Eq. (4.43) and

S3(T ) = πT
∑

n

1

|ωn|3 =
7ζ(3)

4π2T 2 . (4.69)

The Ginzburg–Landau free energy functional in real space can be obtained through
a Fourier transformation and leads to

F =
∫

d3r
{
α(T − Tc0)|η|2 + η∗

[
K1(D

2
x + D2

y)+ K2 D2
z + Ki j Hi D j + Qi j Hi H j

]
η
}
,

(4.70)
where

α = N0+/2Tc0, Tc0 = (2γ ε0/π) exp (−2/V++N0+), (4.71)
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K1 = N0+S3

8
〈φ2(k)v2

x (k)〉, K2 = N0+S3

8
〈φ2(k)v2

z (k)〉, (4.72)

Ki j = −μB N0+S3

2
〈φ2(k)γ̂i (k)v j (k)〉, Qi j = μ2

B N0+S3

2
〈φ2(k)γ̂i (k)γ̂ j (k)〉.

(4.73)

The term linear in H incorporates the magneto-electric effects, while the term
quadratic in H describes the paramagnetic effect. This means also that Qi j |η|2 is
connected with the change of the paramagnetic susceptibility in the superconducting
phase compared with the normal state (Pauli) susceptibility. In particular, Qi j van-
ishes when there is no change of the paramagnetic susceptibility. These coefficients
have to be compared with those of a spin singlet state in a centrosymmetric super-
conductor, Q(0)

i j = δi jμ
2
B N0S3/2. Assuming N0+ = N0, the coefficients Q(0)

i j are

larger than the above Qi j due to the fact that 1 = 〈φ2(k)〉 ≥ 〈φ2(k)γ̂i (k)γ̂ j (k)〉.
We consider now two illustrative cases, the point groups C4v and D4 which are

characterized by the pseudovectors

γ (k) = γ⊥(x̂ky − ŷkx )+ γ‖kx kykz(k
2
x − k2

y) for C4v,

γ (k) = γ⊥(kx x̂ + ky ŷ)+ γ‖kz ẑ for L D4. (4.74)

For symmetry arguments and using above expressions we find the following relations
for the coefficients,

Kxy = −Kyx 	= 0 and Ki j = 0 otherwise
Qxx = Qyy 	= Qzz > 0 and Qi j = 0 otherwise

(4.75)

for C4v where presumably |Kzz| � |Kxy | and Qzz � Qxx due to the large number
of nodes in the k-dependence of the γ‖-part of γ (k), and

Kxx = Kyy 	= 0, Kzz 	= 0 and Ki j = 0 otherwise

Qxx = Qyy 	= Qzz > 0 and Qi j = 0 otherwise
(4.76)

for the point group D4.

4.4.1.1 Symmetry C4v, H ‖ ẑ

In the case of C4v for the field directed parallel to the z-axis H = H(0, 0, 1) the
terms linear in gradients and H are absent. The standard solution η = eiqy y f (x) of
the GL equation

{
α(T − Tc0)+ K1

[
− ∂2

∂x2 +
(
−i

∂

∂y
+ 2eH x

)2
]
+ Qzz H2

}
η = 0, (4.77)

is degenerate in respect to qy . The magnetic field dependence of the critical temper-
ature is
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Tc = Tc0 − 2eK1

α
H − Qzz

α
H2 (4.78)

Both the orbital (linear in H ) and paramagnetic (quadratic in H ) depairing effects
are present. Compared to the ordinary spin-singlet case, however, the effect of the
paramagnetic limiting is weaker here due to Qzz < Q(0)

zz . It is important to note that
no magneto-electric effect comes into play here.

4.4.1.2 Symmetry D4, H ‖ ẑ

The situation is quite different for uniaxial crystals with point symmetry group
D4 (or D6). The GL equation includes gradient terms in the field direction and
acquires the form

{
α(T − Tc0)+ K1

[
− ∂2

∂x2 +
(
−i

∂

∂y
+ 2eH x

)2
]

+ i Kzz H
∂

∂z
− K2

∂2

∂z2 ++Qzz H2
}
η = 0. (4.79)

The solution can be written as

η = eiqy yeiqz z f (x), (4.80)

which remains degenerate with respect to the wavevector qy , but not with respect to
qz which is used to maximize the critical temperature to

Tc = Tc0 − 2eK1

α
H +

(
K 2

zz

4K2
− Qzz

)
H2

α
. (4.81)

This corresponds to the finite wavevector

qz = Kzz H

2K2
. (4.82)

Note that this wave vector could also be absorbed into the vector potential without
changing the physically relevant results: A→ A+∇χ with χ = −qzz/2e.

The simple paramagnetic depairing effect is weakened due to the magneto-
electric response of the system. Adjusting the nucleation of the superconducting
phase to the shifted Fermi surface, as incorporated in the wavevector qz , recov-
ers some of the strength of the nucleating condensate. This is a specific effect of
the non-centrosymmetric superconductor and has its conceptional analogue in the
Fulde–Ferrel–Larking–Ovchinnikov (FFLO) phase for centrosymmetric spin singlet
superconductors, where the condensate also nucleates with finite-momentum Cooper
pairs in order to optimize the pairing of degenerate quasiparticles on the split Fermi
surface.
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4.4.1.3 Symmetry C4v, H ⊥ ẑ

Now we turn the magnetic field into the basal plane, H = H(cosϕ, sin ϕ, 0), and
impose a gauge to have the vector potential A = H z(sin ϕ,− cos ϕ, 0). The corre-
sponding GL equation takes the form

{
α(T − Tc0)+ K1(D

2
x + D2

y)− K2
∂2

∂z2 + Kxy(Hx Dy − Hy Dx )+ Qxx H2

}
η = 0,

(4.83)
where

Dx = −i
∂

∂x
+ 2eHyz, Dy = −i

∂

∂y
− 2eHx z. (4.84)

Like in ordinary superconductors the solution of this equation have the Abrikosov
form

η(r) = exp
[
i(p× r)z

]
f (z), (4.85)

where we write p = pH/H as a vector parallel to the magnetic field (p×r)z denoting
the z-component of the vector (p × r), and f(z) satisfies the resulting renormalized
harmonic oscillator equation

{
α(T − Tc0)+ K1(2eH)2(z − z0)

2 − K2
∂2

∂z2 +
(

Qxx −
K 2

xy

4K1

)
H2

}
f (z) = 0,

(4.86)
with the shifted equilibrium position

z0 = (2eH)−1
(

p + Kxy

2K1
H

)
. (4.87)

Thus, the vector p is absorbed into the shift z0 and does not appear anywhere else
in the equation. Then the corresponding eigenvalue determines the magnetic field
dependence of the optimized critical temperature:

Tc = Tc0 − 2e
√

K1 K2

α
H +

(
K 2

xy

4K1
− Qxx

)
H2

α
. (4.88)

In the used gauge the eigenstates are degenerate with respect to p and acquire the
same structure as the usual Landau degeneracy. Nevertheless, the characteristics of
non-centrosymmetricity incorporated in the Ki j terms appear in the expression of
Tc. Similar to the previous case of D4 with H ‖ z the magneto-electric effect yields
a reduction of the paramagnetic limiting term. This renormalization is surprisingly
strong in general, as we can see when we return to the expressions we derived for
the different coefficients. We obtain for the last term in Eq. (4.88),
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[
K 2

xy

4K1
− Qxx

]
H2

α
=

[ 〈φ2(k)γ̂x (k)vy(k)〉2
〈φ2(k)v2

x (k)〉
− 〈φ2(k)γ̂ 2

x (k)〉
]
μ2

B H2 N+S3

2α
(4.89)

Considering the simplified picture of a parabolic band with v(k) = k/m∗ and a
Rashba spin-orbit coupling γ̂ = k × ẑ (setting γz(k) = 0) we find the amazing
result that the two terms cancel exactly and the paramagnetic effect is completely
suppressed. This result can be immediately obtained, if we perform the gauge trans-
formation

q→ q+ 2μBm∗(ẑ ×H)
kF

. (4.90)

already in Eq. (4.65) and eliminate the paramagnetic term at the outset. However,
it is important to notice that this exact cancellation is a consequence of the sim-
plified forms of the band structure and the spin-orbit coupling term. Taking more
realistic band structure effects into account it is obvious that this identity does not
hold anymore in general. Nevertheless, our results suggest that the magneto-electric
effect can, in principle, yield a substantial contribution to eliminate the paramagnetic
limiting also for fields in the basal plane.

4.4.1.4 Symmetry D4, H ⊥ ẑ

It is easy to see that this case is analogue to the situation for the field along the z-axis
and has only quantitative differences. Thus also here we encounter a reduction of the
paramagnetic limit due to the magneto-electric effect yielding

Tc = Tc0 − 2e
√

K1 K2

α
H +

(
K 2

xx

3K1
− Qxx

)
H2

α
, (4.91)

where also the same considerations concerning the gauge freedom apply as in the
case of H ‖ ẑ.

4.4.1.5 Two-Dimensional Case, Symmetry C4v, H ⊥ ẑ

The simplest way to pass from the 3D to the 2D situation is to introduce a δ(z)-
function potential well into the 3D GL equation (4.83). This is equivalent to the
theory used by Tinkham [65] for the calculation of the upper critical field in a thin
film with thickness d << ξ for a field parallel to the film. Thus, we consider the
instability equation

{
α(T − Tc0)− K1(D

2
x + D2

y)− K2
∂2

∂z2

+Kxy(Hx Dy − Hy Dx )+ Qxx H2 − 2K2

d
δ(z)

}
η = 0, (4.92)
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where d is a length of the order of the film thickness that in the pure 2D case it is an
atomic scale length. This eigenvalue equation has the solution

η(r) = A exp
[
i(p× r)z

]
exp

(
−|z|

d

)
, (4.93)

where p = pH/H is a vector with arbitrary length directed along the magnetic field.
This then determines the critical temperature as a function of the applied magnetic
field.

α(T − T̃c0)+ K1(2eH)2〈(z − z0)
2〉 +

(
Qxx −

K 2
xy

4K1

)
H2 = 0. (4.94)

Here T̃c0 is the critical temperature in the absence of a magnetic field, corresponding
to d2 = K2/α(T̃c0 − Tc0). Moreover, the brackets 〈...〉 denote the expectation value
using the wave function exp (−|z|/d) and z0 is determined by the same expression
as in the 3D case

z0 = (2eH)−1
(

p + Kxy

2K1
H

)
. (4.95)

Hence, we obtain for the critical temperature

Tc = T̃c0 +
[

K 2
xy

4K1
− Qxx

]
H2

α
− K1

α
(z2

0 + d2/2)(2eH)2. (4.96)

The critical temperature reaches obviously a maximal value at z0 = 0, i.e. for

p = − Kxy

2K1
H. (4.97)

The upper critical field shows also here the square root temperature dependence usual
for thin films in a parallel magnetic field [65]. Under special conditions (e.g. rotation
symmetry around the normal vector of the film) the expression in the square parenthe-
sis in Eq. (4.96) may vanish, as described above. Then, unlike in usual superconduc-
tors, non-centrosymmetric superconductors follow the standard Tinkham behavior
unchanged by paramagnetic contributions.

In view of strong inequality d � 1/
√

2eH the complete suppression of the 2D
superconducting state (Tc(H) = 0) is reached in the field which exceeds the orbital
critical field in the 3D case (4.88).

4.4.2 Two-Band Case

While the one-band picture discussed so far gives useful insights into the influence
of the magneto-electric effect on the upper critical field, in particular, in the context
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of paramagnetic limiting, in reality there are at least two split bands whose Fermi
surface allows for the nucleation of a condensate in a finite magnetic field. In the two-
band picture the situation is somewhat more complex, so that we restrict ourselves
here to a few aspects only which, we believe, are relevant in this context without
attempting to give a complete overview. We base our analysis on the formalism
introduced for the homogeneous superconducting phase in Sect. 4.2.5. We use also
an order parameter belonging to a one-dimensional representation on the two Fermi
surfaces, Δ̃λ(k, r) = ηλ(r)φλ(k) with λ = ±. Moreover we restrict our discussion
to the case of the point group C4v with an in-plane magnetic field. Then the linearized
Ginzburg–Landau equation is given by

η+ = g++[S1(T )− L̂+]η+ + g+−[S1(T )− L̂−]η−,
η− = g−+[S1(T )− L̂+]η+ + g−−[S1(T )− L̂−]η−, (4.98)

with the operators L̂λ,

L̂λ = N−1
0λ

[
K1λ(D

2
x + D2

y)− K2λ
∂2

∂z2 + λKxyλ(Hx Dy − Hy Dx )+ QxxλH2
]
,

(4.99)

where the coefficients are defined through the straightforward generalization of Eqs.
(4.72) and (4.73) to the two-band case with the gap functions φλ(k), the Fermi
velocity components vλ,i (k) and the densities of states Nλ taken in the corresponding
band.

Similar to the one-band case the solutions of this equation system can be cast into
the Abrikosov form (

η+(r)
η−(r)

)
=

(
f+(z)
f−(z)

)
exp

[
i(p× r)z

]
(4.100)

where again p = pH/H and the functions f+(z), f−(z) satisfy the system of equa-
tions

f+ = g++[S1(T )− M̂+] f+ + g+−[S1(T )− M̂−] f−,
f− = g−+[S1(T )− M̂+] f+ + g−−[S1(T )− M̂−] f−. (4.101)

Using the same gauge as in the one-band example, the new operator M̂λ is then

M̂λ = N−1
0λ

[
K1λ(2eH)2(z − zλ0)

2 − K2λ
∂2

∂z2 +
(

Qxxλ −
K 2

xyλ

4K1λ

)
H2

]
,

(4.102)

z0λ = (2eH)−1
(

p + λ Kxyλ

2K1λ
H

)
. (4.103)



4 Basic Theory of Superconductivity in Metals Without Inversion Center 151

As in the one-band case the eigenstates of this system possess the Landau degeneracy
represented through the equilibrium positions of the coupled harmonic oscillators,
z0+ and z0−, which both depend on p. Through the substitution

z = Z + p

2eH

we can formulate the equation system so that p is eliminated and z0λ→ Z0λ,

Z0λ = λ Kxyλ

4eK1λ
. (4.104)

The general solution of Eq. (4.101) can be found only numerically. Here we limit
ourselves to a variational solution of the form,

f+(Z) = C+ exp

{
−eH

√
K1+(Z − Z0+)2√

K2+

}
,

f−(Z) = C− exp

{
−eH

√
K1−(Z − Z0−)2√

K2−

}
. (4.105)

In the following calculations, taking into account that the band splitting is much less
than the Fermi energy |γ⊥|kF � εF , we neglect the difference between the Fermi
velocities vλ(k) and the densities of states N0λ of the two bands. In this case, the
values of Z0λ = λZ0 for different bands differ each other only by sign. Returning to
the free energy functional and integrating over Z we obtain new variational equations
for the coefficients C+ and C−:

C+ = g++[S1(T )− M(H)]C+ + Ig+−[S1(T )− M(H)]C−,
C− = Ig−+[S1(T )− M(H)]C+ + g−−[S1(T )− M(H)]C− (4.106)

with

M(H) = N−1
0

[
2eH

√
K1 K2 +

(
Qxx −

K 2
xy

4K1

)
H2

]
, (4.107)

and

I = exp (−2eH Z2
0). (4.108)

The Eqs. (4.106) have the same form as Eq. (4.41) in the absence of magnetic field.
Hence, for the critical temperature we obtain

Tc = T̃c0(1− M) (4.109)

where the temperature T̃c0 is given by the same formula (4.44) as Tc0, taking in
mind the substitutions g+− → g̃+− = Ig+−, g−+ → g̃−+ = Ig−+. The product
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2eH Z2
0 ≈ eHm∗2/(kF m)2

)
is much less than unity generally, except for heavy

fermion or layered superconductors.
Thus, in the two-band situation the paramagnetic suppression of the supercon-

ducting state ∝ −Qxx H2 is substantially weakened by the magneto-electric effect
∝ K 2

xy H2/4K1. The latter has a finite value as long as we work in the limit
μB H � |γ⊥|kF .

This conclusion is qualitatively valid in general, although our discussion was
limited to a simple variational approach only. Moreover, assuming g++ = g−− and
g+− = g−+, as it was done in the absence of magnetic field (see Eqs. (4.46) and
(4.47)), we come to the solution of (4.106) with either pure singlet or with pure triplet
pairing. The effect of paramagnetic limiting is identical in both cases. This underlines
directly that the weakening of the paramagnetic limiting in the non-centrosymmetric
superconductors is not connected to the formation of a mixed singlet–triplet state. The
important point is the spin-orbital splitting of the bands. The Pauli spin susceptibility
of the quasiparticles in whole space between the two Fermi surfaces is not changed
in the superconducting state in comparison of its normal state value. This leads,
therefore, to the weakening of the paramagnetic suppression of the superconducting
state.

Various approximations to the two-band model have been used in the literature,
some of which can obscure the subtleties of non-centrosymmetric superconductors.
In particular, the discussion of the spin susceptibility in the superconducting phase
given in [33–35] has to be considered with caution in view of the magneto-electric
effects which are neglected there. The adjustment of the superconducting state to the
field-induced shifts of the Fermi surface yields a correction to the spin susceptibility
which is not negligible as our discussion in the Ginzburg–Landau regime show. The
subtle two-band effects, however, often make quantitative predictions difficult [66].

4.5 Conclusion

In this chapter we have given an overview on some theoretical aspects of non-
centrosymmetric superconductors. Unlike symmetric spin-orbit coupling found in
centrosymmetric metals, the antisymmetric spin-orbit coupling has a spectacular
influence on the electronic bands through a specific spin splitting of the quasiparticle
states. Superconductivity as a Fermi-surface instability is naturally influenced by
such a modification of the electronic states. Under these circumstances it has always
multi-band character. Moreover, parity does no longer provide a good quantum num-
ber to classify the superconducting phases.

One of the physically most remarkable aspects of non-centrosymmetric super-
conductivity is connected with magneto-electricity, the peculiar connection between
supercurrents and spin polarization. We have considered one aspect in this context,
namely its influence on paramagnetic limiting. This effect is of interest in strongly
correlated electron systems where the coherence length is generally small due to the
enhanced masses as in heavy fermion compounds. Here ordinary orbital depairing
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in a magnetic field is weak, such that the upper critical field reaches magnitudes
where paramagnetic limiting through spin polarization becomes visible. Interest-
ingly, already on the basis of symmetry considerations, it is possible to arrive at
important predictions which are borne out in some of the non-centrosymmetric heavy
fermion superconductors.
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Chapter 5
Magnetoelectric Effects, Helical Phases,
and FFLO Phases

D. F. Agterberg

Abstract This chapter emphasizes new magnetic properties that arise when inver-
sion symmetry is broken in a superconductor. There are two aspects that will be
covered in detail. The first topic encompasses physics related to superconducting
magnetoelectric effects that arise from broken inversion symmetry. Broken inver-
sion symmetry allow for Lifshitz invariants in the free energy which can be viewed
as a coupling between the magnetic induction and the supercurrent. There are similar-
ities between these invariants and the better known Dzyaloshinskii-Moyira interac-
tion in magnetic systems. These Lifshitz invariants give rise to anomalous magnetic
properties as well as new phases in the presence of magnetic fields. Here, we will
describe the consequences of these Lifshitz invariants, provide estimates for the
relative magnitudes of the novel effects, and discuss the important role that crystal
symmetry plays in understanding this physics. Finally, we provide a discussion of
the fate of Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) phases in broken inversion
superconductors. In particular, we show how broken inversion symmetry can have a
profound effect on the stability, existence, and properties of FFLO phases.

5.1 Introduction

One important way in which non-centrosymmetric superconductors differ from
conventional superconductors is in the response to magnetic fields. In particular,
the removal of inversion symmetry leads to new terms in the free energy that give
rise to magneto-electric effects. These effects are closely related to the appear-
ance of magnetic field generated helical phase in which the superconducting order
develops a periodic spatial variation. Here we review this physics beginning with a
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detailed examination of the phenomenological theory followed by an overview of
microscopic treatments of these problems which include an overview an of the
interplay of the helical phase and Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) phases
[1, 2].

5.2 Phenomenology of Single Component Superconductors

This section reviews the phenomenology relating Lifshitz invariants in the the free
energy to magnetoelectric effects, vortex structures, and the helical phase.

5.2.1 Ginzburg–Landau Free Energy

A key new feature of non-centrosymmetric superconductors is the existence of
Lifshitz invariants in the Ginzburg–Landau (GL) free energy [3–8]. These give rise
to magnetoelectric effects [5, 9–13], helical phases [6, 7, 14–16], and novel magnetic
properties [7, 9, 12, 17–19] discussed in this chapter. To examine the consequences
of these invariants we initially consider a GL theory for a single component order
parameter (for example, an s-wave superconductor) and add the most general Lifshitz
invariant allowed by broken inversion symmetry. Specific Lifshitz invariants are tabu-
lated in Table 5.1 for different point group symmetries of the material in question.
Since the primary goal is to reveal the new physics arising from these invariants, we
ignore the role of any anisotropy that might appear in the usual GL free energy. Under
these conditions the GL free energy under consideration is (we work in units such
that �= c= 1):

F =
∫

d3r

{
α|η|2 + Kη∗D2η + Ki j Bi [η∗(D jη)+ η(D jη)

∗] + β
2
|η|4 + B2

8π

}
,

(5.1)

where α=α0(T − Tc), Di = − i∇i − 2eAi and B=∇ ×A. From this free energy,
the GL equations can be found by varying the above with respect to A and η. This
results in the following:

αη + β|η|2η + K D2η + Ki j [2hi (D jη)+ iη∇ j Bi ]= 0 (5.2)

and

Ji = 1

4π
[∇ × (B− 4πM)]i = 2eK [η∗(Diη)+ η(Diη)

∗] + 4eK ji B j |η|2 (5.3)

where

Mi = −Ki j [η∗(D jη)+ η(D jη)
∗]. (5.4)
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Table 5.1 Allowed Lifshitz invariants for different point groups

Point group Lifshitz invariants

O K (Bx jx + By jy + Bz jz)
T K (Bx jx + By jy + Bz jz)
D6 K1(Bx jx + By jy + Bz jz)+ K2 Bz jz
C6v K (Bx jy − By jx )
C6 K1(Bx jx + By jy + Bz jz)+ K2 Bz jz + K3(Bx jy − By jx )
D4 K1(Bx jx + By jy + Bz jz)+ K2 Bz jz
C4v K (Bx jy − By jx )
D2d K (Bx jy − By jx )
C4 K1(Bx jx + By jy + Bz jz)+ K2 Bz jz + K3(Bx jy − By jx )
S4 K1(Bx jx − By jy)+ K2(By jx + Bx jy)

D3 K1(Bx jx + By jy + Bz jz)+ K2 Bz jz
C3v K (Bx jy − By jx )
C3 K1(Bx jx + By jy + Bz jz)+ K2 Bz jz + K3(Bx jy − By jx )
D2 K1 Bx jx + K2 By jy + K3 Bz jz
C2v K1 Bx jy + K2 By jx
C2 K1 Bx jx + K2 Byky + K3 Bz jz + K4 By jx + K5 Bx jy

Cs K1 Bzkx + K2 Bz j j + K3 Bx jz + K4 By jz
C1 all components allowed

Here ji = η∗(Diη)+ η(Diη)
∗

These equations are joined by the boundary conditions (which follow from the surface
terms that arise from integration by parts in the variation of F):

[K n̂i (Diη)+ Ki j Bi n̂ jη]boundar y = 0 (5.5)

where n̂ j is the component of the surface normal along ĵ, and the usual Maxwell
boundary conditions on the continuity of the normal component of B and the trans-
verse components of H=B−4πM (the appearance of M due to the Lifshitz invariants
makes this boundary condition non-trivial). Note that adding the complex conjugate
of Eq. 5.5 multiplied by η∗ to Eq. 5.5 multiplied by η yields J · n̂|boundar y = 0.

The appearance of M in Eq. 5.4 and the associated magnetization current leads
to new physics in non-centrosymmetric superconductors. Also note, as is the case
for centrosymmetric superconductors, the boundary conditions are valid on a length
scale greater that ξ0, the zero-temperature coherence length. In the following few
subsections, we present the solution to some common problems to provide insight
into the role of the Lifshitz invariants.

5.2.2 Solution with a Spatially Uniform Magnetic Field:
Helical Phase

In situations when the magnetic field is spatially uniform, the GL equations describing
the physics can be greatly simplified by introducing the following new order
parameter:
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η̃= η exp
(
iq·x)= η exp

(
i
i B j K jk xk

K

)
. (5.6)

The GL free energy for η̃ no longer has any Lifshitz invariants and is

F =
∫

d3r

{[
α − Bl Klm B j K jm

]
|η̃|2 + K1η̃

∗D2η̃ + β
2
|η̃|4 + B2

8π

}
. (5.7)

The resulting new GL equations are now those of a single component superconductor
with a magnetic field induced enhancement of Tc (this magnetic field enhancement
is discussed in more detail in Chap. 1). These new GL equations follow from a
minimization of Eq. 5.7 with respect to A and η̃. Note that the phase factor intro-
duced above cancels the additional current contribution from the Lifshitz invariants
in Eq. 5.3 and also cancels the related Lifshitz invariant contribution to the boundary
condition. Furthermore, the magnetization that follows from Eq. 5.7 by taking the
derivative with respect to Bi coincides with that due Eq. 5.4 found prior to the rede-
finition of the order parameter. This modified free energy of Eq. 5.7 immediately
implies that some results from the usual GL theory apply. In particular:

(i) the vortex lattice solution near the upper critical field is the same as that of
Abrikosov.

(ii) the surface critical field Hc3 is the same as that of DeGennes. The order B2

corrections to Tc do not change Hc3 to leading order in (Tc − T )/Tc).
(iii) the critical current in this wires will show no unusual asymmetry (this conclusion

differs from that of Ref. [4]).

5.2.2.1 Helical Phase

The main new feature that appears in a uniform magnetic field is the spatial modu-
lation of the order parameter. Since η develops a helical spatial dependence in the
complex plane, the resulting thermodynamic phase has been named the helical phase.
Since helicity of the order parameter is related to its phase, an interference experi-
ment based on the Josephson effect would provide the most reliable test to observe
this. Indeed, such an experiment has been proposed [7]. In particular, consider the
example of a 2D non-centrosymmetric superconductor (with a Rashba spin-orbit
interaction) with a Zeeman field applied in the 2D plane. Then consider a Josephson
junction between this and another thin film superconductor that is centrosymmetric.
For a magnetic field applied in the plane of the film perpendicular to the junction
and with the non-centrosymmetric superconductor oriented so that the helicity q is
perpendicular to the field ; we find this gives rise to an interference effect analogous
to the standard Fraunhofer pattern. For this experiment, the film must be sufficiently
thin that the magnetic field and the magnitude of the order parameter are spatially
uniform.

http://dx.doi.org/10.1007/978-3-642-24624-1_1
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To illustrate this, consider the following free energy of the junction

HJ = − t
∫

dx[Ψ1(x)Ψ ∗2 (x)+ c.c.] (5.8)

where the integral is along the junction. The resulting Josephson current is

IJ = I m
[
t
∫

dxΨ1(x)Ψ ∗2 (x)
]

(5.9)

Setting the junction length equal to 2L, and integrating yields a maximum Josephson
current of

IJ = 2t |Ψ 0
1 ||Ψ 0

2 |
| sin(q L)|
|q L| (5.10)

This demonstrates that the Josephson current will display an interference pattern for a
field perpendicular to the junction. Note that in the usual case the Fraunhofer pattern
would be observed for a magnetic field perpendicular to the thin film for which a
finite flux passes through the junction.

5.2.2.2 Magnetoelectric Effect

Amongst the early theoretical studies of non-centrosymmetric superconductors, it
was pointed out that a supercurrent must be accompanied by a spin polarization
of the carriers [10]. Within the macroscopic theory given above, this spin polariza-
tion is described by the magnetization in Eq. 5.4. This magnetization appears when
the supercurrent is non-vanishing due to a finite phase gradient. Subsequent to this
proposal, it was suggested that the converse effect would also appear: a Zeeman
field would induce a supercurrent [5]. This would follow from the expression for the
current of Eq. 5.3 when the usual GL current (2eK [η∗(Diη)+ η(Diη)

∗]) vanishes.
However, the latter proposal does not include the possibility discussed above that the
order parameter develops a spatial modulation in the presence of a spatially homo-
geneous magnetic field (which leads to a nonvanishing 2eK [η∗(Diη)+ η(Diη)

∗]).
Indeed, this new equilibrium state ensures that the resultant supercurrent is vanishing.
Nevertheless, as pointed out in Ref. [14], it is possible to create this current using
a geometry similar to that used to observe Little-Parks oscillations. In particular,
the supercurrent has two contributions, one is the current due to the Lifshitz invari-
ants and the other is the usual GL current 2eK [η∗(Diη) + η(Diη)

∗]. In the helical
phase, these two contributions exactly cancel. By wrapping the superconductor in
a cylinder, the condition that the order parameter is single valued does not allow
the helical phase to fully develop since arbitrary spatial oscillations are not allowed.
Consequently, when a magnetic field is applied along the cylindrical axis, a non-zero
current can flow. The resulting current will develop a periodic dependence on the
applied magnetic field [14].
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5.2.3 London Theory and Meissner State

We now turn to situations in which the magnetic field is not spatially uniform. The
Lifshitz invariants lead to new physics for both the single vortex solution and for the
usual penetration depth problem. To see this, we begin with the London limit and
set η= |η|eiθ and assume that the magnitude |η| is fixed. The GL free energy is then
minimized with respect to θ and A. The minimization with respect to θ yields

K1∇ · (∇θ − 2eA)+ Ki j∇i B j = 0 (5.11)

which is equivalent to the continuity equation for the current (∇ · J= 0). The mini-
mization with respect to A yields

Ji = 1

4π
[∇ × (B− 4πM)]i = − 1

4πλ2

⎡
⎣Ai − 1

2e
∇iθ −

∑
j

σ j i B j

⎤
⎦ (5.12)

with

4πMi = 1

λ2

∑
j

σi j

(
A j − 1

2e
∇ jθ

)
, (5.13)

1/λ2= 8π(2e)2 K |η|2 and σi j = 16πeλ2 Ki j . We take the surface normal is along
the ẑ direction and that the applied field is oriented along the ŷ direction. Note that by
applying an appropriate rotation to the fields in the free energy, this geometry results
in no loss of generality. We assume that there are spatial variations only along the
direction of the surface normal (z). We therefore have from∇ ·B= 0 that Bz = 0.We
further choose A= [Ax (z), Ay(z), 0] so that B= (−∂Ay/∂z, ∂Ax/∂z, 0) and work
in a gauge where ∇θ = 0. The three components of Eq. 5.12 yields

∂By

∂z
= 1

λ2

∂

∂z
[σyy Ay + σzy Az] + 1

λ2 Ax − 1

λ2 σxx Bx (5.14)

∂Bx

∂z
= 1

λ2

∂

∂z
[σxx Ax + σzx Az] − 1

λ2 Ay − 1

λ2 σyy Bx (5.15)

4π Jz = 0 = Az − σzx Bx − σzy By . (5.16)

Note that contributions from σxy and σyx cancel in the above. Taking derivatives of
Eqs. 5.14 and 5.15 with respect to z, using Eq. 5.16 to eliminate Az, we find

(
1− σ

2
zy

λ2

)
∂2 By

∂z2 =
1

λ2 By − σxx + σyy

λ2

∂Bx

∂z
+ σzyσzx

λ2

∂2 Bx

∂z2 (5.17)

(
1− σ

2
zx

λ2

)
∂2 Bx

∂z2 =
1

λ2 Bx + σxx + σyy

λ2

∂By

∂z
+ σzyσzx

λ2

∂2 By

∂z2 . (5.18)

The above must be solved with the boundary conditions Bi (z→∞)= 0 and
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Hy = By(z= 0)− 4πMy(z= 0) (5.19)

0= Bx (z= 0)− 4πMx (z= 0) (5.20)

where Hy is the applied field. Mx ,My can be found using Eqs. 5.13, 5.14, 5.15,
and 5.16 to eliminate Ax , Ay, and Az in favor of Bx and By and their derivatives.
By setting Bi = Bi0 exp(−δz/λ), the solution can be found analytically. The general
form of the solution is quite involved, so here we present the solution for point groups
O and C4v.

5.2.3.1 O Point Group

A representative material is Li2Pt3B [20–22]. This problem has been solved in
Refs. [9, 12]. In this case there is only one Lifshitz invariant: K1B · j. Since this
is a scalar under rotations the solution is the same for any orientation of the surface
normal. The equations for B become:

∂2 By

∂z2 =
1

λ2 By + δ

λ2

∂Bx

∂z
(5.21)

∂2 Bx

∂z2 =
1

λ2 Bx − δ

λ2

∂By

∂z
. (5.22)

where δ= −2σxx (note σxx = σyy in this case). This coupled set of equations can
solved for B± = Bx ± i By [9, 12] with the result that to first order in δ/λ :

By = Hy
[

cos
δz

λ2 +
δ

λ
sin

δz

λ2

]
e−z/λ (5.23)

Bx = Hy
[ δ
λ

cos
δz

λ2 − sin
δz

λ2

]
e−z/λ. (5.24)

Physically, this implies that the the magnitude of the Bx is discontinuous as it crosses
the surface (though not that of By) and that B also rotates inside the superconductor.
Note that in a slab geometry, Bx is of opposite sign on the two sides of the slab. It
may be possible to observe this through muon spin resonance experiments.

5.2.3.2 C4v Point Group

A representative material is CePt3Si [23]. In this case, the single Lifshitz invariant is
generated by a Rashba spin-orbit coupling and is given by K1 ẑ ·B× j. This implies
σ = σxy =−σyx �= 0.The solution of the London problem now depends upon surface
orientation and has been considered in Ref. [18]. We consider two situations here: the
surface normal along and perpendicular to ẑ (the four-fold symmetry axis). Consider
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first the normal along the ẑ direction (in this case the applied field is Hy and we find
that Bx = 0), then we have the usual London equation

∂2 By

∂z2 =
1

λ2 By (5.25)

with the unusual boundary condition Hy |z= 0= (By + σ
λ

By)|z= 0. This yields the
solution

By(z)= Hy

1+ σ
λ

e−z/λ (5.26)

These equations show that there is no rotation of B across the sample surface.
However, the magnetic induction B is discontinuous as the surface is crossed. Again,
in a slab geometry, the discontinuity in By is opposite for the two sides of the slab.

For the surface normal perpendicular to the ẑ direction, the situation is different.
To be concrete, consider the normal along the x̂ direction and the applied field along
the ŷ direction (for the field along the ẑ direction the usual London Equations result).
In this case, it is again permissible to set Bz = 0 and solve for By to find

By = Hy

1− σ 2

λ2

e−z/λ̃ (5.27)

where σ = σxy and λ̃= λ
(

1− σ 2

λ2

)
.

5.2.4 Spatial Structure of a Single Vortex

The London theory can also be used to examine the field distribution of a vortex in
a strongly type II superconductor. Again, the lack of inversion symmetry introduce
some new physics. Here we focus (as above) on two examples with point groups O
and C4v and provide the solutions of Refs. [12, 13, 18, 19]. The approach used in
these publications is to consider the parameter σi j/λ to be small and then the Lifshitz
invariants perturb the usual London solution. When there are no Lifshitz invariants,
the solution to the London equations are θ = − φ (φ is the polar angle) and the field
is applies along the n̂ direction

B= 1

2eλ2 K0(r/λ)n̂ (5.28)

where K0(x) is a modified Bessel function. The perturbative solutions depend upon
the specific form of the Lifshitz invariants and we turn to a discussion of two case in
turn.
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5.2.4.1 O Point Group

The solution in this case was found in Ref. [12, 13]. The modified London equation
is (the problem does not depend upon field direction)

∇ × ∇ × A+ 1

λ2 A = ∇φ
2eλ2 + 2

δ

λ2∇ × A− πδ

eλ2 δ
2(r)ẑ. (5.29)

The new term implies that, in addition to the field along ẑ, there is an additional
component along φ̂. The authors of Ref. [12, 13] find that to first order in δ/λ the
additional field is

B(1)φ (x = r/λ)= δ

eλ3

{
K1(x)

∫ x

0
x ′dx ′ I1(x

′)K1(x
′)+ I1(x)

∫ ∞
x

x ′dx ′[K1(x
′)]2

}

− δ

2eλ2 K1(x)

(5.30)
where I1 and K1 are modified Bessel functions of the first kind.

5.2.4.2 C4v Point Group

The solution in this case was found in Ref. [18, 19]. The fields that appear due to
the Lifschitz invariants depend in this case upon the orientation of the field. For the
field along the ŷ direction, it is found that the solution for B is given by (correct to
first order in σ/λ) [18, 19]

B= 1

2eλ2 K0

(
|r + σ

λ
ẑ|/λ

)
ŷ. (5.31)

Physically, this implies that the maximum value of By is shifted from the vortex
center. This shift has also been seen in a full numerical solution of the Ginzburg
Landau equations [17]. For the field along the ẑ direction (the four-fold symmetry
axis), the B field is unchanged and there is an induced magnetization along the radial
direction [18] (this redial magnetization was also found in the vortex lattice solution
near Hc2 [7]).

5.2.5 Vortex Lattice Solutions

For fields near the upper critical field, there have been a variety of studies on the
Abrikosov vortex lattice [7, 24–26]. Some of these studies predict multiple phase
transitions in the vortex lattice state [24–26]. These studies are based on microscopic
weak-coupling theories and involve an interplay of paramagnetism, orbital diamag-
netism, gap symmetry, band structure, and spin-orbit coupling [24–26]. While this
chapter will not address these vortex lattice transitions, we will address some of
the microscopic issues in the next chapter. Here we focuss on the GL theory, for
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which the predictions are more straightforward. In particular, near the upper crit-
ical field, the magnetic field is approximately uniform and the considerations above
imply that the vortex lattice is hexagonal (perhaps distorted by uniaxial anisotropy).
Consequently (following the arguments of Section II B), the order parameter solution
near the upper critical field is η(r)= cnst exp(iq · r)φ0(x, y) where φ0(x, y) is a
lowest Landau level (LLL) solution. This solution, combining a phase factor and a
(LLL) solution, has been called the helical vortex phase. The primary consequence
of this solution is that the upper critical field is enhanced due to the presence of
the Lifshitz invariants [7]. We note that due to the degeneracy of the LLL solution,
there is ambiguity in the existence of the phase factor. In particular, the LLL solu-
tion φ̃0(x, y)= eiτy x/ l2

Hφ0(x, y − τy) (lH is the magnetic length) is degenerate with
φ0(x, y), consequently in some circumstances the wavevector q can be removed in
favor of a shift of origin. This can be done whenever q is perpendicular to the applied
magnetic field (this is the case for C4v point group symmetry but not for O point
group symmetry). We feel that is still meaningful to speak of the helical vortex phase
for the point group C4v because the same phase factor implies an increase of the
in-plane critical field in two-dimensions for which this ambiguity does not exist. The
name helical vortex phase reveals the link between the solutions in two and three
dimensions.

In addition to studies near the upper critical field, there has been one numerical
study of the time dependent GL equations in the vortex phase [17]. This study found
the surprising result that the vortices flow spontaneously, in spite of the lack of an
applied current. The claim is that the paramagnetic supercurrent (the magnetization
current ∇ ×M) is the origin of this spontaneous flux flow. We note that in this study
the following boundary condition was used: Boutside=Binside. This differs from the
continuity of H=B − 4πM discussed above. In the problem that was studied, M
is non-trivial and an examination of its neglect in the boundary condition can be
seen to be equivalent to having a current flow. We argue that this current is cause the
spontaneous flux flow. We note that the boundary conditions discussed here should
be used in problems where the minimum length scale is ξ0, the zero temperature
coherence length. However, at lengths scale smaller than this, a microscopic theory
is required and the single particle quantum mechanical wavefunctions will obey quite
different boundary conditions.

5.2.6 Multi-Component Order Parameters

There have not been as many studies on Lifshitz invariants in non-centrosymmetric
superconductors in cases when the order parameter contains more than one complex
degree of freedom. There has been one noteworthy result, which is the appearance
of the helical phase when no magnetic fields are applied [8, 22]. In particular, if the
ground state of the multi-component order parameter breaks time-reversal symmetry
[27, 28], then the lack of both parity and time-reversal symmetries allows the helical



5 Magnetoelectric Effects, Helical Phases, and FFLO Phases 165

phase to appear. As an example, consider the three dimensional irreducible repre-
sentation of the point group O, with an order parameter η where the components
transform as the (x, y, z) component of a vector. The following Lifschitz invariant
exists [8]

i K (η∗1 Dyη3 + η∗2 Dzη1 + η∗3 Dxη2 − c.c.). (5.32)

This Lifschitz invariant leads to a ground state order parameter η= eiqz(1, i, 0). The
state η= (1, i, 0) breaks time reversal symmetry and thus mimics the role of the
magnetic field in the single component case.

5.3 Microscopic Theory

The phenomenological arguments of the previous section have also been the subject
of many microscopic calculations. These calculations, while all related, focus and
extend different aspects of the phenomenological theory above. In particular, four
points of contact exist between the phenomenological theories and the microscopic
theories. These are: direct calculations of the Lifshitz invariants in the free energy
in Eq. 5.1; calculations of the magnetization in Eq. 5.4; calculations of the current in
Eq. 5.3; and calculations of the helical wavevector q in Eq. 5.6. We briefly review the
first three of these and then turn to a more complete overview of microscopic studies
of the helical phase since this turns out to be closely linked to the FFLO phases.

5.3.1 Contact Between Microscopic and Macroscopic Theories:
Lifshitz Invariants

The direct calculation of the Lifschitz invariants in Eq. 5.1 has been carried out by a
few authors [4, 5, 7, 8] and can be found in Chap. 1 of this book. In particular, the
non-interacting Hamiltonian is

H0=
∑

k

∑
αβ =↑,↓

[ξ(k)δαβ + γ (k) · σαβ ]a†
kαakβ (5.33)

where a†
kα(akα) creates (annihilates) an electronic state |kα〉, ξ(k)= ε(k)−μdenotes

the spin-independent part of the spectrum measured relative to the chemical potential
μ, α, β = ↑,↓ are spin indices, σ are the Pauli matrices, and the sum over k is
restricted to the first Brillouin zone. In the helicity basis, this Hamiltonian is diago-
nalized with energy bands given by

ξ±(k)= ξ(k)± |γ (k)| (5.34)

http://dx.doi.org/10.1007/978-3-642-24624-1_1
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with the Hamiltonian

H0=
∑

k

∑
λ=±

ξλ(k)c
†
kλckλ, (5.35)

where the two sets of electronic operators are connected by a unitary transformation,

akα =
∑
λ

uαλ(k)ckλ, (5.36)

with

(u↑λ(k), u↓λ(k))= (|γ | + λγz, λ(γx + iγy))√
2|γ |(|γ | + λγz)

. (5.37)

In the limit that only one of the bands cross the the Fermi energy (this can be realized
for superconductivity at the surface of a topological insulator [29]), the following
weak-coupling result for the coefficients defining the Lifishitz invariants of Eq. 5.1
is found

Ki j = − μB N0S3

2
〈φ2(k)γ̂i (k)v j (k)〉 (5.38)

where N0 is the density of states of the band at the chemical potential, φ(k)
describes the superconducting state and is an even function belonging to one of
one-dimensional representations of the point group of the crystal, 〈. . .〉 means the
averaging over the Fermi surface, μB is the Bohr magneton, and

S3(T )=πT
∑

n

1

|ωn|3 =
7ζ(3)

4π2T 2 . (5.39)

Equation 5.38 is valid when there is only a single band present. When two bands
are present (as is often the case), and assuming that φ(k) is the same for both bands,
then Eq. 5.38 must be multiplied by the factor

δN = (N+ − N−)/(N+ + N−). (5.40)

where N± are the density of states of the two bands (N0= N+ + N−). Microscopic
calculations of the Lifshitz invariants are limited to the regime near Tc where the GL
theory is valid.

5.3.2 Contact Between Microscopic and Macroscopic Theories:
Current and Magnetization

In the limit of small magnetic fields (B) and small phase gradients (∇θ ) in the
superconducting order parameter, it it possible to find microscopic extensions to
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Eq. 5.3 and Eq. 5.4 that are valid for all temperatures. This has been carried out in
Refs. [5, 10]. Here, we follow the notation of Ref. [5]. In the clean limit, for 2D
cylindrical bands with a Rashba interaction (γ (k)=αn̂ × p(k)) Eq. 5.3 and Eq. 5.4
can be rewritten as

Jx = ρs
�∇xθ

2m
− κBy

My = κ
2

�∇xθ

(5.41)

where My is the magnetic moment, ρs is the superfluid density, and

κ(T )= μ

4π�2 [pF+{1− Y (T,Δ+} − pF−{1− Y (T,Δ−)}] (5.42)

where pF,± are the Fermi momenta for the two bands, Δ± are the gaps on the two
bands, μ is the Fermi energy, and Y (x) is the Yoshida function. Note that Eq. 5.42 is
proportional to δN in the limit δN << 1.

The role of Fermi liquid corrections has also been examined [11] in this context.
This study has found the that the only Fermi liquid corrections that alter the current
contribution from the Lifshitz invariants are ferromagnetic correlations. If there are
no ferromagentic correlations, then Eq. 5.42 is unchanged. This is important in heavy
Fermion materials, where the effective mass enhancement suppresses the usual super-
current but does not change Eq. 5.42 [11].

5.3.3 Microscopic Theory of the Helical and FFLO Phases

The helical phase has received a great deal of attention from the microscopic point
of view [7, 14–16, 24, 26, 29–31]. One reason for this is that it is closely related
to the FFLO phase [1, 2] in which the superconducting order parameter develops a
periodic spatial structure. The interplay between these two phases is not trivial. It
is perhaps not surprising that spatially oscillating superconductor solutions readily
appear in non-centrosymmetric superconductors when magnetic fields are applied.
In particular, a state with momentum k at the Fermi surface will generally not have
a degenerate partner at −k with which to form a Cooper pair when both parity and
time reversal symmetries are broken. The state k would rather pair with a degenerate
state −k + q and in this way generate a spatially oscillating superconducting order
parameter.

The microscopic origin of the spatially oscillating states can be understood by
an examination of the single particle eigenstates when a Zeeman field H is included
(for now we ignore the vector potential A)

HZ = −
∑

k,α,β

μBH · σαβa†
kαakβ. (5.43)
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Fig. 5.1 A magnetic field directed as shown together with a Rashba spin-orbit interaction shifts
the center of the large and small Fermi surfaces by±q/2. The smaller dot represent the point (0,0)
(center of Fermi surfaces without field) and the two larger dots represent the points (0,−q/2) and
(0, q/2) (centers of the new Fermi surfaces). Pairing occurs between states of k+q/2 and −k+q/2,
leading to a gap function that has a spatial variation Δ(x)=Δ0 exp(iq · x). From Ref. [16]

The single particle excitations now become

ξ±(k,H)= ξ(k)±
√
γ 2(k)− 2μBγ (k) ·H+ μ2

BH2. (5.44)

In the limit |γ | >> |H |, this becomes (we ignore the small regions of phase space
for which γ = 0)

ξ±(k,H)≈ ξ(k)± μBγ̂ (k) ·H. (5.45)

The origin of pairing states with non-zero q (that is Δ(x) ∝ eiq·x) follow from this
expression. As an example, consider a Rashba interaction γ = γ⊥(ky x̂ − kx ŷ) for
a cylindrical Fermi surface and a magnetic field along x̂ . In this case, as shown in
Fig. 5.1, the Fermi surfaces remain circular and the centers are shifted along the
ŷ direction. A finite center of mass momentum Cooper pair is stable because the
same momentum vector q can be used to pair every state on one of the two Fermi
surfaces. In the more general case, for a non-zero q state to be stable, the paired
states should be degenerate: ξ±(k+q,H)= ξ±(−k+q,H), this gives the condition
�q · vF =μBH · γ̂ (k). This differs from the condition for the usual FFLO phase,
for which �q · vF =μB|H|. The optimal paring state corresponds to finding q that
satisfies the pairing condition for the largest possible region on the Fermi surface.

The above paragraph also reveals the origin of the interplay between the helical
and FFLO phases. In particular, the two Fermi surface sheets prefer pairing states
with opposite sign of q. Choosing a particular q allows pairing on one Fermi surface,
but not on the other. This naturally leads to competition between single-q (helical)
and multiple-q (FFLO-like) states. Which state appears depends upon the details of
the system. Without going into further microscopic details, which can be found in
Refs. [7, 14–16, 24, 26, 29–31], we summarize some of the main results here. One
important result is that since there are two sources of the modulation q (FFLO-like
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Fig. 5.2 Typical phase diagram showing both multiple-q and single-q (helical phase) phases as
a function of Zeeman field in a clean non-centrosymmetric superconductor for two different
values of δN . These calculations where carried out with a Rashba spin-orbit interaction and
a 3D spherical Fermi surface (a 2D cylindrical Fermi surface gives similar results). For fields
HμB/Tc < 1.5, q ≈ δNHμB/vF (for the δN = 0, this leads to q = 0), while for higher fields
q ≈HμB/vF . From Ref. [16]

physics and Lifshitz invariants), there are two typical values for the magnitude of q
[15, 16, 26, 31] that both appear in different regions of the temperature/magnetic field
phase diagram. In particular q ≈ HμB/vF stems from FFLO-like physics related to
Fig. 5.1 and is the value of q in the high-field regime (in clean materials). While
q ≈ δNHμB/vF stems from the Lifschitz invariants and is the typical magnitude
of q in the low-field regime [15, 16, 31]. As shown in Fig. 5.2, in the clean limit,
both single-q and multiple-q phases exist [15, 16]. However, the multiple-q phase
become less stable as δN increases [16]. We note that in the case of superconduc-
tivity at the surface of a topological insulator, which is akin to δN = 1, only the
single-q exists [29]. In the dirty limit the multiple-q phases no longer appear, while
the single-q phase with q ≈ δNHμB/vF is robust [15, 31]. Finally we note that when
the vector potential is also included then novel vortices and vortex phases may appear
[15, 24–26, 32].

5.4 Conclusions

In this chapter we have examined the role of Lifshitz invariants that appear in
the Ginzburg Landau free energy of non-centrosymmetric superconductors. These
invariants lead to magnetoelectric effects, novel London physics in the Meissner
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state, new structure in individual vortices, and a helical phase in which the order
parameter develops a periodic spatial variation. Additionally, we have provided an
overview of theoretical developments in the microscopic description of this physics.
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Chapter 6
Microscopic Theory of Pairing Mechanisms

Y. Yanase and S. Fujimoto

Abstract This chapter deals with the microscopic theory of pairing mechanisms for
noncentrosymmetric superconductors. One of curious questions is how to understand
microscopically the parity mixing arising from the interplay between pairing inter-
actions and the spin-orbit interactions that stem from broken inversion symmetry.
Here, some examples of microscopic models which exhibit this phenomenon are pre-
sented. Our argument is mainly concentrated on the heavy fermion superconductors
CePt3Si and CeRh(Ir)Si3, for which ample experimental evidence confirms the real-
ization of unconventional superconducticvity caused by non-phonon mechanisms.
In these heavy fermion systems, superconductivity appears in or in the vicinity of
an antiferromagnetic phase. Thus, it is important to clarify the role of magnetism in
the pairing state. We examine the scenario that magnetic interaction is the origin of
the pairing interaction for these systems. The influences of the coexisting magnetic
order are also investigated.

6.1 Introduction

The BCS theory is the standard microscopic description of superconductivity. It
is natural to expect that the central notion of the BCS theory is still applicable to
noncentrosymmetric superconductors (NCS), of which the crystal structures lack
inversion symmetry. Some distinct novel features associated with broken inversion
symmetry, however, appear in their pairing states. For instance, because of parity
violation, the admixture of spin-singlet pairing states and spin-triplet pairing states
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occurs [1–4]. We here illustrate this phenomenon briefly, before entering the main
part of this chapter. For systems without inversion symmetry, there is an asymmetric
potential gradient caused by nuclei located at asymmetric positions. The asymmetric
potential gradient∇V gives rise to a spin-orbit (SO) interaction (k×∇V )·σ acting on
electrons with momentum k and spin σ . This interaction is odd in k. In the following,
we refer to this SO interaction as an antisymmetric SO interaction to distinguish it
from usual SO interactions caused by spherical Coulomb potentials. To make our
argument concrete, we consider the case that there is no mirror symmetry with respect
to a (001)-plane, and that ∇V ∝ n = (001); i.e. the antisymmetric SO interaction is
the Rashba SO interaction. This SO interaction splits the bands into two parts, each
of which is an eigenstate of spin chirality, and hence the spin rotational symmetry is
broken; i.e. in one band, an electron with momentum k (− k) is in the spin up (down)
state | ↑〉 (| ↓〉), while in the other band the spin state is reversed. Here the spin
quantization axis is taken to be parallel to k× n. When the magnitude of the SO split
ESO is sufficiently larger than the superconducting gapΔ, as in the case of any NCS
discovered so far for which ESO is 10 ∼ 100 meV, interband Cooper pairing between
electrons in the two SO split bands is strongly suppressed. In one of the two SO split
bands, a Cooper pair formed between electrons with momenta k and−k is in the state
|k ↑〉|−k ↓〉, while in the other band, it is |k ↓〉|−k ↑〉. If the density of states of the
one band is different from the other, the superposition between the state |k ↑〉|−k ↓〉
and the state |k ↓〉| − k ↑〉 is suppressed. Then, the pairing state in one band
|k ↑〉|−k ↓〉 = 1

2 (|k ↑〉|−k ↓〉−|k ↓〉|−k ↑〉)+ 1
2 (|k ↑〉|−k ↓〉+|k ↓〉|−k ↑〉)

is the admixture of the spin-singlet pairing and the spin-triplet pairing with the spin
projection of the total spin of the Cooper pair Sz = 0 for the spin quantization
axis parallel to k× n. In addition to this effect, the antisymmetric SO interactions
also give rise to pairing interactions which conserve neither spin nor parity; i.e. the
spin-singlet channel and the spin-triplet channel are directly mixed by the spin-non-
conserving pairing interactions. Because of these two effects, the parity-mixing of
Cooper pairs occurs. In this argument, an important parameter which controls the
parity-mixing is the ratio ESO/EF [1–3]. For any NCS discovered so far, ESO/EF is
at most∼0.1.Despite such a small magnitude of ESO/EF, it is possible that, in some
particular situations, the parity mixing becomes a substantial effect for pairing states.
For instance, when the attractive pairing interactions in the spin-singlet channel and
spin-triplet channel mixed by the antisymmetric SO interaction are comparable in
magnitude to each other, the transition temperatures for the spin-singlet state and
the spin-triplet state in the absence of the SO interaction are close to each other,
and even for the small magnitude of the SO interaction, strong mixing of these two
states occurs. Another possible scenario for strong parity mixing is that the spin-non-
conserving pairing interactions which directly couple the odd parity channel with
the even parity channel are enhanced by some specific mechanisms such as strong
correlation effects. This results in the substantial admixture of spin-singlet pairs and
spin-triplet pairs, even when the magnitude of ESO/EF is small.

In the parity-mixed pairing state, when the interband pairings between the two
SO split bands are completely suppressed, the superconducting gap function has the
following form [1–3]
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Δs1s2(k) = Δs(k)i(σ2)s1s2 + d(k) · i(σσ2)s1s2 , (6.1)

where Δs(k) is the gap for the spin-singlet pairing, and d(k) is the d-vector for
the spin-triplet pairing. It is noted that the d-vector in this case is parallel to a vec-
tor g(k), which is defined by the average of k × ∇V with respect to Bloch wave
functions. This simple form of the gap function (6.1), however, is applicable only
when the dominant pairing interaction in the spin-triplet channel has the momentum
dependence compatible with that of the antisymmetric SO interaction. Generally, it
may occur that the spin-triplet pairing interaction which is mismatched with the anti-
symmetric SO interaction is substantially strong, giving rise to frustration between
these two kinds of interactions. In this situation, the structure of the parity-mixed
pairing state crucially depends on microscopic details of pairing interactions and the
antisymmetric SO interactions. Thus, for understanding pairing states in NCS, it is
vitally important to investigate the microscopic nature of pairing interactions.

In this chapter, we present some examples of microscopic studies on pairing mech-
anisms of NCS. In particular, we mainly consider two families of heavy fermion NCS,
CePt3Si and CeRh(Ir)Si3. The reason why we choose these systems is as follows.
According to accumulated experimental evidence, it is well established that uncon-
ventional superconductivity is realized in these systems, and it is suggested that
non-phonon mechanisms for providing the pairing glue play a crucial role. Actually,
in these strongly correlated electron systems, superconductivity occurs in or in the
vicinity of antiferromagnetically ordered phases. This observation strongly supports
the idea that Cooper pairs are mediated by spin fluctuations. It is plausible to expect
that strongly anisotropic pairing interactions mediated by spin fluctuations give rise
to situations advantageous for parity mixing of Cooper pairs involving different angu-
lar momentum channels. In fact, as will be discussed in the next section, the strong
parity mixing is realized for CePt3Si because of enhanced spin-non-conserving pair-
ing interactions caused by a cooperative effect between spin fluctuations and the
antisymmetric SO interaction. Furthermore, the interplay between broken inversion
symmetry and magnetic correlations leads to various rich physics, as will be discussed
in the following sections; e.g. a helical state with spatially modulated superconduct-
ing order parameters which is expected to be realized in CePt3Si, and extremely large
upper critical fields observed for CeRh(Ir)Si3.

The organization of this chapter is as follows. In Sect. 6.2, we discuss the micro-
scopic pairing mechanism of CePt3Si. We also discuss the relation between the
chiral magnetism and superconductivity for this system. In Sect. 6.3, the cases of
CeRh(Ir)Si3 are considered. The upper critical field of CeRh(Ir)Si3 is also discussed
on the basis of the microscopic theory. Sections 6.2 and 6.3 are independently read-
able. In fact, CePt3Si and CeRh(Ir)Si3 are quite different from each other in their
fundamental properties, as will be explained in the following sections. Thus, the
approximation schemes used for the calculations of superconducting properties are
different between these two classes of the heavy fermion systems. Conclusions are
given in Sect. 6.4.
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6.2 Case of CePt3Si

Among non-centrosymmetric heavy fermion superconductors, CePt3Si has been
investigated most extensively because its superconductivity occurs at ambient pres-
sure [5]; others superconduct only under substantial pressure. In CePt3Si, supercon-
ductivity with Tc ∼ 0.5 K appears in the AF state with a Neél temperature TN = 2.2
K [5–7]. The AF order microscopically coexists with superconductivity [8, 9]. Neu-
tron scattering measurements characterize the AF order with an ordering wave vector
Q = (0, 0, π) and magnetic moments in the ab-plane of a tetragonal crystal lattice
[10]. The AF order is suppressed by pressure and vanishes at a critical pressure
Pc ∼ 0.6 GPa. Superconductivity is more robust against pressure and therefore a
purely superconducting phase is present above the critical pressure P > 0.6 GPa [11,
12]. The coexistence of superconductivity and AF order gives rise to some intriguing
phenomena, but complicates the situation. Therefore, we discuss the pairing state
and the microscopic mechanism of superconductivity in the absence of AF order in
Sect. 6.2.3. We study the NCS in the AF ordered state in Sect. 6.2.4. The Sect. 6.2.1
is devoted to the microscopic derivation of the Rashba SO interaction based on the
tight-binding scheme. In Sect. 6.2.2, we describe the formulation to study the pairing
states.

The nature of the superconducting phase has been clarified by several experiments.
The low-temperature properties of thermal conductivity [13], superfluid density [14],
specific heat [6], and NMR 1/T1T [15] indicate line nodes in the gap. The upper
critical field Hc2 ∼ 3− 4 T exceeds the standard paramagnetic limit [5, 11], which
seems to be consistent with the Knight shift data displaying no decrease in spin
susceptibility below Tc for any field direction [16, 17]. The combination of these
features is incompatible with the usual pairing states such as the s-wave, p-wave, or
d-wave state. We show that these features are consistent with NCS which coexists
with AF order (Sect. 6.2.4) [18–20].

6.2.1 Derivation of SO Interaction in Heavy Fermions

The antisymmetric SO interaction ĤASO stems from asymmetric potential gradi-
ents ∇V caused by broken inversion symmetry of crystal structures; i.e. ĤASO =

e
4m2c2 〈φA|σ · (k × ∇V )|φB〉 with |φA,B〉 a Bloch state. In heavy fermion systems
which consist of both well-localized f-electrons and conduction electrons, the anti-
symmetric SO interaction involves matrix elements between different orbital states
as well as those between the same orbital states. Here, we show how the Rashba
SO interaction is microscopically derived by taking the multi-orbital nature of heavy
fermion systems into account [20]. In the following, we omit the matrix element
of the SO interaction between the same orbital states in order to focus on the spe-
cific feature of the antisymmetric SO interaction inherent in heavy fermion systems.
The following recipe can be generally used for non-centrosymmetric heavy fermion
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systems. The generalization to the other systems, such as transition metals, is also
straightforward.

We here construct a periodic Anderson model and Hubbard model on the basis
of the tight-binding approximation. The localized 4f states in the Ce-based heavy
fermion systems, such as CePt3Si, CeRhSi3, and CeIrSi3 are described by the
J = 5/2 manifold whose degeneracy is split by the crystal electric field. For instance,
the following derivation is based on the level scheme proposed for CePt3Si [10]

|Γ7±〉 =
√

5

6
| ± 5

2
〉 −

√
1

6
| ∓ 3

2
〉, (6.2)

|Γ ′6±〉 = | ±
1

2
〉, (6.3)

|Γ ′7±〉 =
√

1

6
| ± 5

2
〉 +

√
5

6
| ∓ 3

2
〉. (6.4)

According to ref. [10], the ground state is |Γ7±〉, and the others are excited states.
Similar, but different crystal field levels have been proposed for CePt3Si [7, 21]. The
Rashba SO interaction is derived for these levels in the same way, but the momentum
dependence of g-vector g(k) depends on the low-lying crystal field level, as we show
below.

We here assume the low-lying |Γ7±〉 doublet and take into account the hybridiza-
tion with other electron states. Because the mirror symmetry is broken with respect
to the ab-plane in CePt3Si, the odd-parity 4f orbital is hybridized with the even-parity
s and d orbitals in the same Ce site. Owing to the symmetry of the |Γ7±〉 state, this
4f state is hybridized with the dxy, dxz and dyz orbitals. Then, the wave function of
the localized state is expressed as

|f±〉 = κ|Γ7±〉 + iε|dxy〉χ± + η(|dxz〉 ∓ i|dyz〉)χ∓, (6.5)

where ε, η and κ = √
1− ε2 − 2η2 are real number and χ± describes the wave

function of the spin. A periodic Anderson Hamiltonian is constructed for local-
ized |f±〉 states and conduction electrons. We here consider conduction electrons
arising from the Ce 5s orbital for simplicity. Taking into account the inter-site
hybridization between the s, d and f orbitals, we obtain the tight-binding Hamil-
tonian H0 =∑

k ψ̂
†
k Ĥ0(k)ψ̂k,where ψ̂†

�k = ( f †
k+, f †

k−, c†
k↑, c†

k↓), and

Ĥ0(k) =
(
ε̂f(k) V̂ (k)
V̂ (k)† ε̂c(k)

)
. (6.6)

The 2 × 2 matrices ε̂f(k), ε̂c(k), and V̂ (k) are obtained as

ε̂f(k) =
(

εf(k) α1(i sin kx + sin ky)

α1(− i sin kx + sin ky) εf(k)

)
, (6.7)

ε̂c(k) =
(
εc(k) 0

0 εc(k)

)
, (6.8)
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V̂ (�k) =
(

(8V3 sin kz + 4iεV4) sin kx sin ky (2iV5 − 4ηV6 sin kz)(sin kx + i sin ky)

(2iV5 − 4ηV6 sin kz)(sin kx − i sin ky) (8V3 sin kz + 4iεV4) sin kx sin ky

)
.

(6.9)

We ignored the off-diagonal terms in the second order with respect to small parame-
ters ε and η. We obtain εf(k) = κ2εΓ7(k)+ ε2εxy(k)+ η2(εxz(k)+ εyz(k)) where
εA(k) is the dispersion relation for the |A〉 state. In Eq. (6.8), we ignored the SO
interaction in the conduction electrons to focus on f electron physics. It is straight-
forward to take into account the SO interaction in conduction electrons, and also to
construct a model for conduction electrons in p and d orbitals.

Equation (6.7) has the Rashba SO interaction term and the coefficient is obtained
as

α1 = −4εV2 − 4ηV1. (6.10)

The hybridization parameters in Eqs. (6.9) and (6.10) are obtained as

V1 = κ
√

5

21
V 100

2−,yz, (6.11)

V2 = κ
(√

15

42
V 100

y3−3x2y,yz −
√

1

42
V 100

y(5z2−r2),yz

)
, (6.12)

V3 = κ
√

5

21
V 111

2−,s, (6.13)

V4 = V 110
xy,s, (6.14)

V5 = κ
(√

15

42
V 100

x3−3xy2,s −
√

1

42
V 100

x(5z2−r2),s

)
, (6.15)

V6 = V 101
xz,s , (6.16)

where V abc
A,B is the hopping matrix element between the |A〉 and |B〉 states along the

[abc]-axis.
Applying an appropriate unitary transformation to the conduction electron,

(c†
k+, c†

k−) = (c†
k↑, c†

k↓)Ûc(k), the hybridization matrix is transformed as

Ṽ (k) = V̂ (k)Ûc(k) =(
Vcf(k) α2(k)(i sin2 ky sin kx + sin2 kx sin ky)

α2(k)(−i sin2 ky sin kx + sin2 kx sin ky) Vcf(k)

)
,

(6.17)
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where

α2(k) = 4(εV4V5 − 4ηV3V6 sin2 kz)

/

√
16V 2

3 sin2 kx sin2 ky sin2 kz + V 2
5 (sin2 kx + sin2 ky),

(6.18)

is a real and even function with respect to kx, ky, and kz.

Taking into account the on-site repulsion in the |f±〉 state, we obtain the periodic
Anderson model with a Rashba SO interaction as

H = Hk + HSO + HI, (6.19)

Hk =
∑

k,s=±
εf(k) f †

k,s fk,s +
∑

k,s=±
εc(k)c

†
k,sck,s +

∑
k,s=±
[Vcf(k) f †

k,sck,s + h.c.],
(6.20)

HSO = α1

∑
k

gf(k) · Sff(k)+
∑

k

[α2(k)gcf(k) · Scf(k)+ h.c.], (6.21)

HI = U
∑

i

nf
i,+nf

i,−, (6.22)

where Sff(k) = ∑
s,s′ σ ss′ f †

k,s fk,s′ and Scf(k) = ∑
s,s′ σ ss′ f †

k,sck,s′ . gf(k) =
(sin ky,− sin kx, 0) and gcf(k) = (sin2 kx sin ky,− sin2 ky sin kx, 0) describe the
g-vector for the intra- and inter-orbital Rashba SO interactions, respectively. The
coefficients α1 and α2(k) have been obtained in Eqs. (6.10) and (6.18), respectively.
The parameters ε and η vanish, and therefore α1 and α2(k) disappear in cen-
trosymmetric systems.Thus, the Rashba SO interaction is generally derived in the
tight-binding approximation by taking into account the parity mixing in the atomic
states.

Note that the SO interaction arises from the combination of the atomic LS cou-
pling and the parity mixing in the localized Ce 4f state. The inter-site hybridization
between the f and admixed d (or s) orbitals gives rise to the intra-orbital SO interac-
tion, while the inter-orbital SO interaction is induced by the hybridization between
the conduction electrons and admixed d- (or s-)orbitals. Note that the cubic term
∝ sin kx sin ky sin kz(sin2 kx−sin2 ky)σz [22] does not appear in the above derivation.

The periodic Anderson model for the localized |Γ ′6±〉 = | ± 1
2 〉 state is derived

in the same way. Then, we obtain the Hamiltonian that is similar to Eq. (6.19),
but the g-vector for the inter-orbital SO interaction is replaced with gcf(k) =
(sin ky,− sin kx, 0) = gf(k). Thus, the momentum dependence of g-vector depends
on the symmetry of low-lying localized state and conduction electrons.

The kinetic energy term Hk in the periodic Anderson model is diagonalized by
the unitary transformation (a†

1,k±, a†
2,k±) = ( f †

k±, c†
k±)Ûcf(k) with

Ûcf(k) =
(

a1(k) a∗2(k)
a2(k) −a1(k)

)
. (6.23)
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Applying this unitary transformation to the periodic Anderson model in Eq. (6.19)
and dropping the upper band described by a†

2,k±, we obtain the single-orbital model
with a Rashba SO interaction. Then, the g-vector is obtained as

αg(k) = α1a1(k)2gf(k)+ α2(k)a1(k)(a2(k)+ a∗2(k))gcf(k). (6.24)

The unitary transformation described by Ûcf(k) leads to the momentum dependence
of the two-body interaction term HI, as in the case of the multi-orbital Hubbard
model [23]. By neglecting this momentum dependence for simplicity, we obtain the
single-orbital Hubbard model

H =
∑
k,s

ε(k)a†
k,sak,s + α

∑
k

g(k) · S(k)+U
∑

i

ni,↑ni,↓. (6.25)

As shown in Eqs. (6.18) and (6.24), the g-vector of SO interaction has a com-
plicated momentum dependence, and therefore, an often-used assumption g(k) =
(ky,−kx, 0) or g(k) = (sin ky,− sin kx, 0) is not justified. In subsection 6.2.3.3, we
show a phenomenon which is induced by the complicated momentum dependence
of Rashba SO interaction.

6.2.2 Microscopic Model and Approach

In this section we discuss the pairing state of CePt3Si on the basis of the minimal
model. We here introduce a single-orbital Hubbard model including the molecular
field arising from the AF order

H =
∑
k,s

ε(k)c†
k,sck,s+α

∑
k

g(k) ·S(k)−
∑

k

hQ ·SQ(k)+U
∑

i

ni,↑ni,↓, (6.26)

where S(k) =∑
s,s′ σ ss′c

†
k,sck,s′ and SQ(k) =∑

s,s′ σ ss′c
†
k+Q,sck,s′ .

We consider a simple tetragonal lattice and assume the dispersion relation

ε(k) = 2t1(cos kx + cos ky)+ 4t2 cos kx cos ky + 2t3(cos 2kx + cos 2ky)

+ [2t4 + 4t5(cos kx + cos ky)+ 4t6(cos 2kx + cos 2ky)] cos kz

+ 2t7 cos 2kz − μ, (6.27)

where the chemical potential μ is included. We determine the chemical poten-
tial μ so that the electron density per site is n. By choosing the parameters as
(t1, t2, t3, t4, t5, t6, t7, n) = (1,−0.15,−0.5,−0.3,−0.1,−0.09,−0.2, 1.75), the
dispersion relation Eq. (6.27) reproduces the Fermi surface of β-band in CePt3Si,
which has been reported by band structure calculation without the AF order [24–26].
Fermi surfaces of this tight-binding model are depicted in Fig. 6.1. Thus, we assume
that the superconductivity in CePt3Si is mainly induced by the β-band because the
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0 kx

ky

kz= kz= /3 kz= /3

Fig. 6.1 Fermi surfaces of the model Eq. (6.26). We assume α = 0.3, U = 0 and hQ = 0. The
cross sections at kz = π, kz = 2π

3 and kz = π
3 are shown from the left to the right. (Ref. [18])

β-band has a substantial Ce 4f-electron character [24] and the largest density of states
(DOS), namely 70% of the total DOS [25].

For the Rashba SO interaction, we assume a simple model for the g-vector g(k) =
(−vy(k), vx(k), 0)/v̄, where vx,y(k) = ∂ε(k)/∂kx,y, to study the deviation from
the often-used form g(k) = (sin ky,− sin kx, 0). The form of the g-vector hardly
affects the microscopic mechanism of superconductivity and the pairing symmetry.
However, some intriguing properties can be induced by the g-vector adopted here.We
choose the coupling constant α = 0.3 so that the band splitting due to Rashba SO
interaction is consistent with the band structure calculations [25].

The AF order enters in our model through the staggered field hQ without discussing
its microscopic origin. The experimentally determined AF order corresponds to hQ =
hQ x̂ pointing in the [100] direction with a wave vector Q = (0, 0, π) [10]. For the
magnitude, we choose |hQ|  W where W is the bandwidth since the observed AF
moment ∼ 0.16μB [10] is considerably less than the full moment of the J = 5/2
manifold in the Ce ion.

The undressed Green functions for U = 0 are represented by the matrix form
Ĝ(k, iωn) = (iωn 1̂− Ĥ(k))−1, where

Ĝ(k, iωn) =
(

Ĝ1(k, iωn) Ĝ2(k, iωn)

Ĝ2(k +Q, iωn) Ĝ1(k +Q, iωn)

)
, (6.28)

and

Ĥ(k) =
(

ê(k) −hQσ̂
(x)

−hQσ̂
(x) ê(k +Q)

)
, (6.29)

with ê(k) = ε(k)σ̂ (0) + αg(k)σ . The normal and anomalous Green functions
Ĝi (k, iωn) are the 2 × 2 matrix in spin space, where ωn = (2n + 1)πT and T
is the temperature.

We study the superconducting instability which we assume to arise through
electron–electron interaction incorporated in the effective on-site repulsion U. The
linearized Éliashberg equation is obtained by the standard procedure:

λΔp,s1,s2(k) = −
∑

k′,q,s3,s4

Vp,q,s1,s2,s3,s4(k,k′)ψq,s3,s4(k
′), (6.30)
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ψp,s1,s2(k) =
∑

i, j,s3,s4

φp,i, j,s1,s3,s2,s4(k)Δq,s3,s4(k + (i − 1)Q), (6.31)

where q = p (q = 3− p) for i = j (i �= j) and

φp,i, j,s1,s2,s3,s4(k) = T
∑

n

Gi
s1,s2

(k, iωn)G
j
s3,s4(−k + (p − 1)Q,−iωn), (6.32)

for p = 1, 2. Here, we adopt the so-called weak-coupling theory of superconduc-
tivity and ignore self-energy corrections and the frequency dependence of effective
interaction [27, 28]. This simplification strongly affects the resulting transition tem-
perature but hardly affects the pairing symmetry[29]. We optimize the momentum
dependence of order parametersΔp,s1,s2(k) to study the mixing of singlet and triplet
pairings due to Rashba SO interaction. Here, Δ1,s1,s2(k) and Δ2,s1,s2(k) describe
the Cooper pairing with the total momenta (0, 0, 0) and (0, 0, π), respectively. The
former is the order parameter for ordinary Cooper pairs, while the latter is that for
π -singlet and π -triplet pairs [30–35].

We assume that the paring interaction Vp,q,s1,s2,s3,s4(k,k′) originates from spin
fluctuations that we describe within the RPA [27, 28] according to the diagrammatic
expression shown in Fig. 6.2. We obtain

V1,1,s1,s2,s3,s4(k,k′) = −[Û ′χ̂1(k′ − k)Û ′]s3,s1,s4,s2 + Ûs1,s2,s3,s4, (6.33)

V1,2,s1,s2,s3,s4(k,k′) = −[Û ′χ̂2(k′ − k)Û ′]s3,s1,s4,s2, (6.34)

V̂2,2(k,k′) = V̂1,1(k,k′) and V̂2,1(k,k′) = V̂1,2(k,k′). The generalized suscepti-
bility is expressed in the matrix form,

(
χ̂1(q)
χ̂2(q+)

)
=

(
1̂− χ̂ (0)1 (q)Û −χ̂ (0)2 (q)Û
−χ̂ (0)2 (q+)Û 1̂− χ̂ (0)1 (q+)Û

)−1 (
χ̂
(0)
1 (q)
χ̂
(0)
2 (q+)

)
, (6.35)

where q+ = q+Q.The matrix element of the bare susceptibility χ̂ (0)i (q) is expressed
as

χ
(0)
1,s1,s2,s3,s4(q) = −T

∑
k,ωn

[G1
s4,s1(k + q, iωn)G

1
s2,s3(k, iωn)

+ G2
s4,s1(k + q, iωn)G

2
s2,s3(k +Q, iωn)], (6.36)

χ
(0)
2,s1,s2,s3,s4(q) = −T

∑
k,ωn

[G1
s4,s1(k + q, iωn)G

2
s2,s3(k, iωn)

+ G2
s4,s1(k + q, iωn)G

1
s2,s3(k +Q, iωn)]. (6.37)
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V U= U V+

Fig. 6.2 Diagrammatic representation of the pairing interaction. The white circle represents the
on-site interaction U. (Ref. [20])

We denote the element of 4 × 4 matrix, such as χ̂ (0)i (q) and χ̂i (q), using the spin
indices as

Â =

⎛
⎜⎜⎝

A↑↑↑↑ A↑↑↑↓ A↑↑↓↑ A↑↑↓↓
A↑↓↑↑ A↑↓↑↓ A↑↓↓↑ A↑↓↓↓
A↓↑↑↑ A↓↑↑↓ A↓↑↓↑ A↓↑↓↓
A↓↓↑↑ A↓↓↑↓ A↓↓↓↑ A↓↓↓↓

⎞
⎟⎟⎠ . (6.38)

The matrix Û is expressed as

Û =

⎛
⎜⎜⎝

0 0 0 −U
0 0 U 0
0 U 0 0
−U 0 0 0

⎞
⎟⎟⎠ . (6.39)

The superconducting Tc is determined by the criterion λ = 1.We here determine
the leading instability to the superconductivity at T = 0.02, where the maximum
eigenvalue is λ = 0.3 ∼ 0.6. The pairing state below Tc is captured by this sim-
plified procedure because the momentum and spin dependences of order parameter
Δp,s1,s2(k) are nearly independent of the temperature.

6.2.3 Microscopic Theory for Magnetism and Superconductivity

In this subsection, we study the magnetism and superconductivity in CePt3Si from
the microscopic point of view [18, 20]. To illustrate the basic properties, we ignore
the AF order and assume hQ = 0 in this section. While some properties are affected
by the AF order as shown in the next Sect. 6.2.4, the mechanism and symmetry of
superconductivity are not altered.

6.2.3.1 Helical Spin Fluctuations

Helical magnetism is one of the characteristic properties of non-centrosymmetric
systems [36]. The RPA adopted in our calculation captures the helical anisotropy of
spin fluctuations. The spin susceptibility tensor χ̂ (q) is expressed by the generalized
susceptibility in Eq. (6.35) as
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χμν(q) =
∑

s1,s2,s3,s4

σ
μ
s1,s2χ1,s1,s2,s3,s4(q)σ νs3,s4. (6.40)

In our model Eq. (6.26), the spin susceptibility shows a peak around q = Q =
(0, 0, π). The helical spin fluctuation is described by the spin susceptibility tensor
around q = Q, which is approximated to first order of SO interaction α as

χ̂(q) =
⎛
⎝ χd(q) 0 iαBqx

0 χd(q) iαBqy

−iαBqx −iαBqy χ
d(q)

⎞
⎠ , (6.41)

whereχd(q) = χ(Q)−a|q‖|2−cq2
z with (q‖, qz) = q−Q.This form can be viewed

as a result of the Dzyaloshinski–Moriya-type interaction HDM =∑
q iD(q) · S(q)×

S(−q) [37, 38] with D(q) ∝ αẑ × q. Owing to the Rashba SO interaction, the spin
susceptibility tensor has the maximum eigenvalue at q‖ �= 0 with an eigenvector
S(q) = 1√

2
(q̃x, q̃y,±i), where q̃x,y = qx,y/|q‖|. This mode describes the fluctu-

ations of cycloid-type helical magnetism along q‖. Thus, the fluctuation of helical
magnetism is appropriately described by the RPA. More detailed discussion on the
anisotropic spin fluctuations is given in Ref. [39].

6.2.3.2 Pairing States

We examine here the pairing state realized in the model Eq. (6.26). We do not adopt the
approximated form of the spin susceptibility in Eq. (6.41), but numerically calculate
Eqs. (6.35–6.37) in the following part.

Two pairing states are stabilized by the pairing interaction mediated by the heli-
cal spin fluctuation discussed in the previous subsection. One is the s + P-wave
state, in which the order parameter has the leading odd-parity component d(k) ∼
(− sin ky, sin kx, 0) and the admixed even-parity part Φ(k) ∼ δ + cos kx + cos ky
with δ ∼0.2.Here and in the following, the leading angular momentum contribution
is written in the capital letter. The s+ P-wave symmetry has been proposed in Refs.
[3, 40, 41]. In contrast to these literature, the spin-singlet component is viewed as
an extended s-wave pairing in our calculation, where the order parameter changes
its sign along the radial direction in order to avoid the local repulsive interaction
U. The extended s-wave pairing in the admixed singlet component can be distin-
guished from the conventional s-wave pairing by the NMR 1/T1T . The coherence
peak appears in 1/T1T just below Tc for the latter [40, 42]. On the other hand, the
coherence peak almost vanishes in case of the extended s-wave pairing [20]. Recent
NMR measurements show no coherence peak in 1/T1T [15] and therefore consistent
with the extended s-wave pairing.

Note that the often-assumed relation d(k) ‖ g(k) is not satisfied in the entire
Brillouin zone. This is a general consequence since the g-vector has a complicated
momentum dependence as shown in Sect. 6.2.1. The momentum dependence of d-
vector is mainly determined by the paring interaction, which favors the short-range
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Cooper pairing and leads to the simple form d(k) ∼ (− sin ky, sin kx, 0) in our
calculation. In the next section, we show that the mismatch of d-vector and g-vector
gives rise to the line node of superconducting gap.

The other stable solution is the predominantly d-wave state that can be viewed
as an interlayer Cooper pairing state: Φ(k) ∼ {sin kx sin kz, sin ky sin kz} (two-fold
degenerate) admixed with an odd-parity component d(k)∼Φ(k)(sin ky, sin kx, 0).
In the paramagnetic phase, the most stable combination of the two degenerate states
is chiral: Φ± (k) ∼ (sin kx ± i sin ky) sin kz which gains the maximal condensation
energy in the weak-coupling approach. Since the spin-triplet order parameter has
both the p-wave and f-wave components, we denote this state as the p+D+ f -wave
state.

Among these states, the s + P-wave state is stable for a small U, while the
p+D+ f -wave state is favored by a large U [20]. This is because the dimensionality
of spin fluctuation changes as increasing U. For a small (large) U, the spin
fluctuation has a two-dimensional (three-dimensional) nature. The intra-plane nearly
ferromagnetic correlation induces the s + P-wave superconductivity, while the AF
inter-plane coupling induced by a large U stabilizes the p + D + f -wave state.

Next we discuss the roles of Rashba SO interaction on the pairing state. It
has been argued that the SO interaction leads to the parity mixing. In our case,
the mixing of spin-singlet and -triplet components is closely related to the heli-
cal spin fluctuation discussed in Sect. 6.2.3.1. Since the helical anisotropy of spin
fluctuations is pronounced around q = Q and the spin susceptibility is enhanced
by the electron correlation there, a significant mixing of order parameters occurs.
We obtain |Φ(k)|max/| �d(k)|max = 0.2 ∼ 0.3 in the s + P-wave state, and
|d(k)|max/|Φ(k)|max = 0.2 ∼ 0.3 in the p + D + f -wave state for α = 0.3,
where the suffix ||max means the maximum in the Brillouin zone.

The Rashba SO interaction also affects the stability of pairing states. Figure 6.3
shows the α dependence of eigenvalues λ for the s + P-wave and p + D+ f -wave
states. A large eigenvalue λ of Éliashberg equation indicates a high Tc. We see
the concave structure of λ for the s + P-wave state. A small Rashba SO interaction
destabilizes the s+P-wave state. Although the depairing effect due to the Rashba SO
interaction is almost avoided in the s+P-wave state with d(k) ∼ (− sin ky, sin kx, 0),
it does not vanish owing to the mismatch of d-vector and g-vector . This is the reason
why λ decreases with increasing the SO interaction for α < 0.4. On the other hand,
λ for the s + P-wave state increases with α for α > 0.4. This is because the helical
anisotropy of spin fluctuations enhances the predominantly spin-triplet pairing state.
If we assume an isotropic spin fluctuation, λ for the s+ P-wave state monotonically
decreases with increasing α, as shown by the dashed line in Fig. 6.3. This means
that the enhancement of λ for α > 0.4 is due to the helical spin fluctuation induced
by the SO interaction. In contrast to the s + P-wave state, the p + D + f -wave
state is not favored by the helical spin fluctuations as shown in Fig. 6.3. Thus, the
predominantly spin-triplet pairing state can be stabilized by a large SO interaction
near the AF critical point.
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Fig. 6.3 Eigenvalues of
Éliashberg equation λ for the
s + P-wave (circles) and
p + D + f -wave states
(triangles). We assume
U = 4 and hQ = 0.
Éliashberg equation is solved
in the 128× 128× 32 lattice.
The dashed lines show λ

which is estimated by using
the generalized susceptibility
χ̂i (q) for α = 0. (Ref. [20])
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6.2.3.3 Topologically Protected Accidental Line Node

We have pointed out that the often assumed relation d(k) ‖ g(k) [3, 43, 44] is not
satisfied in the entire Brillouin zone. While the g-vector generally has a complicated
momentum dependence as shown in Sect. 6.2.1, the d-vector generally has a sim-
ple momentum dependence dominated by the short range Cooper pairing. Such a
mismatch occurs because the momentum dependence of the vector in an irreducible
representation of the point group is not unique. As a consequence, some intriguing
properties appear. For instance, we here show that the line node of the supercon-
ducting gap is induced by the topological properties of the d-vector and g-vector .
Strictly speaking, the excitation gap is not zero on this line node, but is negligible
since the minimum of the gap is in the order of 10−5 of the maximum gap. This line
node is not protected by symmetry, but robust against any perturbations because of
the topological properties.

We here assume that the g-vector has some topological defects in the k-space,
where g(k0) = 0 with k0 �= 0, and the d-vector has no nontrivial topological
defect except for (kx, ky) = (0, 0), (0, π), (π, 0), and (π, π). This is the case of our
calculation, where g(k) = (−vy(k), vx(k), 0)/v̄ is assumed. A schematic sketch of
the d-vector and g-vector in our case is shown in Fig. 6.4. Since the difference of
winding number around k = k0 between the g-vector and d-vector, these vectors
have to be orthogonal along the line passing through k = k0.

We assume the |α| � |d(k)|max for simplicity. Then, the superconducting gaps in
Fermi surfaces split by the SO interaction are expressed asΔ±(k) = ±Φ(k)+d(k) ·
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Fig. 6.5 Superconducting
gap |Δ+(k)| in the
s + P-wave state at kz = 2π

3 .

Node of the gap arising from
the topological defect of
g-vector is shown by the
arrow. Although the zeros of
superconducting gap do not
intersect with the Fermi
surface at kz = 2π

3 (thin
dashed lines), the line nodes
exist on the three-
dimensional Fermi surface at
another kz. (Ref. [20])
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g(k)/|g(k)|. Both gaps have a line node around the line passing through k = k0,
when the leading order parameter is the spin-triplet component and the admixed part
|Φ(k)| is much less than |d(k)|. For instance, we show the superconducting gap
|Δ+(k)| at kz = 2π

3 in Fig. 6.5. We see the line node of the gap around a topological
defect of g-vector at (kx, ky) ∼ (π/3, π/3).

For a finite |d(k)|max/α, the combination of the admixed spin-singlet component
|Φ(k)| and the d-vector perpendicular to the g-vector gives rise to a tiny excitation
gap. The amplitude of the gap is in the order of Δmin ∼ |Φ(k)||d⊥(k)|2/α2, where
d⊥(k) = d(k) × g̃(k)|z with g̃(k) = g(k)/|g(k)|. This gap is much smaller than
the maximum gap. If we assume |d(k)|max/α ∼ 0.01, we obtain Δmin/|d(k)|max ∼
10−5.

Note that this node of the superconducting gap is not protected by the symmetry
and, therefore, classified as an accidental line node. However, this node is protected
by the topological property of g-vector and therefore robust for the perturbation.
This is a general mechanism for the line node in the NCS dominated by the spin-
triplet pairing. The topologically protected accidental line node in NCS should be
contrasted to the accidental line node in spin-triplet superconductors with inversion
symmetry, such as Sr2RuO4 [45]. In the latter, the accidental line node disappears
for an infinitesimal perturbation.

6.2.4 NCS in AF State

In this section, we discuss the superconducting properties of NCS in the pres-
ence of AF order and study the pairing state in CePt3Si at ambient pressure
[18–20]. In all of the presently known NCS in heavy fermion systems, namely,
CePt3Si, CeRhSi3, CeIrSi3, and UIr, superconductivity coexists with the magnetic
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Fig. 6.6 Schematic phase
diagram in the P–T plane. a
s + P-wave state and b
p + D + f -wave state. “D”
(“cD”) shows the dxz-wave
(dxz ± idyz-wave) state. (Ref.
[20])
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order. Most of the following results do not rely on the specific electronic structure
of CePt3Si, and therefore, can be applied to other compounds as well.

6.2.4.1 Multiple Phase Transitions

We first discuss the possibility of multiple phase transitions. To illustrate our results,
we show the phase diagrams in the pressure-temperature (P–T ) plane in Fig. 6.6.

Multiple superconducting transitions may occur in the superconductors having
multi-component order parameters. The spin-triplet superfluid 3He [46] and spin-
triplet superconductors UPt3, UBe13 [47], and Sr2RuO4 [45] actually show multiple
phase transitions. On the other hand, multiple phases do not appear in the predomi-
nantly spin-triplet pairing state (s + P-wave state) in NCS, as shown in Fig. 6.6(a).
This is because the six-fold degeneracy in the p-wave state in the absence of Rashba
SO interaction is strongly split by the SO interaction. The s + P-wave state with
d(k) ∼ (− sin ky, sin kx, 0) is the most stable, while the other predominantly p-
wave state is strongly suppressed. Then, the phase transition between those states
does not occur. This feature of NCS should be contrasted with the centrosymmetric
spin triplet superconductors. For instance, the splitting of the degeneracy is very
small in transition-metal oxides with inversion symmetry [48].

The p+ D+ f -wave state has two-component order parameters. Then, multiple
phase transitions occur, as shown in Fig. 6.6(b). The phase transition from the chiral
dxz ± idyz-wave state to the dxz-wave state must occur around the critical pressure
P = Pc. Thus, the observation of a multiple phase transition in the P–T plane
might provide clear evidence of the p + D + f -wave state. Although the second
superconducting transition has been observed in CePt3Si [14, 49], that may have
an extrinsic origin. There are two superconducting phases with Tc ∼ 0.75 K and
Tc ∼ 0.45 K owing to the sample inhomogeneity [6, 15, 49, 50]. Thus, the double
transition in CePt3Si may be caused by the sample inhomogeneity.

6.2.4.2 Superconducting Gap

We here investigate the influence of AF order on the gap structure of both s + P-
wave and p + D + f -wave states and discuss the experimental results for CePt3Si
at ambient pressure [6, 13–15].
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The quasiparticle spectrum in magnetic superconductor without inversion sym-
metry is obtained by diagonalizing the 8 × 8 matrix

Ĥs(k) =
(

Ĥ(k) −Δ0Δ̂(k)
−Δ0Δ̂

†(k) −Ĥ(−k)T

)
, (6.42)

where Δ̂(k) is the order parameter in the spin basis expressed as

Δ̂(k) =
(

Δ1,s,s′(k) Δ2,s,s′(k)
Δ2,s,s′(k +Q) Δ1,s,s′(k +Q)

)
. (6.43)

The matrix element of Δ̂(k) is determined from the linearized Éliashberg equation
Eq. (6.30) by assuming that the momentum and spin dependences of the order para-
meter are only weakly dependent on temperature for T ≤ Tc. We choose Δ0 so that
the magnitude of the maximal gap is�g = 0.1 in our energy units. We define the qua-
siparticle DOS as ρ(ε) = 1

4N

∑
i
∑′

k Δ(ε−Ei (k)), where
∑′

k denotes the summa-
tion within |kz| < π

2 . The eigenvalues of Eq. (6.42) E8(k) > E7(k) > · · · > E1(k)
satisfy the relation Ei (k) = −E9−i (k).

To study the superconducting gap, it is more transparent to describe the supercon-
ducting order parameter in the band basis, which is obtained by unitary transformation
using

Δ̂band(k) = Û †(k)Δ̂(k)Û∗(−k). (6.44)

The unitary matrix Û (k) diagonalizes the unperturbed Hamiltonian as

Û †(k)Ĥ(k)Û (k) = (ei (k)Δi j ). (6.45)

The superconducting gap in the γth band is obtained as

Δγ(k) = Δ0�γ(k), (6.46)

where�γ(k) is the (γ γ) component of the matrix Δ̂band(k). Since the relation Tc 
|α| is satisfied in most of the NCS, the relation |Δi j

band(k)|  |αĝ(k)|,max{hQ, |ε(k)
− ε(k + q)|} is valid for each matrix element of Δ̂band(k) except for the special
momentum such as k = (0, 0, kz). Then, the off-diagonal components of Δ̂band(k)
hardly affect the electronic state, and the quasiparticle excitations Ei (k) are expressed
as ±Eband

γ (k) with Eband
γ (k)2 = eγ(k)2 + |Δγ(k)|2. Thus, |Δγ(k)| is the supercon-

ducting gap in the γ-th band.
It is clear that the p + D + f -wave state has a horizontal line node because all

of the matrix elements of Δ̂(k) are zero at kz = 0. Since the pairing state changes
from the chiral dxz ± idyz-wave state in the paramagnetic state to the dxz-wave state
in the AF state (see Fig. 6.6b), another line node appears at kx = 0 in the AF state.
These line nodes are protected by the symmetry.

An accidental line node of the gap is induced by the AF order in the s + P-wave
state. The quasiparticle DOS ρ(ε) is shown in Fig. 6.7, and the superconducting
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Fig. 6.7 DOS ρ(ε) in the
s + P-wave state.
Paramagnetic state (hQ = 0)
and AF state (hQ = 0.125
and hQ = 0.2) are assumed.
We fix the other parameters
as α = 0.3 and U = 4. We
show the results for ε > 0
because ρ(ε) is particle-hole
symmetric owing to our
definition.
(Ref. [20])
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Fig. 6.8 Superconducting
gap in the s + P-wave state
in the presence of AF order.
We show |Δ4(k)| at
kz = 2π

3 for α = 0.3,
U = 4, and hQ = 0.125.
A node of the gap induced by
the AF order is shown by the
arrow. (Ref. [20])
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gap |Δγ(k)| for γ = 4 is shown in Fig. 6.8. We see that the DOS at low energies
is enhanced markedly by the AF order. This is mainly due to the mixing of the p-
wave order parameter between the leading part d(k) ∼ (− sin ky, sin kx, 0) and the
admixed part d(k) = (sin ky, sin kx, 0). Because the a- and b-axes in the tetragonal
lattice are no longer equivalent in the presence of the AF order, the p-wave order
parameter is modified to d(k) = (− sin ky, β sin kx, 0) with β �= 1. This change can
be viewed as a rotation of the d-vector. According to the RPA theory,β decreases with
increasing hQ. Then, many low-energy excitations are induced around ky = π/6,
as shown in Fig. 6.8. The superconducting gap in the 4th band (Fig. 6.8) is further
decreased by the admixture of an extended s-wave order parameter.

Another line node is induced by the folding of Brillouin zone, as investigated in
ref. [51]. However, the contribution to DOS from this line node is negligible in our
results because the superconducting gap shows a steep increase around the node.

The DOS in the s + P-wave state clearly shows a linear dependence at low ener-
gies (Fig. 6.7), which is consistent with the experimental results of CePt3Si at ambi-
ent pressure [6, 13–15]. We have calculated the temperature dependence of NMR
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1/T1T and specific heat [20] and confirmed the existence of a line node observed
in these experiments. Both s + P-wave state and p + D + f -wave state show the
T-square law of 1/T1T and the T-linear law of the specific heat coefficient C/T ,
when the superconductivity coexists with the AF order. No coherence peak appears
in both states. Thus, the experimental results on the low-energy excitations are con-
sistent with both states, and therefore, another experiment is needed to distinguish
between these states. In the next section, we point out that the predominantly spin-
singlet state and spin-triplet state can be distinguished by the non-linear response to
the magnetic field. Other experimental tests have been discussed in ref. [20].

6.2.4.3 Helical Superconducting State

We study the NCS in the magnetic field. The helical superconductivity with mod-
ulation vector qH ⊥ H is realized in NCS with Rashba SO interaction under the
magnetic field along the ab-plane [52, 53]. In the helical state, the phase of super-
conducting order parameter is modulated asΔ(r) = ΔeiqHr.This state can be viewed
as a superconducting state with finite total momentum of Cooper pairs qH. (This is
the same as in the Fulde–Ferrell state in centrosymmetric superconductors [54–56].)

For the discussion of the helical superconducting phase, we investigate the fol-
lowing effective model using the mean-field approximation

H = H0 + HZ + HI , (6.47)

H0 =
∑
k,s

ε(k)c†
k,sck,s + α

∑
k

g(k) · S(k)−
∑

k

hQ · SQ(k), (6.48)

HZ = −
∑

k

h · S(k), (6.49)

HI = U
∑

i

ni,↑ni,↓ + (V − J/4)
∑
〈i, j〉

ni n j + J
∑
〈i, j〉

(Si · S j − 2Sx
i Sx

j ). (6.50)

The first term is the same as in the Hubbard model in Eq. (6.26). We take into account
the Zeeman coupling term HZ due to the applied magnetic field to be oriented along
the [010]-axis. We assume the AF moment along [100]-axis since the magnetization
energy is maximal when hQ ⊥ h = h ŷ. Assuming the last term HI with U > 0,
V = −0.8U, and J = 0.3V, superconducting order parameters obtained by the RPA
in Sect. 6.2.4.2 are reproduced. The coupling constant J describes the anisotropic
spin–spin interaction arising from the AF order. This term plays an essential role to
reproduce the results of the microscopic theory based on the Hubbard model. The
details of the mean-field theory have been given in Ref. [19]. As we focus here on
the paramagnetic limiting effect, we neglect the orbital depairing for simplicity.

First we show that the Pauli-limited critical magnetic field HP along the ab-plane is
significantly enhanced by the formation of helical superconducting phase. Figure 6.9
shows the HP for the s+P-wave state. To illuminate the helical superconducting state,



190 Y. Yanase and S. Fujimoto

0 0.2 0.4 0.6 0.8 1
T/Tc

0

2

4

6

h P
/T

c
s+P-wave, PM
s+P-wave, AFM
s+P-wave, uniform
S-wave, PM

Fig. 6.9 Reduced pauli-limited critical magnetic field hP/Tc = 1
2 gμB HP/Tc against the reduced

temperature T/Tc in the s + P-wave state. Circles and squares show the helical superconducting
state in the paramagnetic state (hQ = 0) and in the AF state (hQ = 0.125), respectively. The
triangles show the uniform BCS state at hQ = 0. The s-wave state is also shown for a comparison
(dashed line). (Ref. [19])

we first discuss the paramagnetic state with hQ = 0.According to the linear response
theory, the spin susceptibility in the NCS with Rashba SO interaction decreases to
the half of the normal-state value for the magnetic field along the ab-plane [1, 2, 57],
independent of the pairing symmetry [19]. When we assume a simple formula HP =√

N (0)Δ2/(χN − χS), the Pauli-limited critical magnetic field HP is enhanced by√
2.By taking into account the non-linear response, the HP is furthermore enhanced,

as shown in Fig. 6.9. This is because the paramagnetic depairing effect is substantially
avoided in the helical superconducting phase at high fields. Figure 6.9 shows that the
HP in the helical state (solid line, circles) is much larger than that in the uniform
BCS state (dash-dotted line, triangles) for T < Tc/2.

The enhancement of HP for the s + P-wave state below T = Tc/2 coincides
with two distinct changes of the superconducting order parameters. First there is
a significant increase of the helicity |qH|. Figure 6.10 shows the magnetic field
dependence of the helicity |qH| just below Tc. We see the non-linear increase from
|qH| ∼ (α/εF)h/vF in the low-field region to |qH| ∼ h/vF in the high-field region
with a rapid crossover around h ∼ 1.5Tc.This crossover can be viewed as a crossover
from the helical superconducting state to the Fulde–Ferrell–Larkin–Ovchinnikov
(FFLO) state. While a small helicity at low fields is essentially due to the inversion-
symmetry-breaking, a large helicity |qH| ∼ h/vF at high fields is an analogue of
the FFLO state [58–60]. Although the FFLO state is restricted to a small region of
the phase diagram in centrosymmetric superconductors [61], the high-field phase of
NCS is robust in the s + P-wave state, as shown in Fig. 6.9. This is because the
crossover from the helical superconducting state to the FFLO state coincides with
the rotation of d-vector, as discussed below.

The enhancement of HP in the s + P-wave state also coincides with the mixing
of p-wave order parameters. Owing to the magnetic field along the [010]-axis the
p-wave state d(k) = (− sin ky, sin kx, 0) mixes with another p-wave state d(k) =
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Fig. 6.10 Helicity |qH| just
below Tc in the s + P-wave
state. Circles and squares
show the paramagnetic state
and AF state, respectively.
(Ref. [19])
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(sin ky, sin kx, 0) and leads to the d-vector d(k) = (− sin ky, β sin kx, 0)with β < 1.
The paramagnetic depairing effect is partly avoided by rotating the d-vector, and thus,
the superconducting state is stabilized. The enhancement of HP due to these effects,
namely (i) the crossover from the helical superconducting state to the FFLO state and
(ii) the rotation of p-wave order parameter is pronounced when the Fermi surfaces
are anisotropic as in the model for CePt3Si (Eq. (6.27)) [19].

We now turn to the AF state. Figure 6.9 shows that the AF order furthermore
boosts HP for the s + P-wave state. This is mainly because the coefficient β of the
d-vector d(k) = (− sin ky, β sin kx, 0) is decreased in the AF state, as discussed
in Sect. 6.2.4.2. Thus, both magnetic field and AF order lead to a decrease of β.
Since the small energy scale βTc is relevant for the magnetic properties, the non-
linear response to the magnetic field is pronounced for small β. The non-linearity
with respect to the magnetic field generally enhances HP. Actually, we see that the
paramagnetic depairing effect is almost avoided in the AF state (squares in Fig. 6.9).

In the helical superconducting state with large helicity analogous to the FFLO
state, the spin susceptibility remains nearly constant through Tc, as shown in Fig. 6.11.
This is also a consequence of the pronounced non-linear response to the magnetic
field. Even when Tc is not significantly suppressed by the magnetic field, the magneti-
zation shows a significant non-linearity and leads to no decrease of spin susceptibility
below Tc. These results on the HP and spin susceptibility in the s + P-wave state
are consistent with the experiments for CePt3Si at ambient pressure [11, 16, 17].
However, they seem to be incompatible with the predominantly spin-singlet pairing
state [19].

In contrast to the s + P-wave state, the influence of AF order on HP is negligible
for the predominantly spin-singlet pairing state [19]. Thus, the response to the AF
order is quit different at high fields between the predominantly spin-singlet and spin-
triplet pairing states. This is contrasted to the linear response to the magnetic field,
which is universal in the sense that it is independent of the pairing symmetry. The
influence of the AF order can be tested by using the fact that AF order is suppressed
by pressure in CePt3Si, CeRhSi3, and CeIrSi3.

As the last issue of this section, we would like to point that CePt3Si is a good can-
didate for an experimental observation of the helical superconducting phase and/or
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Fig. 6.11 Spin susceptibility
in the s + P-wave state in
the presence of AF order
(hQ = 0.125). The
temperature dependences for
h = 0.1Tc, h = Tc, and
h = 2Tc are shown from the
bottom to the top. (Ref. [19])
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FFLO phase. It seems to be difficult to detect the helical superconducting phase with
a small helicity (|qH| ∼ (α/εF)h/vF) because the wave length is much longer than
the coherence length. Thus, the high-field phase with |qH| ∼ h/vF is more promising
for the experimental observation. The high-field phase realizes in a large part of the
H-T plane for the s + P-wave state, as shown in Fig. 6.9. Comparing our theoretical
results with experiments, the s + P-wave state is most likely realized in CePt3Si.
Therefore, the experimental search for the helical superconducting phase in CePt3Si
is highly desirable. For the Rashba-type NCS, the helicity is perpendicular to the
magnetic field, and therefore, the helical modulation is coupled to the vortices. Even
then, a fingerprint of the helical phase appears [62].

6.2.5 Summary of CePt3Si

We studied the pairing state in CePt3Si from the microscopic point of view. According
to the microscopic analysis of the minimal Hubbard model in Eq. (6.26) based on
RPA, two pairing states are stabilized. One is the predominantly spin-triplet pairing
state (s+ P-wave state) and the other is the predominantly spin-singlet pairing state
(p + D + f -wave state). We investigated the properties of these states theoretically
and compared with the experimental results. Although line-node behavior observed
in thermal conductivity [13], superfluid density [14], specific heat [6], and NMR
1/T1T [15] is consistent with both pairing states, magnetic properties clarified by
the Knight shift and Hc2 measurements are consistent with the s+ P-wave state. We
have elucidated some intriguing properties of NCS with predominantly spin-triplet
pairing and proposed future experimental tests.

6.3 The Cases of CeRhSi3 and CeIrSi3

In this section, we consider the pairing mechanism of heavy fermion noncentrosym-
metric superconductors CeRhSi3 [63] and CeIrSi3 [64]. Both of them possess the
same tetragonal structure without inversion center along the c-direction as depicted
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Fig. 6.12 Crystal structure
of CeRh(Ir)Si3. t1, t2, and t3
denote the hopping integrals
between Ce sites

in Fig. 6.12. CeRhSi3 and CeIrSi3 are antiferromagnets with the Neel temperatures
TN = 1.6 K and 5.0 K, respectively, at ambient pressure. When applied pressure
increases, these systems exhibit the transition to superconductivity. The maximum
of the superconducting transition temperature Tc is achieved in the paramagnetic
phase where the antiferromagnetic order is completely destroyed by the applied
pressure P. The highest superconducting transition temperatures are Tc = 1.0 K
for CeRhSi3 at P = 2.63 GPa and Tc = 1.6 K for CeIrSi3 at P = 2.6 GPa.
We refer to the pressure at which the highest Tc is realized as the “critical pres-
sure” P∗c in this section. The validity of this assignment will become clear later.
Several experimental results of transport measurements [64] and NMR study [65]
for these systems revealed that in the vicinity of the critical pressure P∗c , there exist
strong antiferromagnetic (AF) fluctuations interacting with itinerant electrons, which
affect drastically the Fermi-liquid properties; e.g. the nuclear relaxation rate 1/T1 for
CeIrSi3 above Tc does not obey the Korringa law, but is proportional to

√
T [65]. This

temperature dependence is consistent with the prediction of Moriya’s SCR theory for
three-dimensional AF spin fluctuations [66]. Furthermore, just below Tc, the nuclear
relaxation rate 1/T1 exhibits no coherence peak, showing a power-law behavior pro-
portional to T 3 at low temperatures, which indicates that unconventional supercon-
ductivity with line nodes of the superconducting gap is realized. These observations
strongly suggest that P∗c is associated with an AF quantum critical point, and the AF
fluctuations play an important role for the realization of superconductivity in these
compounds. Thus, it is plausible to examine a scenario of spin-fluctuation-mediated
Cooper pairing for these NCS. In this section, we develop a microscopic theory for
the spin-fluctuation-mediated pairing mechanism applied to CeRhSi3 and CeIrSi3.

This section consists of two parts: in the first part, we analyse the pairing states
and the superconducting transition temperatures realized for these systems employ-
ing microscopic calculations, and in the second part, we discuss the upper critical
fields of these systems on the basis of the spin-fluctuation scenario. One of the most
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remarkable features of CeRh(Ir)Si3 is the experimental observation of extremely
large upper critical fields ∼30–40 T [67, 68]. This magnitude of the upper critical
fields is rather astonishing, since the transition temperature in the case without mag-
netic fields is merely∼1 K. As will be shown in the following, this notable feature is
closely related to the microscopic origin of the pairing interaction. The calculation of
the upper critical field based on the spin-fluctuation mechanism confirms the validity
and correctness of our scenario for the pairing glue.

6.3.1 Microscopic Theory for the Pairing State

Here, we present microscopic theoretical analysis for the pairing states and the super-
conducting transition temperatures realized in CeRhSi3 and CeIrSi3 [44]. As shown
below, it is found that, in these systems, the formation of Cooper pairs is mediated by
AF spin fluctuations, and the pairing state is dominated by the spin-singlet extended
s-wave state with a weak admixture of a spin-triplet component.

6.3.1.1 Microscopic Model and Approach

The maximum Tc of CeRhSi3 (CeIrSi3) is achieved at the pressure for which the
antiferromagnetic order is completely destroyed. Thus, for the clarification of the
pairing mechanism, it is sufficient to consider only the paramagnetic phase. The band
structure of CeRhSi3 in the paramagnetic state was calculated by Harima on the basis
of the LDA calculation [69]. The LDA result of the Fermi surface is consistent with
the de Haas–van Alphen experiments under applied pressures [70, 71]. In Fig. 6.13,
a pair of the SO split Fermi surfaces obtained by the LDA method is shown. The
spectral weight on these Fermi surfaces is dominated by that of f-electrons of Ce
atoms, characterizing the heavy fermion states. We first construct an effective low-
energy model for CeRhSi3 which properly reproduces the essential features of the
LDA results. As a first approximation, we consider a tight-binding model with a single
band which consists of f-electrons of Ce atoms on the body-centered tetragonal lattice
structure shown in Fig. 6.12. We take account of the hopping of electrons between
the nearest-neighbor sites, the second nearest-neighbor sites, and the third nearest-
neighbor sites. The energy band of the tight-binding model is given by

ε(k) = −2t1(cos kx+cos ky)+4t2 cos kx cos ky−8t3 cos(kx/2) cos(ky/2) cos kz−μ
(6.51)

We choose the hopping parameters as (t1, t2, t3) = (1.0, 0.475, 0.3) and the chem-
ical potential μ so that the electron density is near half-filling. Then, in spite of the
drastic simplification, the model (6.51) well reproduces the LDA results of the Fermi
surfaces which mainly consist of itinerant f-electrons. This implies that f-electrons
in these systems possess notably itinerant character, which allows the description in
terms of the single-band Hubbard model rather than the periodic Anderson model.
This picture is also consistent with the experimental observation that the AF order
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Fig. 6.13 Fermi surfaces of
CeRhSi3 obtained by the
LDA calculation. Top and
bottom figures are a pair of
the SO split Fermi surfaces
that have the largest weight
of f-electrons among all
Fermi surfaces. Quoted by
courtesy of H. Harima

realized at ambient pressure in these systems is regarded as spin-density waves [72].
In Fig. 6.14, we show the Fermi surface of the tight-binding model (6.51). Since the
crystal structure lacks mirror symmetry with respect to the ab-plane, we assume the
existence of the Rashba SO interaction. Actually, the ground state of the f-electron
level for CeRhSi3 and CeIrSi3 is the Γ7 Kramers doublet. Transforming the basis
of spin to the basis for the Kramers doublet, one can easily find that the antisym-
metric SO interaction represented in terms of the Kramers doublet has the same
form as that expressed in terms of a spin basis apart from a constant prefactor.
Thus, even in the case of heavy fermion systems, as long as the Bloch states of
f-electrons are labeled by pseudospins that constitute the Kramers doublet, we can
use the same expression for the antisymmetric SO interaction as that for electron
spins. Since the spectral weight in the vicinity of the Fermi level for CeRh(Ir)Si3 is
largely dominated by that of f-electrons, it is expected that this approximation works
well.

We also consider the onsite Coulomb repulsion between f-electrons. Hence, the
total Hamiltonian of the minimum model for the analysis of the superconducting
transition is similar to Eq. (6.25):

H =
∑
k,s

ε(k)c†
k,sck,s + α

∑
k

g(k) · S(k)+U
∑

i

ni,↑ni,↓, (6.52)

where ck,s with s =↑, ↓ is the annihilation operator of the Kramers doublet. The sec-
ond term of Eq. (6.52) is the Rashba SO interaction with g(k) = (sin ky,− sin kx , 0)
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Fig. 6.14 Fermi surface of
the model (6.51). The
borderlines between the
white regions and the gray
regions represent the
horizontal line nodes of the
gap function for the A1
representation cos 2kz . (Ref.
[44])
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and S(k) = ∑
s,s′ σ ss′c

†
k,sck,s′ . The parameter α controls the strength of the SO

interaction.
As mentioned before, since the highest Tc is realized in the vicinity of the critical

pressure at which the AF spin fluctuations develop, it is natural to investigate the
possibility that the Cooper pair is mediated by AF spin fluctuations [27, 28, 73, 74].
In general, the antisymmetric SO interaction gives rise to scattering processes with
spin flip. To simplify the following analysis, we exploit an approximation scheme
which captures the essential features of effects of the SO interaction, but omits com-
plexity arising from spin-non-conserving scattering processes. One important and
non-perturbative effect of the SO interaction is the SO splitting of the Fermi surface.
Another important effect associated with pairing mechanisms is parity mixing. We
take into account these two effects exactly. However, other aspects such as effects on
AF fluctuations and the Fermi-liquid properties can be treated by perturbative approx-
imations. For CeRh(Ir)Si3, the magnitude of the SO interaction is much smaller than
the Fermi energy; α/EF is less than 0.1. Thus, corrections due to the SO interaction
to AF fluctuations and the Fermi liquid properties are almost negligible at least qual-
itatively. Then, the expression for the single-electron Green function is considerably
simplified,

Gαβ(k) =
∑
τ=±

1+ τ ĝ(k) · σαβ
2

Gτ (k), (6.53)

G−1
τ (k) = G−1

0τ (k)−Σ(k), (6.54)

G0τ (k) = 1

iωn − ετ (k) , (6.55)
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where k = (k, iωn), α, β =↑,↓, and ĝ(k) = g(k)/|g(k)|. The single-electron
energy for U = 0 is given by ετ (k) = ε(k) + τα|g(k)|. Σ(k) is the single-
electron self-energy. Because of the reason mentioned above, we have neglected
the self-energy that is off-diagonal with respect to spin indices, and also scattering
processes with spin flip for the diagonal self-energy Σ(k). Furthermore, we neglect
the anisotropy in the spin space due to the SO interaction. Based on these approxi-
mations, we exploit the standard random phase approximation (RPA) for the pairing
interaction mediated by spin fluctuations; vertex corrections to the effective coupling
between an electron and AF spin fluctuations are neglected. As is well-known, in
contrast to the phonon-mediated pairing mechanism, it is generally not justified to
neglect these corrections. However, according to several studies on effects of the
vertex corrections beyond RPA, this inclusion does not change the most stable pair-
ing state calculated within RPA. On the contrary, it raises the transition temperature
for this pairing state [75, 76]. Thus, the RPA method used here is reliable for our
purpose. The RPA calculations of the spin correlation function for the parameters
mentioned above well reproduce important features of the momentum dependence
obtained by neutron scattering measurements for CeRhSi3 at ambient pressure [72].
It exhibits a prominent peak at the wave number vector Q1 = (±0.43π, 0, 0.5π)
Q2 = (0,±0.43π, 0.5π). In the following analysis, we assume that this momentum
dependence of the spin correlation function is almost unchanged by applying pres-
sure, though the applied pressure increases the band width, resulting in the destruction
of the AF order.

The superconducting transition temperature Tc is calculated by solving the lin-
earized Éliashberg equation recast into an eigenvalue problem, which is similar to
Eq. (6.30) with p = q = 1. However, an important difference is that, in this case,
we need to take into account frequency-dependence of the pairing interaction and
the gap function, and also the self-energy corrections to the single-electron Green
function given by (6.54). Then, the linearized Éliashberg equation is

λΔs1s2(k) = −
T

N

∑
k′s3s4σ1σ2

Vs1s2s3s4(k, k′)Gσ1s3(k
′)Gσ2s4(−k′)Δσ1σ2(k

′). (6.56)

Here, k = (k, iωn) etc.,
∑

k′
=

∑
n′

∑
k′

, and we have omitted the subscripts p, q in

Eq. (6.30). The maximum eigenvalue λmax = 1 corresponds to the superconducting
transition. The pairing interaction Vs1s2s3s4(k, k′) calculated within RPA is

Vs1s2s3s4(k, k′) = Uδs1s3δs2s4δs1 s̄2 + V bub
s1s2s3s4

(k, k′) + V lad
s1s2s3s4

(k, k′), (6.57)

where the contributions from bubble diagrams V bub
s1s2s3s4

and ladder diagrams V lad
s1s2s3s4

are, respectively given by V bub
ssss(k, k′) = vbub

ssss(k− k′)−vbub
ssss(k+ k′), V bub

ss̄ss̄(k, k′) =
vbub

ss̄ss̄(k − k′), and V lad
sss̄s̄(k, k′) = vlad

sss̄s̄(k − k′) − vlad
sss̄s̄(k + k′), V lad

ss̄ss̄(k, k′) =
vlad

ss̄ss̄(k − k′) with,
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vbub
ssss(q) = −U 2χ0

s̄ s̄ s̄ s̄(q)/Dbub(q),

vbub
ss̄ss̄(q) = U 2(−χ0

s̄sss̄(q)−Uχ0
s̄sss̄(q)χ

0
ss̄s̄s(q)+Uχ0

s̄ s̄ s̄ s̄(q)χ
0
ssss(q)

)
/Dbub(q),

Dbub(q) =
(

1+Uχ0↓↑↑↓(q)
) (

1+Uχ0↑↓↓↑(q)
)
−U 2χ0↑↑↑↑(q)χ0↓↓↓↓(q),

vlad
sss̄s̄(q) = U 2χ0

ss̄ss̄(q)/Dlad(q),

vlad
ss̄ss̄(q) = U 2(χ0

sss̄s̄(q)−Uχ0
s̄ s̄ss(q)χ

0
sss̄s̄(q)+Uχ0

ss̄ss̄(q)χ
0
s̄ss̄s(q)

)
/Dlad(q),

Dlad(q) =
(

1−Uχ0↓↓↑↑(q)
) (

1−Uχ0↑↑↓↓(q)
)
−U 2χ0↑↓↑↓(q)χ0↓↑↓↑(q).

The bare spin susceptibility χ0(q) is χ0(q) = −T
∑

m
∑

k σG0↑↑(k + q)G0↓↓(k).
Here G0αβ is the electron Green function (6.53) without the selfenergy correction
Σ(k). This approximation scheme is sufficient to determine which pairing symmetry
is favored by the spin-fluctuation-mediated pairing interaction.

6.3.1.2 Pairing States

Because of the parity mixing due to the antisymmetric SO interaction, the pairing
gap function is generally expressed as,

Δs1s2(k) = Δs(iεn)d0(k)i(σ2)s1s2 +Δt (iεn)d(k) · i(σσ2)s1s2 . (6.58)

The momentum dependence of the spin-singlet part d0(k) obeys the group theoretical
classification of the pairing symmetry. For the tetragonal systems with the Rashba
SO interaction such as CeRh(Ir)Si3, d0(k) is given by one of basis functions of the
irreducible representations for C4v , which are listed in Table 6.1. In this table, the basis
functions are expressed in terms of the second order harmonics cos 2kx , cos 2ky ,
cos 2kz etc. rather than the first order harmonics cos kx , cos ky, cos kz etc., because
of the following reason. In our systems, the pairing interaction mediated by AF spin
fluctuations (6.57) has a prominent peak for k− k′ ≈ Q with Q ≈ (π/2, 0, π/2) or
(0, π/2, π/2). This ordering vector Q is consistent with experimental observations
of neutron scattering measurements for CeRhSi3 [72]. This momentum dependence
stabilizes the gap functions that satisfy d0(k+Q) = −d0(k). Thus, we use the basis
functions listed in Table 6.1 in the following calculations. On the other hand, for
the spin-triplet channel, d(k) is chosen so as to be consistent with the Rashba SO
interaction, i.e. d(k) = d0(k)d(k). For this choice of d(k), the interband pairings
which give rise to pair-breaking effects are suppressed, and thus the optimum Tc is
expected.

To examine which pairing state is the most stable in our model, we calculate
the maximum eigenvalues λmax of the lineraized Éliashberg equation (6.56) for five
irreducible representations listed in Table 6.1. In this calculation, we neglect effects
of the normal selfenergy, putting Σ(k) = 0 in (6.56). In Fig. 6.15, the λmax values
calculated for α = 0 are shown. In the vicinity of the AF phase boundary determined
by the condition Uχ0(0,Q) = 1, the highest Tc is achieved for the A1 represen-
tation in the spin-singlet channel with the gap function dA1

0 (k) = cos 2kz , which
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Table 6.1 Pairing symmetry for tetragonal systems with the Rashba SO interaction. The irreducible
representations are given by those of C4v. g(k) = (sin ky,−sin kx , 0)

Spin-singlet/triplet Irreducible representation Basis function

singlet A1 (extended s) dA1
0 (k) = cos 2kz

singlet A2 (gxy(x2−y2)) dA2
0 (k) = sin 2kx sin 2ky

(
cos 2kx − cos 2ky

)
singlet B1 (dx2−y2 ) dB1

0 (k) = (
cos 2kx − cos 2ky

)
singlet B2 (dxy) dB2

0 (k) = sin 2kx sin 2ky

singlet E (dzx ) dE
0 (k) = sin kx sin 2kz

triplet dΓ (k) = dΓ0 (k)g(k)

Fig. 6.15 Maximum eigen
values of the linearized
Éliashberg equation versus U
for five irreducible
representations with α = 0
and T = 0.04. The upper
(lower) panel is for the spin
singlet (triplet) channel. The
dashed line is the AF phase
boundary. (Ref. [44])
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corresponds to the extended s-wave state. In contrast, λmax’s for all the spin-triplet
pairings are much smaller than unity. This is because that for the pairing interaction
mediated by AF spin fluctuations (6.57), the spin-triplet channels are repulsive, or
very weakly attractive. When the antisymmetric SO interaction is switched on, i.e.
α �= 0, the pairing state with the highest Tc is the extended s-wave state with an
admixture of the p-wave state. The gap function of the mixed p-wave component
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Fig. 6.16 Maximum eigen
values of the linearized
Éliashberg equation versus U
for the extended S + p-wave
state. T = 0.04. (Ref. [44])
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is d(k) = dA1
0 (k)g(k). The maximum eigenvalues for the extended S + p-wave

state are plotted in Fig. 6.16. The fraction of the mixed p-wave component is very
small; Δt/Δs ∼ 0.01. This small ratio of the admixture is due to the fact that, as
mentioned above, the pairing interaction in the triplet channel is much smaller in
magnitude than that in the singlet channel, and the ratio ESO/EF for CeRh(Ir)Si3,
which is a parameter controlling the parity-mixing, is less than 0.1. The gap function
for this pairing state with the dominated extended s-wave symmetry has horizontal
line nodes on the Fermi surface as depicted in Fig. 6.14 which is well consistent with
the NMR measurement for CeIrSi3 at the optimum pressure P∗c indicating the power
law behavior of 1/T1 at low temperatures and the absence of a coherence peak just
below Tc.The existence of the horizontal line nodes for CeRhSi3 is also suggested by
the de Haas–van Alphen (dHvA) measurements of the Fermi surfaces for CeRhSi3
[70]. Terashima et al. carried out the dHvA measurements for the superconducting
state with high magnetic fields applied parallel to the c-axis. They observed the dHvA
oscillations even for magnetic fields corresponding to the Landau level spacing �ωc

which is smaller than the superconducting gap Δ by a factor 1/3. According to the-
oretical studies on the dHvA effect in the superconductors [77–79], the amplitude
of the dHvA oscillation is suppressed when the BCS gapΔ is isotropic and exceeds
the cyclotron energy, while, for gap line nodes perpendicular to magnetic fields and
located near a curve enclosing the extremal cross section of the Fermi surface, the
dHvA effect is not affected by the superconducting gap. Therefore, the observation
of the dHvA effect mentioned above is naturally interpreted as an evidence for the
existence of the horizontal line nodes for CeRhSi3.More precisely, the line nodes of
the cos 2kz state do not lie on the curve enclosing the extremal cross section of the
Fermi surface. However, as shown in Fig. 6.14, the Fermi surface has portions which
are almost flat along the z-direction and crosses the line nodes of the gap. For this
specific shape of the Fermi surface, it is plausible that the dHvA oscillation is not
suppressed even though the line nodes are not located exactly on the extremal part
of the Fermi surface.
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Another experimental evidence which supports the scenario of the AF spin-
fluctuation-mediated pairing mechanism for CeRhSi3 and CeIrSi3 is provided by the
measurement of the upper critical field of these systems. We would like to address
this issue in the next section.

6.3.2 Upper Critical Fields

One of the most remarkable experimental observations for CeRhSi3 and CeIrSi3
is the extremely large upper critical field Hc2 for a magnetic field parallel to the
c-axis in the vicinity of the critical pressure P∗c [67, 68]. The observed Hc2∼ 30−40
T at P∗c is almost comparable to those of high-Tc systems, though the transition
temperature at zero field is merely ∼1 K. Also, the H–T curve exhibits upward
curvature in a wide range of temperatures; i.e. the increase in the upper critical
field is enormously enhanced as the temperature T is decreased, in sharp contrast
to any other superconductors in which the increase of Hc2 becomes weaker as T is
decreased. Furthermore, the pressure dependence of Hc2 is significantly strong in the
vicinity of P∗c , while, by contrast, the pressure dependence of Tc is moderate. If the
SO interaction for these systems is assumed to be of the Rashba type, the absence
of the Pauli depairing is understood as follows. The Rashba SO interaction splits
the Fermi surface into two parts. For magnetic fields applied parallel to the c-axis
(or the z-axis in the notation of Eq. (6.52)), the uniform spin susceptibility in the
normal state χN is dominated by the van-Vleck-like susceptibility χV V governed by
contributions from the transition between the two SO split bands, and there is no Pauli
spin susceptibility dominated by contributions from the Fermi surface. When the SO-
splitting of the Fermi surface ESO is much larger than the superconducting gap Δ,
which is the case of the heavy fermion NCS, the spin susceptibility χN ≈ χV V is not
affected by the superconducting transition, leading to the infinite Pauli limiting field
HP ; i.e. from the energy balance between the Zeeman energy and the condensation
energy, 1

2χN H2
P = 1

2χV V H2
P + 1

2 N (0)Δ2, we have HP → ∞. In contrast to the
Pauli depairing effect, however, the orbital depairing effect should always exist for
NCS. It is important to clarify why the orbital limiting fields of superconductivity
in CeRhSi3 and CeIrSi3 are so large as indicated by these experiments. In this
section, we examine whether these remarkable features can be explained by the spin-
fluctuation-mediated pairing mechanism considered in the previous section [80]. A
key factor for understanding these experimental results is the existence of the quantum
critical point (QCP) associated with AF order at sufficiently low temperatures where
the huge Hc2 is observed. The pairing interaction mediated by spin fluctuations
should strongly increase just at the QCP where the correlation length of the AF
order diverges. On the other hand, at sufficiently low temperatures near quantum
criticality, pair-breaking effects of inelastic scattering due to spin fluctuations which
are important for the determination of the transition temperature are suppressed. The
interplay between the enhancement of the pairing interaction and the suppression of
the pair-breaking effect in the vicinity of the QCP yields naturally the remarkable
enhancement of Hc2. We examine this scenario in the following.
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6.3.2.1 Quasiclassical Éliashberg Equation

For the calculation of the orbital limiting field in the vicinity of a QCP, it is important
to take account of pair-breaking effects due to the interaction with spin fluctuations.
This task is rather involved. To simplify the following analysis, we use a phenomeno-
logical model for the AF spin fluctuations, instead of calculating the spin fluctuation
propagator microscopically as done in the previous section. We assume the following
form of an effective action for the interaction between electrons and spin fluctuations,

SSF = −
∑

q

g2χ(q)Sq · S−q . (6.59)

Here, Sq =∑
k c†

k+qασαβckβ , q = (q, iεn) with εn = 2πnT , and,

χ(q) =
∑

a

χ0ξ
2

1+ ξ2(q−Qa)2 + |εn|/(Γ0ξ−2)
. (6.60)

We choose the propagating vectors of spin fluctuations as Q1 = (±0.43π, 0, 0.5π)
and Q2 = (0,±0.43π, 0.5π) in accordance with neutron scattering measurements
for CeRhSi3 [72]. We also assume that the temperature dependence of the AF corre-

lation length ξ(T ) is given by ξ(T ) = ξ̃√
T+θ , which implies that the critical exponent

of ξ(T ) is equal to the mean field value 1/2. This assumption for ξ(T ) is consis-
tent with the NMR experiment for CeIrSi3 at P ∼ P∗c , which indicates 1/T1 ∝

√
T

above Tc [65]. The action (6.59) replaces the onsite repulsion term in (6.52). We inter-
pret that the interaction (6.59) is generated by renormalizing high-energy scattering
processes due to the onsite Coulomb repulsion U.

To investigate the orbital depairing effect, we need to deal with a spatially varying
vector potential A(r). For this purpose, we use a standard quasiclassical approxima-
tion, which is justified for kFlH  1, where kF is the Fermi momentum, and lH the
magnetic length. The single-electron Green function within this approximation is

Gαβ(x, y, iωn;A) = eie
∫ x

y A(s)dsGαβ(x − y, iωn;A = 0). (6.61)

Here, Gαβ(iωn, x − y;A = 0) is the Fourier transform of (6.53) with respect to
momentum k. The interaction with critical AF fluctuations strongly modifies the
Fermi-liquid properties of electrons. This effect is incorporated into the normal self-
energy Σ(k). Up to the first order in g2, it is given by

Σ(k) = T

N

∑
k′,α

g2χ(k − k′)G0αα(k
′). (6.62)

As in the previous section, we neglect scattering processes with spin flip. We also
add the Zeeman term −μB Hz

∑
k c†

kσzck to the Hamiltonian to take account of the
Pauli depairing effect.
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The upper critical field Hc2 in the strong-coupling regime is obtained by solving
the linearized Éliashberg equation,

Δαα′(k, iωm;R) = − T

N

∑
k′,ββ ′γ γ ′

Vαα′,ββ ′(k, k′)

× Gβγ (k′ +�, iωn)Gβ ′γ ′(−k′,−iωn)Δγγ ′(k
′, iωn;R),

(6.63)

where R is the center of mass coordinate of Cooper pairs, and �(R) = −i∇R +
2eA(R) with ∇R ×A(R) = (0, 0, H). The pairing interaction mediated by AF spin
fluctuations is

Vss,ss(k, k′) = −1

2
g2χ(k − k′)+ 1

2
g2χ(k + k′), (6.64)

Vss̄,ss̄(k, k′) = −Vss̄,s̄s(k, k′) (6.65)

= 1

2
g2χ(k − k′)+ g2χ(k + k′), (6.66)

Here, we have assumed that the energy scale of the AF spin fluctuations is sufficiently
larger than the Zeeman energy introduced by the applied magnetic field, and that the
propagator for the spin fluctuations is not affected by the magnetic field. Since the
magnetic field is parallel to the c-direction and the SO interaction is the Rashba-type,
we do not need to consider nonuniform states like the helical vortex phase or the
FFLO state; i.e. under this situation, the nonuniform pairing states with center-of-
mass momentum require interband pairing between electrons of the two SO-split
bands, which is strongly suppressed when the SO splitting is much larger than the
superconducting gap. Then, it is sufficient to take only the lowest Landau level in the
evaluation of the kernel of the gap equation (6.63), and use the expression for the gap
function up to the lowest Landau level,Δαα′(k;R) = Δαα′(k)φ0(Rx , Ry), where φ0

is the basis function for the lowest Landau level. As a result, the Éliashberg equation
is rewritten as,

Δαα′(k) = T

N

∑
k′,ββ ′γ γ ′

Vαα′,ββ ′(k, k′)
∑
τ=±

(
1+ τ ĝH (k) · σ

2

)
βγ

isgn(ω̃′)

×
(

2

aτ (k′)

)1/2

f

(
bτ (k′)√
2aτ (k′)

)
Gβ ′γ ′(−k′)Δγγ ′(k′), (6.67)

where ĝH (k)= gH (k)/|gH (k)| with gH (k)= (sin ky,− sin kx ,−μB Hz/α), and
ω̃(k)=ωn − ImΣ0(k), aτ (k)=√|e|H(vτ x (k)2 + vτ y(k)2), bτ (k)= |ω̃| +
isgn(ω̃)ετ (k), with the single-particle energy ετ (k)= ε(k) + τα|�gH (k)| and the

velocity �vτ (k)=∇ετ (k). f (z) is defined as f (z)=
√
π

2 ez2
erfc(z). Eq. (6.67) is the

basis for our analysis of the upper critical field in the strong-coupling regime.
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Fig. 6.17 Upper critical
fields plotted as functions of
temperatures. The Pauli
limiting field for θ = 0.002
(a dotted line with open
circles), and the orbital
limiting fields for several θ
(solid lines) are shown. The
unit of θ is t1 = 113 K. (Ref.
[80])

6.3.2.2 Extremely Large Hc2 Due to Critical Spin Fluctuation

The transition temperature Tc(Hz) for a finite magnetic field Hz and the upper critical
field Hc2 can be calculated from Eq. (6.67). Since the phenomenological form of spin
correlation function (6.60) possesses the momentum dependence quite similar to that
obtained by the RPA calculations for the model presented in the previous section,
the extended s-wave state with the small fraction of the admixture of p-wave state
has the highest Tc at zero field. This pairing symmetry is not changed by a magnetic
field along the z-direction within our calculations. As mentioned before, the ratio of
the spin-triplet gap to the spin-singlet gap obtained by our calculation is very small,
∼0.01. Thus, we can safely neglect the admixture of the triplet component for the
discussion on Hc2 in the following. In Fig. 6.17, we show the calculated upper critical
field for this pairing state as a function of temperatures T for several values of the
parameter θ. In this calculation we set the coupling constant as g2χ0 = 13, and the
lattice constant a = 4 Å, t1 = 113 K. The value of t1 is determined by identifying
the calculated maximum transition temperature Tc = 0.0115 as 1.3 K. As shown
in Fig. 6.17, because of the existence of the large van-Vleck-like susceptibility due
to the antisymmetric SO interaction, the Pauli limiting field for the magnetic field
parallel to the z-axis is so large that the upper critical field is solely determined by the
orbital limit. As the parameter θ decreases, and the system approaches the AF QCP,
Hc2 increases remarkably reaching to Hc2 ∼ 30 T, even though Tc for zero field is
merely ∼1 K. These results successfully explain the experimental observations for
CeRh(Ir)Si3 mentioned before. The main features of the upper critical fields stem
from the combination of the strong enhancement of the pairing interaction due to
the AF spin fluctuation in the vicinity of the QCP and the significant suppression of
the pair-breaking effect caused by inelastic scattering with the spin fluctuations at
sufficiently low temperatures. The enhancement of Hc2 is prominent especially for
small θ, giving rise to the huge values of Horb

c2 , as seen in Fig. 6.17.
Another intriguing feature observed for CeRhSi3 and CeIrSi3 is the strong pressure

dependence of Hc2 which is in sharp contrast to the quite weak dependence of Tc on
pressures in the vicinity of the QCP. This remarkable pressure dependence is also
reproduced from Eq. (6.67). To see this, we plot Hc2 and Tc at zero field as a function
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Fig. 6.18 The normalized
transition temperature
tc(θ) ≡ Tc(H =
0, θ)/Tc(H = 0, θ = 0.03)
and the normalized upper
critical field
hc2(θ) ≡ Hc2(T =
0.001, θ)/Hc2(T =
0.001, θ = 0.03) versus θ.
The unit of θ is t1 = 113 K.
(Ref. [80])

of θ in Fig. 6.18. As the system under consideration approaches the QCP (θ → 0),
Hc2 increases very rapidly while, by contrast, the change of Tc is moderate. These
behaviors are also understood as a result of the strongly enhanced pairing interaction
at low temperatures in the vicinity of the QCP. Although the increase of Tc(H = 0)
near the QCP (i.e. θ = 0) is considerably suppressed by the pair breaking effects due
to inelastic scattering by spin fluctuations, Hc2 at low temperatures is not seriously
affected by them, resulting in the strong enhancement of Hc2 for θ ∼ 0.

We would like to stress that the large enhancement of Hc2 near a magnetic QCP for
a spin-fluctuation-mediated pairing mechanism is not specific to the NCS considered
here, but rather expected to occur more generally for orbital-limited superconductors
caused by spin fluctuations, as long as the Pauli depairing effect is suppressed by
some other mechanisms such as the lack of inversion symmetry as in the case of
CeRh(Ir)Si3. For instance, CeCoIn5 is also believed to be an unconventional super-
conductor located in the vicinity of AF QCP. However, because of the Pauli depairing
effect, the strong enhancement of Hc2 near the QCP is not realized for this system.
It would be intriguing to search for the huge enhancement of Hc2 for triplet super-
conductors in the vicinity of a ferromagnetic QCP.

As clarified above, the coincidence between the theoretical results presented in
this section and the experimental observations for the upper critical fields strongly
supports the scenario that superconductivity realized in CeRhSi3 and CeIrSi3 is
caused by AF spin fluctuations in the vicinity of AF criticality.

6.3.3 Summary of CeRhSi3 and CeIrSi3

Superconductivity in CeRhSi3 and CeIrSi3 under applied pressure is realized in
the vicinity of AF criticality. There are several pieces of experimental evidence
which support the existence of strong AF spin fluctuations in these systems, as
indicated by the measurements of the NMR signal, the specific heat, and the transport
phenomena [63–65]. It is natural to expect that the AF spin fluctuations mediate
Cooper pairing in these superconductors. The superconducting state obtained by
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the microscopic calculations is dominated by Cooper pairs with the extended s-wave
symmetry with small admixture of spin-triplet pairs. This gap symmetry is consistent
with experimental observations such as the NMR measurement [65]. The scenario
of AF spin-fluctuation-mediated pairing mechanisms for CeRh(Ir)Si3 explains quite
nicely experimentally observed remarkable features such as extraordinarily large
upper critical fields [67, 68].

6.4 Conclusions

In this chapter, we have overviewed our understanding of superconductivity real-
ized in two classes of heavy fermion NCS, CePt3Si and CeRh(Ir)Si3, based upon
microscopic theories of pairing mechanisms. In both of these systems, non-phonon
mechanisms play a crucial role, stabilizing unconventional superconductivity. In par-
ticular, the spin-fluctuation-mediated pairing mechanism is a promising candidate
for the microscopic origin of superconductivity in these systems. There are some
important differences of superconducting states between CePt3Si and CeRh(Ir)Si3.
In CePt3Si, the s + p wave state with the dominant p-wave component is stabi-
lized by helical spin fluctuations. On the other hand, in CeRh(Ir)Si3, the dominant
extended s-wave state with small admixture of the p-wave pairs is realized by strong
AF spin fluctuations in the vicinity of the magnetic QCP. This difference of the char-
acter of spin fluctuations is due to the difference of the band structures and magnetic
properties between these systems. Furthermore, the node structures of the supercon-
ducting gap functions are also different. For CePt3Si, there are accidental line nodes
of the gap caused by the parity mixing of the pairing states and by the AF order,
while, for CeRh(Ir)Si3, there are horizontal line nodes associated with the extended
s-wave gap symmetry.

In addition to these heavy fermion NCS, there are other classes of NCS, which
are also expected to be unconventional superconductors: e.g. UIr [81], and Li2
(Pt1−x Pdx )3 B [82–84]. In particular, for Li2Pt3B, the NMR study and the mea-
surement of the penetration depth suggest that there are line nodes of the supercon-
ducting gap [83, 84]. A model of the parity-mixed s+ p wave state was proposed for
understanding these experimental observations [83]. In this model, the p-wave pair-
ing dominates the superconducting state. However, this superconductor is regarded
as a weakly correlated system in which effects of electron–electron interaction are
negligible. It is an unresolved important issue to identify the microscopic origin of a
pairing interaction in the p-wave channel, if it does indeed exist in Li2Pt3B.

Finally, we mention some other theoretical studies on microscopic pairing mech-
anisms of NCS. In ref. [85, 86], a spin-fluctuation mechanism is investigated for the
two-dimensional Hubbard model with the Rashba SO interaction on the basis of the
RPA method. The d + f -wave state with a dominant dx2−y2 -wave component is
stabilized for electron density close to half-filling because of AF spin fluctuations.
The gap function for this state has the form given by Eq. (6.1). However, the weight
of the mixed f-wave component is very small for ESO/EF < 0.1, as in the case of
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CeRh(Ir)Si3 discussed in Sect. 6.3.3. In ref. [87], the Kohn–Luttinger mechanism for
pairing interactions due to the Coulomb repulsion U is examined for a single-band
model with the Rashba SO interaction by using perturbative expansions in terms
of U. In this model, there are substantially strong attractive interactions in both the
p-wave channel and the d-wave channel. It is found that, in some parameter regions,
strong parity mixing between p-wave pairing and d-wave pairing occurs. However,
in this state, as in the case of CePt3Si discussed in Sect. 6.3.2, the d-vector for p-wave
pairing is not parallel to g(k) vector because of frustration between the Rashba SO
interaction and pairing interactions, and interband pairs between the SO-split bands
are induced.

The results presented in Sects. 6.3.2 and 6.3.3 and the above-mentioned related
works imply that pairing states realized in NCS crucially depend on both the detailed
structure of pairing interactions and the character of the antisymmetric SO interac-
tion. In general, when there are substantial spin-triplet pairing correlations, it may be
possible that the momentum dependence of the dominant spin-triplet pairing inter-
action is not compatible with that of the antisymmetric SO interaction, because these
two kinds of interactions usually have different microscopic origins. In this case,
there are interband pairs between the SO-split bands, and the gap function can not
be expressed in terms of Eq. (6.1). The strong parity mixing with the gap function
of the form (6.1) satisfying d(k) ‖ g(k) is realized only when the dominant spin-
triplet pairing interaction is matched with the antisymmetric SO interaction. Thus,
for the exploration of pairing states in NCS, it is particularly important to clarify the
microscopic nature of pairing interactions.
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Chapter 7
Kinetic Theory for Response and Transport
in Non-centrosymmetric Superconductors

Ludwig Klam, Dirk Manske and Dietrich Einzel

Abstract We formulate a kinetic theory for non-centrosymmetric superconductors
at low temperatures in the clean limit. The transport equations are solved quite gen-
erally in spin- and particle-hole (Nambu) space by performing first a transformation
into the band basis and second a Bogoliubov transformation to the quasiparticle-
quasihole phase space. Our result is a particle-hole-symmetric, gauge-invariant and
charge conserving description, which is valid in the whole quasiclassical regime
(|q| � kF and �ω � EF). We calculate the current response, the specific heat
capacity, and the Raman response function. For the Raman case, we investigate
within this framework the polarization dependence of the electronic (pair-breaking)
Raman response for the recently discovered non-centrosymmetric superconductors
at zero temperature. Possible applications include the systems CePt3 Si and Li2 Pdx

Pt3−x B, which reflect the two important classes of the involved spin-orbit coupling.
We provide analytical expressions for the Raman vertices for these two classes and
calculate the polarization dependence of the electronic spectra. We predict a two-peak
structure and different power laws with respect to the unknown relative magnitude of
the singlet and triplet contributions to the superconducting order parameter, revealing
a large variety of characteristic fingerprints of the underlying condensate.
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7.1 Introduction

In a large class of conventional and in particular unconventional superconductors
a classification of the order parameter with respect to spin singlet/even parity and
spin triplet/odd parity is possible, using the Pauli exclusion principle. A necessary
prerequisite for such a classification is, however, the existence of an inversion center.
Something of a stir has been caused by the discovery of the bulk superconduc-
tor CePt3Si without inversion symmetry [3], which initiated extensive theoretical
[12, 26] and experimental studies [2, 11]. In such systems the existence of an anti-
symmetric potential gradient causes a parity-breaking antisymmetric spin-orbit cou-
pling (ASOC) that gives rise to the possibility of having admixtures of spin-singlet
and spin-triplet pairing states. Such parity-violated, non-centrosymmetric supercon-
ductors (NCS) are the topic of this chapter, which is dedicated particularly to a
theoretical study of response and transport properties at low temperatures. We will
use the framework of a kinetic theory described by a set of generalized Boltzmann
equations, successfully used before in [10], to derive various response and trans-
port functions such as the normal and superfluid densities, the specific heat capacity
(i. e. normal fraction and condensate properties that are native close to the long
wavelength, stationary limit) and in particular the electronic Raman response in
NCS (which involves frequencies �ω comparable to the energy gapΔk of the super-
conductor).

A few general remarks about the connection between response and transport phe-
nomena are appropriate at this stage. Traditionally, the notion of transport implies
that the theoretical description takes into account the effects of quasiparticle scat-
tering processes, represented, say, by a scattering rate Γ. Therefore, we would
like to demonstrate with a simple example, how response and transport are inti-
mately connected: consider the density response of normal metal electrons to the
presence of the two electromagnetic potentials Φext and Aext, which generate the
gauge-invariant form of the electric field E = −∇Φext − ∂A/c∂t. In Fourier space
(∇→ iq, ∂/∂t →−iω) one may write for the response of the charge density:

δne = e2iq ·M0(q, ω) · E
with M0 the Lindhard tensor and q·M0 ·q ≡ M0 the Lindhard function, appropriately
renormalized by collision effects [22]:

M0(q, ω) = L0(q, ω + i�)

1− iΓ

ω + iΓ

[
1− L0(q, ω + iΓ )

L0(q, 0)

]

Here L0(q, ω) denotes the unrenormalized Lindhard function in the collisionless
limit Γ → 0:

L0(q, ω) = 1

V

∑
pσ

n0
p+q/2 − n0

p−q/2

εp+q/2 − εp−q/2 − �ω
.



7 Kinetic Theory for Response and Transport 213

In this definition of the Lindhard function, n0
k denotes the equilibrium Fermi-Dirac

distribution function and εk = ξk+μ represents the band structure with the chemical
potential μ. Now the aspect of transport comes into play by the observation that
M0(q, ω + iΓ ) may be expressed through the full dynamic conductivity tensor
σ(q, ω) = e2(∂n/∂μ)D(q, ω) of the electron system as follows:

M0(q, ω) ≡ q · σ (q, ω) · q
iω − q · D(q, ω) · q/(1− iωτ)

with q·σ ·q Γ→0≡ iωe2L0(q, ω), the particle density n, and with the so-called diffusion
pole including the diffusion tensor D(q, ω) in the denominator of M0(q, ω) reflecting
the charge conservation law. This expression for the Lindhard response function M0
clearly demonstrates the connection between response (represented by M0 itself)
and transport (represented by the conductivity σ ), which can be evaluated both in
the clean limit Γ → 0 and in the presence of collisions Γ �= 0. In this sense, the
notions of response and transport are closely connected and therefore equitable. In
this whole chapter we shall limit or considerations to the collisionless case.

An important example for a response phenomenon involving finite frequencies
is the electronic Raman effect. Of particular interest is the so-called pair-breaking
Raman effect, in which an incoming photon breaks a Cooper pair of energy 2Δk on
the Fermi surface, and a scattered photon leaves the sample with a frequency reduced
by 2Δk/�, has turned out to be a very effective tool to study unconventional super-
conductors with gap nodes. This is because various choices of the photon polarization
with respect to the location of the nodes on the Fermi surface allow one to draw con-
clusions about the node topology and hence the pairing symmetry. An example for the
success of such an analysis is the important work by Devereaux et al. [6] in which the
dx2−y2 symmetry of the order parameter in cuprate superconductors could be traced
back to the frequency dependence of the electronic Raman spectra, that directly mea-
sured the pair-breaking effect. Various theoretical studies of NCS have revealed a
very rich and complex node structure in parity-mixed order parameters, which can
give rise to qualitatively very different shapes, i. e. frequency dependencies, of the
Raman intensities, ranging from threshold- and cusp- to singularity-like behavior.
Therefore the study of the polarization dependence of Raman spectra enables one to
draw conclusions about the internal structure of the parity-mixed gap parameter in a
given NCS.

This chapter is organized as follows: In Sect. 7.2 we introduce our model for
the ASOC, the two order parameters on the spin-orbit split bands and the pairing
interaction. Then, in Sect. 7.3 we derive the kinetic transport equations for NCS at
low temperatures in the clean limit and transform these equations into the more
convenient band basis. In Sect. 7.4, the transport equations are solved quite gen-
erally in band- and particle-hole (Nambu) space by first performing a Bogoliubov
transformation to the quasiparticle-quasihole phase space and then performing the
inverse Bogoliubov transformation to recover the original distribution functions.
We demonstrate gauge invariance of our theory in Sect. 7.5 by taking the fluctua-
tions of the order parameter into account. Within this framework, we calculate the
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normal and superfluid densities in Sect. 7.6 and the specific heat capacity in Sect. 7.7.
In Sect. 7.8, our particular interest is focused on the electronic Raman response. We
investigate the polarization dependence of the pair-breaking Raman response at zero
temperature for two important classes of the involved spin-orbit coupling. Finally,
in Sect. 7.9 we summarize our results and draw our conclusions.

7.2 Antisymmetric Spin-Orbit Coupling

We start from a model Hamiltonian for noninteracting electrons in a non-
centrosymmetric crystal [25]

Ĥ =
∑
kσσ ′

ĉ†
kσ

[
ξkδσσ ′ + γ k · τσσ ′

]
ĉkσ ′ , (7.1)

where ξk represents the bare band dispersion assuming time reversal symmetry
(ξ−k = ξk), σ, σ ′ =↑,↓ label the spin state, and τ are the Pauli matrices. The
second term describes an antisymmetric spin-orbit coupling (ASOC) with a (vector-
ial) coupling constant γ k.The pseudovector function γ k has the following symmetry
properties: γ−k = −γ k and gγg−1k = γ k. Here g denotes any symmetry operation
of the point group G of the crystal under consideration. In NCSs two important
classes of ASOCs are realized, reflecting the underlying point group G of the crys-
tal. In particular, we shall be interested in the tetragonal point group C4v (applicable
to the heavy fermion compound CePt3Si with Tc = 0.75K[3] for example) and the
cubic point group O (applicable to the system Li2 Pdx Pt3−x B with Tc =2.2–2.8 K
for x=0 and Tc =7.2–8 K for x=3 [1]). For G = C4v the ASOC reads [14, 25]

γ k = g⊥(k̂ × êz)+ g‖k̂x k̂y k̂z(k̂
2
x − k̂2

y)êz . (7.2)

In the purely two-dimensional case (g‖ = 0) one recovers, what is known as the
Rashba interaction [7, 8, 15]. We will choose for simplicity g‖ = 0 for our Raman
results. For the cubic point group G = O, γ k reads [30]

γ k = g1k̂ − g3

[
k̂x (k̂

2
y + k̂2

z )êx + k̂y(k̂
2
z + k̂2

x )êy + k̂z(k̂
2
x + k̂2

y)êz

]
, (7.3)

where the ratio g3/g1 � 3/2 is estimated by Ref. [30]. Because of the larger prefactor
g3>g1 we will keep the higher order term for our further considerations. Thus, in
terms of spherical angles, k̂ = (cosφ sin θ, sin φ sin θ, cos θ), the absolute value of
the γ k-vectors for both point groups, illustrated in Fig. 7.1, reads

|γ k| = sin θ for C4v (7.4)

|γ k| =
√

1− 15

16
sin2 2θ − 3

16
sin4 θ sin2 2φ

(
9 sin2 θ − 4

)
for O (7.5)
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z

y y

z

x x

Fig. 7.1 The angular dependence of |γ k| for the point groups C4v and O. Since dk||γ k, these plots
show also the magnitude of the gap function in the pure triplet case for both point groups

By diagonalizing the Hamiltonian of Eq. (7.1), one finds the eigenvalues ξλ(k) =
ξk + λ|γ k|, which physically correspond to the lifting of the Kramers degeneracy
between the two spin states at a given k in the presence of ASOC. The basis in which
the band is diagonal can be referred to as the band basis where the Fermi surface
defined by ξ±(k) = 0 is split into two parts labeled ±. Sigrist and co-workers have
shown that the presence of the ASOC generally allows for an admixture of a spin-
triplet component to the otherwise spin-singlet pairing gap [12]. This implies that
we may write down the following ansatz for the energy gap matrix in spin space:

Δσσ ′(k) = {[ψk(T )l+ dk(T ) · τ ]iτ y}σσ ′ , (7.6)

where ψk(T ) and dk(T ) reflect the singlet and triplet part of the pair potential,
respectively. In the band basis we find immediately

Δ±(k) = ψk(T )± |dk(T )|. (7.7)

It has been demonstrated that a large ASOC compared to kBTc is not detrimental to
triplet pairing if one assumes dk‖γ k [12, 26]:

dk(T ) = d(T )γ̂k, (7.8)

whereas the temperature-dependent magnitudes ψ(T ) and d(T ) of the spin-singlet
and triplet energy gaps are solutions of coupled self-consistency equations and γ̂k is
defined by

γ̂ k =
γ k√〈|γ k|2〉F S

. (7.9)

Thus the energy gap of Eq. (7.7) can be written as:

Δ±(k) = ψ(T )± d(T )|γ̂ k|. (7.10)
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For the T = 0 Raman response in Sect. 7.8 we will use the following ansatz for the
gap function on both bands (+ and −) [13]:

Δ±(k) = ψ ± d|γ k| = ψ (1± p|γ k|) ≡ Δ±, (7.11)

where the parameter p = d/ψ represents the unknown triplet-singlet ratio. Accord-
ingly, the Bogoliubov quasiparticle dispersion is given by E2±(k) = ξ2±(k)+Δ2±(k).
If we assume no q-dependence of the order parameter,Δλ(k) [and also Eλ(k)] is of
even parity i.e. Δλ(−k) = Δλ(k). It is quite remarkable that although the spin rep-
resentation of the order parameter Δσσ ′(k) has no well-defined parity with respect
to k → −k, as easily seen in Eq. (7.6), the energy gap in the band representation
does. Note that for Li2Pdx Pt3−x B the parameter p seems to be directly related to
the substitution of platinum by palladium, since the larger spin-orbit coupling of the
heavier platinum is expected to enhance the triplet contribution [20]. This seems to
be confirmed by penetration-depth experiments [31, 30].

The corresponding weak-coupling gap equation reads

Δλ(k, T ) = −
∑
k′,μ

V λμ

kk′Δμ(k
′, T )θμ(k′) (7.12)

with

θλ(k) = 1

2Eλ(k)
tanh

Eλ(k)
2kBT

(7.13)

and its solution are extensively discussed in Ref. [13]. Here and in the following we
choose a separable ansatz for the pairing-interaction (cf. Ref. [13] with em = 0, i.e.
without Dzyaloshinskii-Moriya interaction):

V λμ

kk′ = Γs + λμΓt |γ̂k||γ̂k′ |, (7.14)

whereΓs and Γt represent the singlet and triplet contribution, respectively. Although
an exact numerical solution of Eqs. (7.12)–(7.14) with a microscopic pairing inter-
action would be desirable, we restrict ourselves in this work to a phenomenological
description which allows for an analytical treatment of response and transport in
NCS.

7.3 Derivation of the Transport Equations

In this section, we study the linear response of the superconducting system to an
effective external perturbation potential of the form

δξ ext
kσσ ′ =

[
eΦ(q, ω)− e

c
vk · A(q, ω)

]
δσσ ′ + e2

c2 AI
i (q, ω)

∂2εk

�2∂ki∂k j
AS

j (q, ω)δσσ ′ .

(7.15)
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Table 7.1 External perturbations can be decomposed into a vertex function and a potential

vertex (fictive) potential parity dimension response
ak δξa

e Φext even scalar charge and
evk Aext odd vector current(

Eλ(k)
T − ∂Eλ(k)

∂T

)
ΔT even scalar specific heat

capacity
m(M−1

k )i, j r0 AI
i AS

j even tensor Raman

The vertex function is characteristic for each response function and can be classified according to
parity (with respect to k→−k) and dimension

Here Φ and A denote the electromagnetic scalar and vector potential. Electronic
Raman scattering is described by the third term in Eq. (7.15). It describes a Raman
process where an incoming photon with vector potential AI , polarization êI and
frequency ωI is scattered off an electronic excitation. The scattered photon with
vector potential AS, polarization êS and frequency ωS = ωI − ω gives rise to a
Raman signal (Stokes process) and creates an electronic excitation with momentum
transfer q. Further, the Raman vertex in the so-called effective-mass approximation
reads

γ(R)
k = m

∑
i, j

êS
i
∂2ε(k)

�2∂ki∂k j
êI

j . (7.16)

In general, an external perturbation can be decomposed into a vertex function ak and
a related potential δξa :

δξ ext
k =

∑
a

akδξa . (7.17)

A list of all relevant vertex functions and potentials that will be discussed in this
chapter is given in Table 7.1. The charge density response to the electric field E =
−∇Φext − ∂A/c∂t is characterized by a constant vertex ak = e (electron charge)
and therefore of even parity (with respect to k→−k), whereas the current response
to the vector potential A depends on the odd vertex function ak = evk (electron
velocity). In case of the specific heat capacity CV (T ), the role of the fictive potential
is played by the temperature change δT,which couples to the energy variable ξk. For
the Raman response, this fictive potential depends essentially on the vector potential
of the incoming and scattered light. The response and transport functions will be
obtained as moments of the momentum distribution functions with the corresponding
vertex (see Sects. 7.6–7.8).

In addition to the external perturbation potentials, molecular potentials can be
taken into account within a mean-field approximation:

δξk = δξ ext
k +

∑
pσ

(
f s
kp + Vq

)
δnp =

∑
a

akδξa + Vqδn1 +
∑
pσ

f s
kpδnp. (7.18)
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The short-range Fermi-liquid interaction f s
kp leads to a renormalization of the elec-

tron mass [24] and the long-ranged Coulomb interaction with Vq = 4πe2/q2

is included self-consistently through the macroscopic density fluctuations δn1 =∑
pσ δnp with the non-equilibrium momentum distribution function δnp.
The potentials δξ ext

k are assumed to vary in time and space ∝ exp(iq · r − iωt).
Then the response to the perturbation potentials can generally be described by a
non-equilibrium momentum distribution function npp′, which is a matrix in Nambu,
momentum and spin space with p = k + q/2 and p′ = k − q/2. The evolution of
the non-equilibrium matrix distribution function in time and space is governed by
the matrix kinetic (von Neumann) equation [4, 29]

ωnpp′ +
∑
p′′

[
npp′′ , ξp′′p′

]
− = 0 (7.19)

in which the full quasiparticle energy ξ
pp′ plays the role of the Hamiltonian of the

system. This equation holds for �ω � EF and |q| � kF. In general, a collision
integral (see e.g. [29]) could be inserted on the right-hand side of Eq. (7.19) that
accounts for the relaxation of the system into local-equilibrium through collisions. In
the following we will assume the absence of collisions.1 After linearization according
to

npp′ = nk(q, ω) = n0
kδq,0 + δnk(q, ω) (7.20)

ξ
pp′ = ξk

(q, ω) = ξ0
k
δq,0 + δξk

(q, ω), (7.21)

the matrix kinetic equation assumes the following form in ω − q- and spin-space:

ωδnk + δnkξ
0
k− − ξ0

k+δnk = δξk
n0

k− − n0
k+δξk

. (7.22)

Here, ω is the frequency and k± = k ± q/2, with q representing the wave
number of the external perturbation. The equilibrium distribution function n0

k and
quasiparticle energy ξ0

k
are matrices in Nambu and spin space:

n0
k =

(
nk gk

g†
k l− n−k

)
(7.23)

ξ0
k
=
(
ξk + γ k · τ Δk

Δ
†
k − [ξk − γ k · τ

]T
)
. (7.24)

1 An example for collision integrals in the Raman response can be found in Ref. [10]



7 Kinetic Theory for Response and Transport 219

The momentum and frequency-dependent deviations from equilibrium are defined
as

δn0
k =

(
δnk δgk

δg†
k −δn−k

)
(7.25)

and

δξ0
k
=
(
δξk δΔk

δΔ
†
k −δξ−k

)
, (7.26)

respectively. In the spin basis, the matrix kinetic equation Eq. (7.22) represents a
set of 16 equations, which can be reduced to a set of 8 equations by an unitary
transformation into the band basis (also referred to as helicity basis). This SU(2)
rotation is given by [28]

U k =
(

Uk 0
0 U∗k

)
(7.27)

Uk = exp

(
−i
θγ

2
n̂γ · τ

)
= cos

θγ

2
− i n̂γ · τ sin

θγ

2
(7.28)

nγ = γ k × ẑ
|γ k × ẑ| , (7.29)

which corresponds to a rotation in spin space into the ẑ-direction about the polar
angle θγ between γ k and ẑ, Then Eq. (7.22) may be written as

ωU †
k+δnkU k− +U †

k+δnkU k−U †
k−ξ0

k−U k− −U †
k+ξ0

k+U k+U †
k+δnkU k−

= U †
k+δξk

U k−U †
k−n0

k−U k− −U †
k+n0

k+U k+U †
k+δξk

U k−
(7.30)

or, more simply

ωδnb
k + δnb

kξ
b
k− − ξb

k+δn
b
k = δξb

k
nb

k− − nb
k+δξ

b
k
, (7.31)

where the equilibrium distribution function and energy shifts in the band basis are
given by

nb
k =

⎛
⎜⎜⎝

1
2 (1− ξ+θ+) 0 0 −Δ+θ+

0 1
2 (1− ξ−θ−) Δ−θ− 0

0 Δ∗−θ− 1
2 (1+ ξ−θ−) 0

−Δ∗+θ+ 0 0 1
2 (1+ ξ+θ+)

⎞
⎟⎟⎠ (7.32)
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and

ξb
k
=

⎛
⎜⎜⎝
ξ+ 0 0 Δ+
0 ξ− −Δ− 0
0 −Δ∗− −ξ− 0
Δ∗+ 0 0 −ξ+

⎞
⎟⎟⎠ . (7.33)

The deviations from equilibrium can be parameterized as follows:

δnb
k = U †

k+δnkU k− =

⎛
⎜⎜⎝
δnb+ 0 0 δgb+

0 δnb− −δgb− 0
0 −δgb∗− −δnb− 0
δgb∗+ 0 0 −δnb+

⎞
⎟⎟⎠ (7.34)

δξb
k
= U †

k+δξk
U k− =

⎛
⎜⎜⎝
δξb+ 0 0 δΔb+

0 δξb− −δΔb− 0
0 −δΔb∗− −δξb− 0

δΔb∗+ 0 0 −δξb+

⎞
⎟⎟⎠ . (7.35)

Thus, we have now derived a set of equations in spin and band basis [Eqs. (7.22)
and (7.31)] that allow us to determine the diagonal and off-diagonal non-equilibrium
momentum distribution functions. In Sects. 7.6–7.8 we will use these distribution
functions to determine the normal and superfluid densities, specific heat capacity,
and the Raman response of NCS. From now on, we will omit the index “b” indicating
the band basis, since all further considerations will be made in the band picture.

7.4 Solution by Bogoliubov Transformation

In what follows we will solve the kinetic equation (7.31), derived in the previous
section. For this purpose, we perform first a Bogoliubov transformation into quasi-
particle space, where the kinetic equations are easily decoupled and then solved. For
the subsequent inverse Bogoliubov transformation we will introduce parity projected
quantities to obtain finally a relation between the diagonal and off-diagonal energy
shifts on the one side and the non-equilibrium distribution functions on the other. As
a fist step towards the solution of the kinetic equations, the momentum distribution
matrix nk and the energy matrix ξ

k
(both in band basis) are diagonalized through

the following Bogoliubov transformation

vk = B†
knk Bk =

⎛
⎜⎜⎝

f (E+) 0 0 0
0 f (E−) 0 0
0 0 f (−E−) 0
0 0 0 f (−E+)

⎞
⎟⎟⎠ (7.36)
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Ek = B†
kξk

Bk =

⎛
⎜⎜⎝

E+ 0 0 0
0 E− 0 0
0 0 −E− 0
0 0 0 −E+

⎞
⎟⎟⎠ (7.37)

with the Fermi-Dirac distribution function f (Eλ) = [exp(Eλ/kBT ) + 1]−1. The
Bogoliubov matrix has been found to read in the band basis

Bk =

⎛
⎜⎜⎝

u+ 0 0 v+
0 u− −v− 0
0 v∗− u− 0
−v∗+ 0 0 u+

⎞
⎟⎟⎠ (7.38)

with the coherence factors

uλ(k) =
√

1

2

(
1+ ξλ(k)

Eλ(k)

)
(7.39)

vλ(k) = −
√

1

2

(
1− ξλ(k)

Eλ(k)

)
Δλ(k)
|Δλ(k)| (7.40)

satisfying the condition |uλ|2 + |vλ|2 = 1, by which the fermionic character of the
Bogoliubov quasiparticles is established. In order to solve the transport equation in
the band basis (7.31), one may multiply from the left with the Bogoliubov matrix
B†

k+ and from the right with Bk−. The result is

ωB†
k+δnk Bk− +B†

k+δnk Bk−B†
k−ξ0

k−Bk− −B†
k+ξ0

k+Bk+B†
k+δnk Bk−

= B†
k+δξk

Bk−B†
k−n0

k−Bk− −B†
k+n0

k+Bk+B†
k+δξk

Bk−
(7.41)

or, more simply

ωδvk + δvk Ek− − Ek+δvk = δEkvk− − vk+δEk. (7.42)

The new Bogoliubov-transformed quantities describing the deviation from equi-
librium are identified from the preceding equations and labeled as follows:

δv(k) = B†
k+δnk Bk− =

⎛
⎜⎜⎝
δv+(k) 0 0 δγ+(k)

0 δv−(k) −δγ−(k) 0
0 −δγ ∗−(k) −δv−(−k) 0

δγ ∗+(k) 0 0 −δv+(−k)

⎞
⎟⎟⎠ (7.43)
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δE(k) = B†
k+δξk

Bk− =

⎛
⎜⎜⎝
δE+(k) 0 0 δD+(k)

0 δE−(k) −δD−(k) 0
0 −δD∗−(k) −δE−(−k) 0

δD∗+(k) 0 0 −δE+(−k)

⎞
⎟⎟⎠ .
(7.44)

The solution of Eq. (7.42) for the quasiparticle distribution functions is the set of the
following eight equations (λ = ±):

δvλ(k) = η−λ (k)
ω − η−λ (k)

ỹλ(k)δEλ(k), (7.45a)

δvλ(−k) = − η−λ (k)
ω + η−λ (k)

ỹλ(k)δEλ(−k), (7.45b)

δγλ(k) = η+λ (k)
ω − η+λ (k)

Θλ(k)δDλ(k), (7.45c)

δγ ∗λ (k) = −
η+λ (k)

ω + η+λ (k)
Θλ(k)δD∗λ(k), (7.45d)

where we have introduced the following abbreviations:

η±λ (k) = Eλ(k+)± Eλ(k−), (7.46)

ỹλ(k) = − f [Eλ(k+)] − f [Eλ(k−)]
Eλ(k+)− Eλ(k−) , (7.47)

and

Θλ(k) = 1− f [Eλ(k+)] − f [Eλ(k−)]
Eλ(k+)+ Eλ(k−) . (7.48)

The expressions for these quantities in the long-wavelength limit can be found in
appendix 1. In this limit, the difference quotient ỹλ(k) is equal to the Yosida kernel
yλ(k) which is given by the derivative of the quasiparticle distribution function

yλ(k) = −∂ f [Eλ(k)]
∂Eλ(k)

= 1

4kBT

1

cosh2
(

Eλ(k)
2kBT

) (7.49)

and is crucial for the temperature dependence of all response and transport
functions. Accordingly,Θλ(k)

q→0→ θλ(k) represents the kernel of the self-consistency
Eq. (7.12). It is instructive to note that the distribution functions δvλ(k) and δγλ(k)
have a clear physical meaning: The diagonal component δvλ(k) = δ〈α̂†

λα̂λ〉(k)
describes the response of the Bogoliubov quasiparticles (with the quasiparticle cre-
ation and annihilation operators α̂†

λ, α̂λ in the band λ). The off-diagonal component
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δγλ(k) = δ〈α̂λα̂λ〉(k) describes the pair-response. Note that the abbreviations η±λ (k)
are of even (+) and odd (−) parity with respect to k→−k and become very simple
expressions in the small wavelength limit (see Appendix 1).

For the inverse Bogoliubov transformation it is convenient to introduce parity-
projected quantities which are labeled by s = ±1:

δn(s)λ (k) =
1

2
[δnλ(k)+ sδnλ(−k)] , (7.50)

δξ
(s)
λ (k) = 1

2
[δξλ(k)+ sδξλ(−k)] . (7.51)

In almost the same manner also the off-diagonal components are decomposed by

δg
(s)
λ (k) =

1

2

[
δgλ(k)

Δ∗λ(k)
|Δλ(k)| + s

Δλ(k)
|Δλ(k)|δgλ

∗(−k)
]
, (7.52)

and

δΔ
(s)
λ (k) =

1

2

[
δΔλ(k)

Δ∗λ(k)
|Δλ(k)| + s

Δλ(k)
|Δλ(k)|δΔ

∗
λ(−k)

]
. (7.53)

We use the same symmetry classification for the Bogoliubov transformed quantities.
The physical meaning of δΔλ(k,q, ω) becomes clear after a decomposition into its
real and imaginary part

δΔλ(k,q, ω) = aλ(k,q, ω)eiϕλ(q,ω) −Δλ(k)
= [δaλ(k,q, ω)+ iδϕλ(q, ω)|Δλ(k)|

] Δλ(k)
|Δλ(k)| .

(7.54)

With Eq. (7.53) we can identify δΔ(+)λ (k,q, ω) = δaλ(k,q, ω) as the amplitude

fluctuations and δΔ(−)λ (k,q, ω)/Δλ(k) = iδϕλ(q, ω) as the phase fluctuations of
the order parameter.

The off-diagonal energy shift δΔ(s)λ (k) can be determined from a straightforward
variation of the self-consistency Eq. (7.12):

δΔ
(s)
λ (k) =

∑
k′μ

V λμ

kk′ δg
(s)
μ (k

′) (7.55)

with δg(s)λ (k) = −θλ(k)δΔ(s)λ (k). This off-diagonal self-consistency equation will
play an important role for the gauge invariance of the theory, as will be discussed in
Sect. 7.5.

From the symmetry classification we can assign to each transport and response
function (see Table 7.1.) the corresponding momentum distribution function δn(+)λ (k)
or δn(−)λ (k): The vertex function of the (charge) density and Raman responses is
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even in k, thus only the even distribution function δn(+)λ (k) contributes to those
response functions. For the current response (dynamic conductivity), the vertex func-
tion (aσ (k) = evk) is odd in momentum. Thus, only δn(−)λ (k) contributes to the
conductivity upon summation over k. Furthermore, the Bogoliubov transformation
can now be written in this simple form

(
δv(s)λ (k)
δγ

(s)
λ (k)

)
=
(

q(s)λ (k) p(s)λ (k)
−p(s)λ (k) q(s)λ (k)

)
·
(
δn(s)λ (k)
δg
(s)
λ (k)

)
(7.56)

(
δE (s)λ (k)
δD(s)

λ (k)

)
=
(

q(s)λ (k) p(s)λ (k)
−p(s)λ (k) q(s)λ (k)

)
·
(
δξ
(s)
λ (k)

δΔ
(s)
λ (k)

)
(7.57)

which might easily be inverted by using the sum rule

[
q(s)λ (k)

]2 +
[

p(s)λ (k)
]2 = 1. (7.58)

Here, we have defined the real-valued coherence factors

q(s)λ (k) = |uλ(k+)uλ(k−)| − s|vλ(k+)vλ(k−)| (7.59)

and

p(s)λ (k) = |uλ(k+)vλ(k−)| + s|uλ(k−)vλ(k+)| (7.60)

with the explicit form

q(s)λ (k) =
√

1

2
+ ξλ(k+)ξλ(k−)− s|Δλ(k)|2

2Eλ(k+)Eλ(k−) (7.61)

and

p(s)λ (k) =
√

1

2
− ξλ(k+)ξλ(k−)− s|Δλ(k)|2

2Eλ(k+)Eλ(k−) . (7.62)

From Eqs. (7.57) and (7.42) we finally obtain the following solution of the matrix
kinetic equation

⎛
⎜⎜⎝
δn+λ (k)
δn−λ (k)
δg+λ (k)
δg−λ (k)

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

N11 N12 N13 N14
N21 N22 N23 N24
N31 N32 N33 N34
N41 N42 N43 N44

⎞
⎟⎟⎠ ·
⎛
⎜⎜⎝
δξ+λ (k)
δξ−λ (k)
δΔ+λ (k)
δΔ−λ (k)

⎞
⎟⎟⎠ (7.63)
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The vector on the left-hand side contains the non-equilibrium momentum distribu-
tion functions [defined in Eq. (7.34)] which can be expressed in terms of the diagonal
and off-diagonal energy shifts [defined in Eq. (7.35) and obtained from Table 7.1 and
Eq. (7.55)]. The matrix elements Ni j read in detail:

N11 = q(+)2λ (k)ỹ(+)λ (k)+ p(+)2λ (k)Θ(+)
λ (k) (7.64a)

N12 = q(+)λ (k)q(−)λ (k)ỹ(−)λ (k)+ p(+)λ (k)p(−)λ (k)Θ(−)
λ (k) (7.64b)

N13 = q(+)λ (k)p(+)λ (k)
[

ỹ(+)λ (k)−Θ(+)
λ (k)

]
(7.64c)

N14 = q(+)λ (k)p(−)λ (k)ỹ(−)λ (k)− q(−)λ (k)p(+)λ (k)Θ(−)
λ (k) (7.64d)

N22 = q(−)2λ (k)ỹ(+)λ (k)+ p(−)2λ (k)Θ(+)
λ (k) (7.64e)

N23 = q(−)λ (k)p(+)λ (k)ỹ(−)λ (k)− q(+)λ (k)p(−)λ (k)Θ(−)
λ (k) (7.64f)

N24 = q(−)λ (k)p(−)λ (k)
[

ỹ(+)λ (k)−Θ(+)
λ (k)

]
(7.64g)

N33 = p(+)2λ (k)ỹ(+)λ (k)+ q(+)2λ (k)Θ(+)
λ (k) (7.64h)

N34 = p(+)λ (k)p(−)λ (k)ỹ(−)λ (k)+ q(+)λ (k)q(−)λ (k)Θ(−)
λ (k) (7.64i)

N44 = p(−)2λ (k)ỹ(+)λ (k)+ q(−)2λ (k)Θ(+)
λ (k). (7.64j)

The matrix elements Ni j are symmetric, i.e. Ni j = N ji and the occurring products
of coherence factors can be found in the appendix 1. Above, we have introduced the
following abbreviations:

ỹ(s)λ (k) = η
(s)2
λ (k)

ω2 − η(s)2λ (k)
ỹλ(k)

Θ
(s)
λ (k) = η

(s)2
λ (k)

ω2 − η(s)2λ (k)
Θλ(k).

(7.65)

The matrix elements N13, N23 and N34 are shown to be odd with respect to
ξλ(k) → −ξλ(k). Thus in a particle-hole symmetric theory, these terms will van-
ish upon integration over ξλ(k) and are labeled O(pha) which stands for “particle-
hole asymmetric”. It is convenient to rewrite these matrix elements in terms of the
functions

λλ(k) =
[

p(+)2λ (k)− q(−)2λ (k)
] [

ỹ(+)λ (k)−Θ(+)
λ (k)

]
(7.66)

Φλ(k) = q(+)2λ ỹλ(k)+ p(+)2λ ỹλ(k)Θλ(k) (7.67)
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Θ
(+)
λ (k)

2
= η

(+)2
λ (k)Θλ(k)− η(−)2λ (k)ỹλ(k)

η
(+)2
λ (k)− η(−)2λ (k)

(7.68)

where the first one,λλ(k) is referred to as the Tsuneto function [27]. A straightforward
but lengthy calculation yields

N11 = η2Φλ(k)− ω2λλ(k)
ω2 − η2 (7.69a)

N12 = ωη[Φλ(k)− λλ(k)]
ω2 − η2 (7.69b)

N13 = O(pha) (7.69c)

N14 = ω

2Δλ(k)
λλ(k) (7.69d)

N22 = η2[Φλ(k)− λλ(k)]
ω2 − η2 (7.69e)

N23 = O(pha) (7.69f)

N24 = η

2Δλ(k)
λλ(k) (7.69g)

N33 = −θ
(+)
λ (k)

2
− ω

2 − η2 − 4Δ2
λ(k)

4Δ2
λ(k)

λλ(k) (7.69h)

N34 = O(pha) (7.69i)

N44 = −θ
(+)
λ (k)

2
− ω

2 − η2

4Δ2
λ(k)

λλ(k), (7.69j)

where η = vk ·q.Note, that all expressions are valid in the whole quasiclassical limit,
i.e. for q� kF and �ω � EF.For small wave numbers, as required e.g. in the Raman
case, the Tsuneto and related functionsλλ(k),Φλ(k) and θ(+)λ simplify considerably.
The results for such a small-q expansion can be found in Appendix 1. Our further
considerations for response and transport properties require both main results of
this section: The solution of the transport equation in quasiparticle space, given by
Eq. (7.45), will be used directly in Sect. 7.7 to derive the specific heat capacity in
NCS (see Table 7.1.). While for the discussion of the gauge mode (Sect. 7.5), the
normal and superfluid densities (Sect. 7.6) and the Raman response (Sect. 7.8) the
non-equilibrium distribution functions after an inverse Bogoliubov transformation,
given in Eq. (7.63) and Eq. (7.69), are necessary.
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7.5 Gauge Invariance

The gauge invariance of our theory is an important issue that will be discussed in
this section. For this purpose, it is very instructive to rebuild the original distribution
function by combining δn+λ and δn−λ from Eq. (7.63) and Eq. (7.69):

ωδnλ − η [δnλ +Φλδξλ] = −λλ
[
ωδξ+λ + ηδξ−λ

]+ λλ
(
ω2 − η2

) δΔ−λ
2Δλ

. (7.70)

The left-hand side of this equation is of the same structure as the linearized Landau-
Boltzmann equation of the normal state. In what follows, we want to discuss the right-
hand side of the above equation. Note that all terms coupling to δΔ+λ have vanished
because of particle-hole symmetry. This means that the amplitude fluctuations of
the order parameter do not contribute to the response in a particle-hole symmetric
theory. The phase fluctuations are also given by Eq. (7.63):

δg−λ +
[
θ+λ
2
+ ω

2 − η2

4Δ2
λ

λλ

]
δΔ−λ =

ωδξ+λ + ηδξ−λ
2Δλ

λλ. (7.71)

Multiplication with the pairing-interaction V λμ

kk′ and summation over k′ and the band-
index μ yields

δΔ−λ (k)+
∑
k′μ

V λμ

kk′

[
θμ + δθμ + ω

2 − η2

4Δ2
λ

λλ

]
δΔ−μ(k′)

=
∑
k′μ

V λμ

kk′
ωδξ+λ (k′)+ ηδξ−λ (k′)

2Δλ(k′)
λλ(k′),

(7.72)

where we have introduced δθλ = θ+λ /2 − θλ. It can be shown, that the ξμ(k)-
integral over δθμ vanishes identically for all q. Using the equilibrium gap-equation
[Eq. (7.12)] we arrive at

∑
μ

δΔ−μ
Δμ

∑
k′μ

V λμ

kk′
ω2 − η2

4Δ2
λ

λλ =
∑
k′μ

V λμ

kk′
ωδξ+λ (k′)+ ηδξ−λ (k′)

2Δλ(k′)
λλ(k′). (7.73)

These are two coupled equations (forμ = ±) which determine the phase fluctuations
of the order parameter (gauge mode). Note that in the weak-coupling BCS theory,
there are only two collective excitations possible: the Anderson-Bogoliubov and 2Δ
mode. In NCS, there exist two gauge modes due to the band splitting, which can be
connected with the particle number conservation law. In addition, due to existence of
a triplet fraction, there could be further collective excitation analogous to Leggett’s
spontaneously broken spin-orbit symmetry modes [21] predicted for the superfluid
phases of 3He. The latter should be connectable with the spin conservation law in
NCS. Finally, massive collective modes with frequencies below 2Δ/� may exist in
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NCS. It can be shown, that the right-hand side of Eq. (7.70) vanishes upon k and λ
(band) summation when inserting the above expressions for the gauge mode. This
leads us to the following continuity equation for the electron density:

ω
∑
k,λ

δnλ(k)− q ·
∑
k,λ

vk [δnλ(k)+Φλ(k)δξλ(k)] = 0. (7.74)

For a conserved quantity such as the particle (ak = 1) or charge density (ak = e),
we can identify the corresponding generalized density and current density

δna =
∑
k,λ

akδnλ(k) (7.75)

ja =
∑
k,λ

akvk [δnλ(k)+Φλ(k)δξλ(k)] , (7.76)

obeying the continuity equation

ωδna − q · ja = 0. (7.77)

Therefore, we have demonstrated charge conservation and gauge invariance of the
theory for �ω � EF and q� kF.

7.6 Normal and Superfluid Densities

The normal and superfluid densities are derived in the static and long-wavelength
limit (ω→ 0 and q→ 0). In order to preserve gauge invariance, gradient terms of the
order O(q) are still taken into account. The parity-projected distribution functions
are obtained from Eq. (7.63) and from Eq. (7.69):

δn+λ (k) = −φλ(k)δξ+λ (k) (7.78)

δn−λ (k) = − [φλ(k)− λλ(k)] δξ−λ (k)+ ηλλ(k)
δΔ−λ (k)
2Δλ(k)

, (7.79)

where we made use of the q→ 0 limit with the coherence factors q−λ (k)→ 1,
p−λ (k)→ 0, and Φλ(k)→φλ(k), ỹλ(k)→ yλ(k), as well as the Tsuneto function
λλ(k)→φλ(k) − yλ(k) (see appendix 1). The combined expression for δn+λ (k)
and δn−λ (k) are now inserted in Eq. (7.76) to derive the supercurrent density (vertex
function ak = e):

js
i =

∑
pλ

evpi
[
δnλ(p)+ φλ(p)δξ−λ (p)

]

= e
∑
pλ

vpi vp jλλ(p)
(
−e

c
A+ �

2
∇δϕλ

)
.

(7.80)
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Here we used the result from Sect. 7.4 that δΔ−λ (k)/Δλ(k) = iδϕλ ≡ iδϕ represents
the phase fluctuations of the order parameter, assumed to be independent of the band
index λ. These phase fluctuations ensure gauge invariance in the above expression for
the supercurrent. By rewriting the supercurrent as product of the superfluid density
and the corresponding velocity vs, we can easily identify

js = e ns · vs (7.81)

vs = e

m

(
−e

c
A+ �

2
∇δϕλ

)
. (7.82)

Therefore, the superfluid and normal fluid density tensor read

ns
i j =

∑
pλ

pi vp jλλ(p) (7.83)

nn
i j = nδi j − ns

i j =
∑
pλ

pi vp j yλ(p). (7.84)

Thus, in this static and small-q limit we obtain a very clear picture: The Yosida kernel
yλ(k) = −∂ f [Eλ(k)]/∂Eλ(k) generates the normal fluid density and the Tsuneto
function λλ(k) gives rise to the superfluid density.

It is important to realize that this result can be derived in the following alterna-
tive simple way from local-equilibrium considerations. In terms of the Fermi-Dirac
distribution function on both bands f [Eλ(p)] for the Bogoliubov quasiparticles, the
supercurrent can be written in the standard quantum-mechanical form:

j s
i = nvs

i +
1

V

∑
pλ

vpi (p) f (Eλ(p)+ p · vs)

= nvs
i +

1

V

∑
pλ

vpi

{
f (Eλ(p))+ ∂ f (Eλ(p))

∂Eλ(p)
p j v

s
j

}

=
⎧⎨
⎩nδi j − 1

V

∑
pλ

pi

m

(
−∂ f (Eλ(p))

∂Eλ(p)

)
p j

⎫⎬
⎭ vs

j .

(7.85)

This immediately implies the definition of the normal fluid density in the form

nn
i j =

1

V

∑
pλ

pi v j yλ(p). (7.86)

Thus, the results obtained with our simple local-equilibrium picture are in agreement
with the results in Ref. [9].
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7.7 The Specific Heat Capacity

In order to derive the specific heat capacity, we start from an expression for the
entropy of a NCS, which has to be written in the general form

Tσ(T ) = −kB

V

∑
pλ

f [Eλ(p)] ln f [Eλ(p)] + {1− f [Eλ(p)]} ln{1− f [Eλ(p)]}

= 1

V

∑
pλ

ξ2
λ (p)y

(λ)
p . (7.87)

The change of the entropy as a consequence of a temperature change δT can then be
written in the form [9]

T δσ (T ) = 1

V

∑
pλ

Eλ(p)δvλ(p), (7.88)

where the quasiparticle distribution function is given by Eq. (7.45). In the static and
homogeneous limit, i.e. ω→ 0 and q→ 0, this expression simplifies considerably
to δvλ(k) = yλ(k)δEλ(k). The quasiparticle energy shift for a temperature change
is δEλ(k) = (Eλ(k)/T − ∂Eλ(k)/∂T )δT for each band [9]. Therefore, our result
for the entropy change reads

T δσ (T ) = 1

V

∑
pλ

yλ(p)Eλ(p)
[

Eλ(p)− T
∂Eλ(p)
∂T

]
δT

= CV (T )δT (7.89)

and one may easily identify the specific heat capacity as

CV (T ) = 1

V

∑
pλ

yλ(p)

[
E2
λ(p)−

T

2

∂Δ2
λ(p)
∂T

]
. (7.90)

An alternative way to derive the specific heat capacity employs again the concept of
local-equilibrium:

T δσ (T ) = 1

V

∑
pλ

Eλ(p)δ f (Eλ(p)) . (7.91)

The change of the Bogoliubov quasiparticle (Fermi-Dirac) distribution function with
temperature has two causes: first the direct change T → T + δT and second the
change of the quasiparticle energy with temperature through the T dependence of
the energy gap:
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δ f (Eλ(p)) = f

(
Eλ(p)+ ∂Eλ(p)

∂T δT

kB[T + δT ]

)
− f

(
Eλ(p)
kBT

)

=
(
−∂ f (Eλ(p))

∂Eλ(p)

)
︸ ︷︷ ︸

yλ(p)

(
E0

pλ

T
− ∂Eλ(p)

∂T

)
δT .

(7.92)

Hence we arrive at the same result for the entropy change

T δσ (T ) = 1

V

∑
pλ

yλ(p)Eλ(p)
[

Eλ(p)− T
∂Eλ(p)
∂T

]
δT

= CV (T )δT

(7.93)

and the result for the specific heat capacity is confirmed. Again, as in the case of
the normal and superfluid densities, the result for the specific heat capacity can be
viewed to consist of contributions from the two bands, in the sense that the sum
over the spin projections σ = ±1 is replaced by a sum over the pseudospin variable
λ = ±.

7.8 A Case Study: Raman Response

In the following section we will discuss in detail the electronic Raman response
for T = 0 in NCS [18]. An extensive description of the electronic Raman effect
in unconventional superconductors can be found in Ref. [5]. A Raman experiment
detects the intensity of the scattered light with frequency-shift ω = ωI −ωS, where
the incoming photon of frequency ωI is scattered on an elementary excitation and
gives rise to a scattered photon with frequency ωS and a momentum transfer q. The
differential photon scattering cross section of this process is given by Ref. [19]

∂2σ

∂ω∂Ω
= ωS

ωI
r2

0 Sγ γ (q, ω) (7.94)

with the solid angleΩ and the Thompson radius r0 = e2/mc2.The generalized struc-
ture function Sγ γ (q, ω) is connected through the fluctuation-dissipation theorem to
the imaginary part of the Raman response function χγγ (q, ω):

Sγ γ (q, ω) = − �

π
[1+ n(ω)]χ ′′γ γ (q, ω). (7.95)

Here, n(ω) = [
exp(�ω/kBT )− 1

]
denotes the Bose distribution function. After

Coulomb renormalisation and in the long-wavelength limit (q = 0), the Raman
response function is given by the imaginary part of (see also Ref. [23])
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χγγ (ω) = χ(0)γ γ (ω)−
[
χ
(0)
γ 1 (ω)

]2

χ
(0)
11 (ω)

. (7.96)

Within our notation, the unscreened Raman response is given by

χ
(0)
ab (ω) =

1

V

∑
p,σ

apbpλp(ω), (7.97)

where the vertex functions ap, bp are either 1 or the corresponding momentum-

dependent Raman vertex γ ≡ γ
(R)
k that describes the coupling of polarized light

to the sample. The long-wavelength limit of the Tsuneto function λp(q = 0) =
4Δ2

pθp/ (4E2
p − ω2) is given in appendix 1. Since we are interested in the T = 0

Raman response, it is possible to perform the integration on the energy variable
ξk (see e.g. [5]). Note that the second term in Eq. (7.96) is often referred to as the
screening contribution that originates from gauge invariance. Since the ASOC leads
to a splitting of the Fermi surface, the total Raman response is given by χ total

γ γ =∑
λ=± χλγγ with χ±γ γ = χγγ (Δ±), in which the usual summation over the spin

variable σ is replaced by a summation over the pseudo-spin (band) index λ. With
Eq. (7.11) the unscreened Raman response for both bands in the clean limit [l � ξ(0)
with the mean free path l and the coherence length ξ(T = 0) ] can be analytically
expressed as

�χ(0)±γ γ =
πN±F ψ
ω
�
〈
γ
(R)2
k

|1± p|γk||2√
( ω2ψ )

2 − |1± p|γk||2

〉

FS

. (7.98)

Here, N±F reflect the different densities of states on both bands and 〈. . .〉FS denotes
an average over the Fermi surface. We consider small momentum transfers (q→ 0)
and neglect interband scattering processes, assuming non-resonant scattering. Then,
the Raman tensor is approximately given by

γ
(R)
k = m

∑
i, j

êS
i
∂2ε(k)

�2∂ki∂k j
êI

j , (7.99)

where êS,I denote the unit vectors of scattered and incident polarization light, respec-
tively. The light polarization selects elements of this Raman tensor, where γ (R)k can
be decomposed into its symmetry components and, after a straight forward calcu-
lation (see appendix 2), expanded into a set of basis functions on a spherical Fermi
surface. Our results for the tetragonal group C4v are

γ
(R)
A1
=
∞∑

k=0

l≤k/2∑
l=0

γ
(R)
k,l cos 4lφ sin2k θ, (7.100a)
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Fig. 7.2 Calculated Raman
spectra for a pure triplet
order parameter (i.e. ψ = 0)
for B1,2 polarization of the
point group C4v in
backscattering geometry
(zz). The ABM (axial) state
with |dk| = d0 sin θ is
displayed as a dashed line
and the polar state with
|dk| = d0| cos θ | as a dotted
line. For a comparison, also
the threshold behavior of the
Raman response for the BW
state (solid line) with
|dk| = d0 is shown

γ
(R)
B1
=
∞∑

k=1

l≤(k+1)/2∑
l=1

γ
(R)
k,l cos(4l − 2)φ sin2k θ, (7.100b)

γ
(R)
B2
=
∞∑

k=1

l≤(k+1)/2∑
l=1

γ
(R)
k,l sin(4l − 2)φ sin2k θ, (7.100c)

and for the cubic group O we obtain

γ
(R)
A1
=
∞∑

k=0

l≤k/2∑
l=0

γ
(R)
k,l cos 4lφ sin2k θ, (7.101a)

γ
(R)
E (1)
= γ (R)0 (2− 3 sin2 θ)+ · · · , (7.101b)

γ
(R)
E (2)
=
∞∑

k=1

l≤(k+1)/2∑
l=1

γ
(R)
k,l cos(4l − 2)φ sin2k θ, (7.101c)

γ
(R)
T2
=
∞∑

k=1

l≤(k+1)/2∑
l=1

γ
(R)
k,l sin(4l − 2)φ sin2k θ (7.101d)

in a backscattering-geometry experiment (zz)2. In what follows, we neglect higher
harmonics and thus use only the leading term in the expansions of γ (R)k

3.

2 The vertices E(1) and E(2) seem to be quite different, but it turns out that the Raman response is
exactly the same because E(1) and E(2) are both elements of the same symmetry class.
3 Due to screening, the constant term (k = 0, l = 0) in the A1 vertex generates no Raman response,
thus we used (k = 1, l = 0). For all the other vertices the leading term is given by (k = 1, l = 1).
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In general, due to the mixing of a singlet and a triplet component to the super-
conducting condensate, one expects a two-peak structure in parity-violated NCS,
reflecting both pair-breaking peaks for the linear combination [see Eq. (7.11)] of the
singlet order parameter ψk (extensively discussed in Ref. [5]) and the triplet order
parameter dk (shown in Fig. 7.2), respectively. The ratio p = d/ψ, however, is
unknown for both types of ASOCs.

How does the Raman spectra look for a pure triplet p-wave state? Some repre-
sentative examples, see Fig. 7.2, are the Balian-Werthamer (BW) state, the Anderson-
Brinkman-Morel (ABM or axial) state, and the polar state. The simple pseudoisotropic
BW state with dk = d0k̂ [equivalent to Eq. (7.3) for g3=0 ], as well as previ-
ous work on triplet superconductors, restricted on a (cylindrical) 2D Fermi sur-
face, generates the same Raman response as an s-wave superconductor [17]. How-
ever, in three dimensions we obtain more interesting results for the axial state with
dk = d0(k̂y êx − k̂x êy) [equivalent to Eq. (7.2) for g‖ = 0 ]. The Raman response for
this axial state in B1 and B2 polarizations for G = C4v is given by

χ ′′B1,2
(x) =πNFγ

(R)2
0

128

×
(
−10− 28

3
x2 − 10x4 + 5+ 3x2 + 3x4 + 5x6

x
ln

∣∣∣∣ x + 1

x − 1

∣∣∣∣
)

(7.102)
with the dimensionless frequency x = ω/2d0.An expansion for low frequencies

reveals a characteristic exponent [χ ′′B1,2
∝ (ω/2d0)

6 ], due to the overlap between
the gap and the vertex function. Moreover, we calculate the Raman response for the
polar state with dk = d0k̂z êx ; in this case one equatorial line node crosses the Fermi
surface and we obtain:

χ ′′B1,2
(x) = πNFγ

(R)2
0

8x

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

π
2 x2 − 3π

4 x4 + 5π
16 x6 x ≤ 1(

x2 − 3
2 x4 + 5

8 x6
)

arcsin 1
x

−
(

1
3 − 13

12 x2 + 5
8 x4
)√

x2 − 1 x > 1

(7.103)

with the trivial low-frequency expansion χ ′′B1,2
∝ ω/2d0. While the pair-breaking

peaks for the BW and ABM state were both located at ω = 2d0 (similar to the B1g

polarization in the singlet d-wave case, which is peaked at 2Δ0), for the polar state
this peak is significantly shifted to lower frequencies (ω = 1.38d0).

Let’s turn to the Raman spectra predicted for the tetragonal point group G = C4v.

In Fig. 7.3 we show the calculated Raman response using Eq. (7.2) with g‖ = 0. This
Rashba-type ASOC splits the Fermi surface into two bands; while on the one band
the gap function is Δk = ψ (1+ p|γk|) ≡ Δ+, it is Δ− ≡ ψ (1− p|γk|) on the
other band. Thus, depending on the ratio p = d/ψ, four different cases (see polar
diagrams in the insets) have to be considered: (a) no nodes; (b) one (equatorial) line
node (Δ− band); (c) two line nodes (Δ− band); and (d) two point nodes on both
bands. Since the Raman intensity in NCS is proportional to the imaginary part of
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(a) (b)

(d)(c)

6

Fig. 7.3 Calculated Raman spectra χ ′′γ γ (Δ−) (thin lines) and χ ′′γ γ (Δ+) (thick lines) for B1,2 (solid
lines) and for A1 (dashed lines) polarizations for the point group C4v.We obtain the same spectra for
the B1 and B2 symmetry. The polar diagrams in the insets demonstrate the four qualitative different
cases for the unknown ratio p = d/ψ

χ total
γ γ = χγγ (Δ−)+ χγγ (Δ+), (7.104)

it is interesting to display both contributions separately (thick and thin lines, respec-
tively). Although (except for ψ = 0) we always find two pair-breaking peaks at

ω

2ψ
= |1± p| (7.105)

we stress that our results for NCS are not just a superposition of a singlet and
a triplet spectra. This is clearly demonstrated in Fig. 7.3(a), for example, where
we show the results for a small triplet contribution (p = 1/2). For χ ′′γ γ (Δ−)
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(a) (b)

(d)(c)

Fig. 7.4 Calculated Raman spectra χγγ (Δ−) (thin lines) and χγγ (Δ+) (thick lines) for E (solid
lines), T2 (dashed lines) polarizations for the point group O. The insets display the point and line
nodes of the gap function Δ−

we find a threshold behavior with an adjacent maximum value of χ ′′B1,2
(Δ−) =

N−F γ
(R)2
0 π2/8

√
p−1 − 1. In contrast for χ ′′γ γ (Δ+) a zero Raman signal to twice the

singlet contribution followed by a smooth increase and a singularity is obtained.4 In
the special case, where the singlet contribution equals the triplet one (p = 1), the
gap function Δ− displays an equatorial line node without sign change. This is dis-
played in Fig. 7.3b. Because of the nodal structure and strong weight from the vertex
function (∝ sin2 θ ), many low-energy quasiparticles can be excited, which leads to

4 Note that even though the gap function does not depend on φ (see Fig. 7.1, we obtain a small
polarization dependence. This unusual behavior only in A1 symmetry is due to screening and leads
to a small shoulder for p ≤ 1.
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(a) (b)

(c) (d)

Fig. 7.5 Calculated Raman spectra χγγ (Δ−) (thin lines) and χγγ (Δ+) (thick lines) for A1 polar-
ization with screening (solid lines) and without screening (dashed lines) for the point group O. The
insets display the point and line nodes of the gap function Δ−

the square-root-like increase in the Raman intensity. In this special case the pair-
breaking peak is located very close to elastic scattering (ω = 0.24ψ). In Fig. 7.3(c)
the gap function Δ− displays two circular line nodes. The corresponding Raman
response for p > 1 shows two singularities with different low-frequency power laws
[χ ′′B1,2

(Δ−) ∝ ω/2ψ and χ ′′B1,2
(Δ+) ∝ (ω/2ψ − 1)11/2 ]. Finally, for p � 1 one

recovers the pure triplet case (d) which is given analytically by Eq. (7.102).
The Raman response for the point group O, using Eq. (7.3), is shown in Fig. 7.4

for the E and T2 symmetries and in Fig. 7.5 for the A1 symmetry with and without
screening. As in the previous (tetragonal) case, there is only little difference between
the unscreened and the screened Raman response. We again consider four different
cases: (a) no nodes; (b) six point nodes (Δ− band); (c) six connected line nodes (Δ−
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band); and (d) 8 point nodes (both bands) as illustrated in the insets. Obviously, the
pronounced angular dependence of |γk| leads to a strong polarization dependence.
Thus we get different peak positions for the E and T2 polarizations in χ ′′γ γ (Δ+).As a
further consequence, the Raman spectra reveals up to two kinks on each band (+,−)
at

ω

2ψ
= |1± p/4| (7.106)

and

ω

2ψ
= |1± p|. (7.107)

Interestingly, the T2 symmetry displays a change in slope at ω/2ψ = |1+ p| instead
of a kink. Furthermore, no singularities are present. Nevertheless, the main feature,
namely the two-peak structure, is still present and one can directly deduce the value
of p from the peak and kink positions. Finally, for p � 1 one recovers the pure
triplet case (d), in which the unscreened Raman response is given by

χ ′′γ γ (ω) ∝
2d

ω
�
〈
γ
(R)2
k

|γk|2√
(ω/2d + |γk|)(ω/2d − |γk|)

〉
FS
. (7.108)

Clearly, only the area on the Fermi surface with ω/2d > |γk| contributes to the
Raman intensity. Since |γk| ∈ [0, 1] has a saddle point at |γ k| = 1/4, we find
kinks at characteristic frequencies ω/2d = 1/4 and ω/2d = 1. In contrast to the
Rashba-type ASOC, we find a characteristic low-energy expansion ∝ (ω/2d)2 for
both the A1 and E symmetry, while ∝ (ω/2d)4 for the T2 symmetry. Assuming
weak-coupling BCS theory, we expect the pair-breaking peaks (as shown in Fig. 7.4
and in Fig. 7.5) for Li2Pdx Pt3−x B roughly in the range 4 cm−1to 30 cm−1.

7.9 Conclusion

In this chapter, we derived response and transport functions for non-centrosymmetric
superconductors from a kinetic theory with particular emphasis on the Raman
response. We started from the generalized von Neumann equation which describes
the evolution of the momentum distribution function in time and space and derived
a linearized matrix kinetic (Boltzmann) equation in ω-q space. This kinetic equa-
tion is a 4 × 4 matrix equation in both particle-hole (Nambu) and spin space. We
explored the Nambu structure and solved the kinetic equation quite generally by first
performing an SU(2) rotation into the band basis and second applying a Bogoli-
ubov transformation into quasiparticle space. Our theory is particle-hole symmetric,
applies to any kind of antisymmetric spin-orbit coupling, and holds for arbitrary
quasiclassical frequency and momentum with �ω � EF and |q| � kF. Further-
more, assuming a separable ansatz in the pairing interaction, we demonstrated gauge
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invariance and charge conservation for our theory. Within this framework, we derived
expressions for the normal and superfluid densities and compared the results in the
static and long-wavelength limit with those from a local-equilibrium analysis. The
same investigations were done for the specific heat capacity. In both cases we recover
the same results, which validates our theory.

Finally, we presented analytic and numeric results for the electronic (pair-
breaking) Raman response in noncentrosymmetric superconductors for zero tem-
perature. For this purpose we analyzed the two most interesting classes of tetragonal
and cubic symmetry, applying for example to CePt3Si(G = C4v ) and Li2Pdx Pt3−x B
G = O . Accounting for the antisymmetric spin-orbit coupling, we provide vari-
ous analytic results such as the Raman vertices for both point groups, the Raman
response for several pure triplet states, and power laws and kink positions for mixed-
parity states. Our numerical results cover all relevant cases from weak to strong
triplet-singlet ratio and demonstrate a characteristic two-peak structure for Raman
spectra of non-centrosymmetric superconductors. Our theoretical predictions can be
used to analyze the underlying condensate in parity-violated noncentrosymmetric
superconductors and allow the determination of the unknown triplet-singlet ratio.

Acknowledgements We thank M. Sigrist for helpful discussions.

Appendix 1: Small q-Expansion

For small wave numbers, i.e. q → 0, the Tsuneto and related functions, which
play an important role in the matrix elements Ni j [see Eq. (7.69)], will simplify
considerably. Taking into account terms to the order O(η2

k) with ηk = vk · q, we
obtain the well-known expression for the Tsuneto function [16]

lim
q→0

λλ(k) = −4Δ2
λ(k)

(ω2 − η2
k)θλ(k)+ η2

kφλ(k)

ω2[ω2 − 4E2
λ(k)] − η2

k[ω2 − 4ξ2
λ (k)]

(7.109)

where

φλ(k) = −∂nλ(k)
∂ξλ(k)

= ξ2
λ (k)

E2
λ(k)

yλ(k)+ Δ
2
λ(k)

E2
λ(k)

θλ(k) (7.110)

is the derivative of the electron distribution function in the band λ and

yλ(k) = −∂ f [Eλ(k)]
∂Eλ(k)

= 1

4kBT

1

cosh2
(

Eλ(k)
2kBT

) (7.111)

is the derivative of the quasiparticle distribution function.
The following limits are also of interest: the homogeneous limit (q = 0), e.g. for

the Raman response and the static limit (ω = 0), used in local-equilibrium situation

λλ(k,q = 0) = 4Δ2
λ(k)θλ(k)

4E2
λ(k)− ω2

(7.112)
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lim
ω→0

lim
q→0

λλ(k) = φλ(k)− yλ(k). (7.113)

For the following small q-expansion we omitted the band-label λ for better
readability:

lim
q→0

θ+k = 2θk + η2
k

4E2
k

[
Δ2

k − 2ξ2
k

E2
k

(yk − θk)− ξ2
k

Ek
f ′′k

]
(7.114a)

lim
q→0

θ−k =
ηkξk

E2
k

(yk − θk) (7.114b)

lim
q→0

Φk = φk + η2
k

4E2
k

Δ2
k(Δ

2
k − 4ξ2

k )

2E4
k

(yk − θk)− η
2
kξ

2
k

4E2
k

[
Δ2

k

Ek
f ′′k +

ξ2
k

6E3
k

f ′′′k

]

(7.114c)

δθk = θ+k
2
− θk

= η2
k

8E2
k

[
Δ2

k − 2ξ2
k

E2
k

(yk − θk)− ξ2
k

Ek
f ′′k

]
(7.114d)

δφk = Φk − φk

= η2
k

4E2
k

Δ2
k(Δ

2
k − 4ξ2

k )

2E4
k

(yk − θk)− η
2
kξ

2
k

4E2
k

[
Δ2

k

Ek
f ′′k +

ξ2
k

6E3
k

f ′′′k

]
,

(7.114e)

where f (n)k denotes the nth derivative of f (Ek) with respect to Ek. Furthermore we
find the following expansions:

lim
q→0

η+k = 2Ek

(
1+ η

2
kΔ

2
k

8E4
k

)
(7.115a)

lim
q→0

η−k =
ξk

Ek
ηk

(
1− η

2
kΔ

2
k

8E4
k

)
(7.115b)

lim
q→0

ỹk = yk − η2
k

8E2
k

(
Δ2

k

Ek
v′′k +

ξ2
k

3
v′′′k

)
(7.115c)

lim
q→0

Θk = θk + η2
k

8E2
k

[
Δ2

k

E2
k

(yk − θk)− ξ2
k

Ek
v′′k

]
. (7.115d)
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The ten products of coherence factors in Eq. (7.64) have the following explicit form:

[
q(s)k

]2 = 1

2

Ek+Ek− + ξk+ξk− − sΔ2
k

Ek+Ek−
(7.116a)

[
p(s)k

]2 = 1

2

Ek+Ek− − ξk+ξk− + sΔ2
k

Ek+Ek−
(7.116b)

q(+)k q(−)k = 1

2

Ek−ξk+ + Ek+ξk−
Ek+Ek−

(7.116c)

p(+)k p(−)k = 1

2

Ek−ξk+ − Ek+ξk−
Ek+Ek−

(7.116d)

q(s)k p(s)k =
Δk

2

ξk+ + sξk−
Ek+Ek−

(7.116e)

q(−)k p(+)k = Δk

2

Ek+ + Ek−
Ek+Ek−

(7.116f)

and the small-q limit of each coherence factors reads:

lim
q→0

q(+)k = ξk

Ek

(
1− η

2
kΔ

2
k

4E4
k

)
(7.117a)

lim
q→0

q(−)k = 1− η
2
kΔ

2
k

8E4
k

(7.117b)

lim
q→0

p(+)k = Δk

Ek

(
1+ η

2
kξ

2
k

4E4
k

)
(7.117c)

lim
q→0

p(−)k = ηkΔk

2E2
k

. (7.117d)

Appendix 2: Derivation of the Raman Vertices

In order to derive the relevant expressions for the polarization-dependent Raman
vertices, we start from a general dispersion relation for tetragonal symmetry (C4v )
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εk =
∞∑

n=1

∞∑
r=0

aC4v
n,r

[
cos(nkx a)+ cos(nkya)

]
cos(rkzc)

+
∞∑

n=0

∞∑
r=0

bC4v
n,r cos(nkx a) cos(nkya) cos(rkzc)

+
∞∑

n=1

∞∑
m=1

∞∑
r=0

cC4v
n,m,r

[
cos(nkx a) cos(mkya)+ cos(mkx a) cos(nkya)

]
cos(rkzc)

(7.118)
and for the cubic symmetry (O )

εk =
∞∑

n=1

aO
n

[
cos(nkx a)+ cos(nkya)+ cos(nkzc)

]

+
∞∑

n=0

bO
n cos(nkx a) cos(nkya) cos(rkza)

+
∞∑

n=1

n−1∑
m=1

cO
n,m

[
cos(mkx a) cos(mkya) cos(nkza)

+ cos(mkx a) cos(nkya) cos(mkza)+ cos(nkx a) cos(mkya) cos(mkza)
]

+
∞∑

n=2

n−1∑
m=1

m−1∑
r=0

d O
n,m,r

[
cos(nkx a) cos(mkya) cos(rkza)

+ cos(nkx a) cos(rkya) cos(mkza)+ cos(mkx a) cos(nkya) cos(rkza)

+ cos(rkx a) cos(nkya) cos(mkza)+ cos(mkx a) cos(rkya) cos(nkza)

+ cos(rkx a) cos(mkya) cos(nkza)
]
.

(7.119)
Time reversal symmetry allows only for even functions of momentum k in the energy
dispersion. Furthermore the dispersion must be invariant under all symmetry ele-
ments of the point group G of the crystal. For small momentum transfers and non-
resonant scattering, the Raman tensor is given by the effective-mass approximation

γ (k) = m
∑
i, j

êS
i
∂2ε(k)

�2∂ki∂k j
êI

j . (7.120)

where êS,I denote the unit vectors of the scattered and incident polarization light,
respectively.

The light polarization vectors select elements of the Raman tensor according to

γ IS
k = eI · γ (R)k · eS , (7.121)

where the Raman tensor γk can be decomposed into its symmetry components and
later expanded into Fermi surface harmonics:
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γ
C4v
k =

⎛
⎜⎝
γ

A(1)1
+ γB1 γB2 γE (1)

γB2 γ
A(1)1
− γB1 γE (2)

γE (1) γE (2) γ
A(2)1

⎞
⎟⎠ (7.122)

γ O
k =

⎛
⎜⎜⎝
γA1 + γE (1) −

√
3γE (2) γ

T (1)2
γ

T (2)2

γ
T (1)2

γA1 + γE (1) +
√

3γE (2) γ
T (3)2

γ
T (2)2

γ
T (3)2

γA1 − 2γE (1)

⎞
⎟⎟⎠ . (7.123)

Here we have omitted all non-Raman active symmetries such as A2g . The vertices

A(1)1 and A(2)1 are equal up to some constants determined by the band structure, and
the vertices for E (1) and E (2) in C4v differ only by a rotation of the azimuthal angle
φ by π/2. Since this rotation is an element of the corresponding point groups, these
vertices are identical, too. The same holds for T (1)2 , T (2)2 and T (3)2 .Therefore the upper
indices will be omitted in the following (whenever possible). For the tetragonal group
C4v the A 1, B1, B2 and E symmetries are Raman active in backscattering geometry.
Relevant polarizations for this group are:

γ xx
k = γ A1

k + γ B1
k γ x ′x ′

k = γ A1
k + γ B2

k

γ
yy

k = γ A1
k − γ B1

k γ
y′y′

k = γ A1
k − γ B2

k

γ
xy
k = γ B2

k γ
x ′y′
k = γ B1

k

γ xz
k = γ E

k γ R R
k = γ A1

k

γ
yz

k = γ E
k γ L L

k = γ A1
k

γ zz
k = γ A1

k γ RL
k = γ B1

k − iγ B2
k .

(7.124)

The cubic group O reveals three Raman active symmetries, namely A1, (E(1), E(2)),
and T2 (still assuming backscattering geometry). The relevant polarizations are:

γ xx
k = γ A1

k + γ E (1)
k −√3γ E (2)

k γ x ′x ′
k = γ A1

k + γ E (1)
k + γ T2

k

γ
yy

k = γ A1
k + γ E (1)

k +√3γ E (2)
k γ

y′y′
k = γ A1

k + γ E (1)
k − γ T2

k

γ
xy
k = γ T2

k γ
x ′y′
k = −√3γ E (2)

k

γ xz
k = γ T2

k γ R R
k = γ A1

k + γ E (1)
k

γ
yz

k = γ T2
k γ L L

k = γ A1
k + γ E (1)

k

γ zz
k = γ A1

k − 2γ E (1)
k γ RL

k = −√3γ E (2)
k − iγ T2

k .

(7.125)

Here, we have defined the unit polarization vectors x̂′ = (x̂ + ŷ)/
√

2 and ŷ′ =
(x̂ − ŷ)/

√
2. L and R denote left and right circularly polarized light with positive

and negative helicity, respectively (eL = (x̂ + i ŷ)/
√

2, eR = (x̂ − i ŷ)/
√

2). Note
that in a backscattering configuration the polarization vectors eI,S are pinned to
the coordinate system of the crystal axes. Therefore some caution is advised when
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choosing the proper helicity for the scattered polarization vector eS . Although the
Raman vertices E(1) and E(2) seem to look completely different, the Raman response
turns out to be exactly the same. From a tight-binding analysis we obtain the same
(band-structure) prefactors for both vertices, thus γ E (1)

k and
√

3γ E (2)
k generate both

the same Raman response. Note that it is not possible to measure A1 and E(1) inde-
pendently in backscattering geometry with the crystal c-axis aligned parallel to the
laser beam.

The Raman vertices are extracted from the band structure by comparing the sym-
metry components of the Raman tensor with the second derivative of the energy
dispersion. This can be done by solving a set of 6 coupled linear equations—the 6
equations correspond exactly to the 6 free components of the symmetric tensor of
inverse effective-mass and to the 6 symmetry elements (vertices) to be determined.
Finally we make a series expansion in k, in order to get the angular dependence of
the vertices on the Fermi surface. Our results for the tetragonal point group C4v are

γ
(R)
A1
=
∞∑

k=0

l≤k/2∑
l=0

γ
(R)
k,l cos 4lφ sin2k θ (7.126a)

γ
(R)
B1
=
∞∑

k=1

l≤(k+1)/2∑
l=1

γ
(R)
k,l cos(4l − 2)φ sin2k θ (7.126b)

γ
(R)
B2
=
∞∑

k=1

l≤(k+1)/2∑
l=1

γ
(R)
k,l sin(4l − 2)φ sin2k θ (7.126c)

γ
(R)
E =

∞∑
k=1

∞∑
l=1

γ
(R)
k,l sin(2l − 1)φ sin 2kθ (7.126d)

and for the cubic point group O we obtain

γ
(R)
A1
=
∞∑

k=0

l≤k/2∑
l=0

γ
(R)
k,l cos 4lφ sin2k θ (7.127a)

γ
(R)
E (1)
= γ (R)0 (2− 3 sin2 θ)+ · · · (7.127b)

γ
(R)
E (2)
=
∞∑

k=1

l≤(k+1)/2∑
l=1

γ
(R)
k,l cos(4l − 2)φ sin2k θ (7.127c)
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γ
(R)
T2
=
∞∑

k=1

l≤(k+1)/2∑
l=1

γ
(R)
k,l sin(4l − 2)φ sin2k θ (7.127d)

in a backscattering-geometry experiment (zz).
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Chapter 8
Aspects of Spintronics

S. Fujimoto and S. K. Yip

Abstract In this chapter, transport properties raised by antisymmetric spin-orbit
interactions in noncentrosymmetric systems are discussed. We consider magneto-
electric effects, the anomalous Hall effect, the spin Hall effect, and topological trans-
port phenomena which are in analogy with the quantum spin Hall effect realized
in Z2 topological insulators. These topics are supposed to be relevant to potential
applications to spintronics.

8.1 Introduction

Spin-orbit (SO) interactions in electron systems generally induce the coupling
between charge degrees of freedom and spin degrees of freedom, giving rise to dis-
tinct transport phenomena involving both charge and spin of electrons. A well-known
example is the anomalous Hall effect for which a charge Hall current is raised not by
the Lorentz force, but by the coupling between a momentum of an electron and a spin
moment through the SO interaction [1, 2, 3, 4, 5]. A closely related phenomenon also
caused by the SO interactions is the spin Hall effect: a spin Hall current is generated
by an applied longitudinal electric field in the absence of a magnetic field [6, 7, 8, 9].
The spin Hall effect opens a possibility of manipulating electron spins coherently,
and may be utilized for potential applications to spintronics devices. In systems with
noncentrosymmetric crystal structures, in addition to spherical SO interactions, there
is an antisymmetric SO interaction,
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HSO = α(k ×∇V ) · σ . (8.1)

Here ∇V is an asymmetric potential gradient due to atoms, the locations of
which break inversion symmetry. The antisymmetric SO interaction (8.1) introduces
another nontrivial coupling between charge degrees of freedom and spin degrees of
freedom, which associates parity-violation in momentum space with broken spin-
rotational symmetry. This leads to unique transport phenomena such as magneto-
electric effects [10, 11, 12, 13, 14, 15, 17, 18, 19, 20, 21]. For instance, a magnetic
field coupled to electron spins controls charge current dynamics of electrons, and
conversely, a charge current flow induces and affects magnetic moment of electron
spins, which implies potential applications to spintronics. In this chapter, we overview
the present theoretical understanding on these phenomena associated with the SO
interaction in noncentrosymmetric systems. In the Sects. 8.2, 8.3, 8.4, our main con-
cern are focused on bulk transport phenomena. Some of the above-mentioned effects
are related to paramagnetic effects, and hence, drastically influenced by electron
correlation effects. Furthermore, some noncentrosymmetric superconductors (NCS)
discovered so far are heavy fermion systems, which are regarded as strongly corre-
lated electron systems. Thus, we will present discussions about electron correlation
effects on these transport phenomena, examining feasibility of experimental obser-
vations of them in heavy fermion NCS. In the Sect. 8.5, we will discuss a transport
phenomenon analogous to the quantum spin Hall effect: spin currents carried by
edge excitations which appear on open boundaries of systems. This phenomenon
has been extensively studied for a certain class of band insulators. We demonstrate
that a similar effect also occurs in NCS under a particular circumstance.

8.2 Model Systems

In the following, our argument for the case of normal states is largely based on the
Hamiltonian,

H = H0 +HSO, (8.2)

H0 =
∑
k,σ

εkc†
k ck +U

∑
i

c†
↑i c↑i c

†
↓i c↓i , (8.3)

HSO = α
∑

k

c†
kL0(k) · σck, (8.4)

where c†
k = (c†

↑k, c†
↓k) is the two-component spinor field for an electron with spin

↑, ↓, and momentum k. σ = (σx , σy, σz) with σν, ν = x, y, z, the Pauli matrices.
HSO is an antisymmetric SO interaction with a coupling constantα.L0(k) is given by
an average of the operator (k×∇V ) over Bloch wave functions. For tetragonal lattice
structures and small k, L0(k) = (ky,−kx , 0), which is the Rashba interaction [22].
We also include an onsite Coulomb repulsion U in H0 to discuss electron correlation
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effects on transport properties, which may be important for heavy fermion NCS. For
the discussion on superconducting states, which is presented in the Sect. 8.3 and in
the Sect. 8.7, we add the BCS mean field pairing term

HBCS = −1

2

∑
k

[�σσ ′(k)c†
σkc†

σ ′−k + h.c.] (8.5)

to the Hamiltonian (8.2). Here the gap function is [11]

�(k) = �s(k)iσ2 +�t (k)L0(k) · σ iσ2. (8.6)

The first (second) term of Eq. (8.6) is the superconducting gap for a spin-singlet (spin-
triplet) component. The d-vector for the spin-triplet component of (8.6) is chosen
soo as to optimize the antisymmetric SO interaction.

8.3 Magnetoelectric Effect

The existence of the antisymmetric SO interaction α(k × ∇V ) · σ yields nontrivial
coupling between charge and spin degrees of freedom, giving rise to magnetoelec-
tric effect. Magnetoelectric effects have been studied extensively for multiferroic
systems, i.e. insulators. However, our argument here is focused on itinerant electron
systems. This effect is possible in both the normal state and the superconducting state.
In particular, in the superconducting state, the magnetoelectric effect involves dissi-
pationless supercurrent, and, in fact, is related to static and thermodynamic properties
rather than non-equilibrium transport.

8.3.1 Normal State

The magnetoelectric effect in the normal metal was originally discussed by Levitov
et al. [13, 14]. We explain this effect in the case of cubic systems without mirror
symmetry. When an electric field is applied, the antisymmetric SO interaction gen-
erates the magnetization,

M = Υ̂ E. (8.7)

Here the magnetoelectric-effect coefficient Υ̂ is a tensor. For cubic symmetry, Υ̂ is
a pseudoscalar, (Υ̂ )μν = Υ δμν with μ, ν = x, y, z. As an inverse effect, an AC
magnetic field gives rise to the charge current flow,

J = −ϒ d B
dt
. (8.8)

http://dx.doi.org/10.1007/978-3-642-24624-1_3
http://dx.doi.org/10.1007/978-3-642-24624-1_6
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Equations (8.7) and (8.8) have opposite signs because the entropy generations d S =
(J · E−M · Ḃ)dt/T under these equilibrium processes must be nonzero. Note that
the inverse effect (8.8) involves dissipation due to current flows, and thus requires
dynamical magnetic fields which supply the system with energy.

The physical origin of these effects are easily understood as follows. When the
charge current flows along the μ-axis (μ = x, y, z), the Fermi surface is deformed
into asymmetric shape, and because of the SO interaction which couples momentum
of electrons with spins, the deformation of the Fermi surface yields imbalance of
distributions of up-spins and down-spins, giving rise to magnetization along the
same axis. Conversely, an applied magnetic field in the μ-direction changes the
distribution of spins, which also deforms the Fermi surface asymmetrically, leading
to the charge current.

It should be noticed that Eq. (8.8) does not include contributions from magnetiza-
tion current J M = c∇ ×M. The magnetization M = Υ E is related to the AC mag-
netic field via∇×E = −c−1∂B/∂t.Then, we obtain J M = c∇×M = −Υ d B/dt.
The total current induced by the AC magnetic field is

Jtot = J + J M = −2Υ
d B
dt
. (8.9)

The charge current is doubled by the magnetization current.
The magnetoelectric effect is possible also for the case of tetragonal systems

with the Rashba-type SO interaction. However, in this case, only the off-diagonal
components of the magnetoelectric-effect coefficient Υμν with (μ, ν) = (x, y) or
(y, x) are nonzero. Because of broken inversion symmetry along the z-direction, the
Onsager relation for Υμν is Υxy = −Υyx . Thus, Eqs. (8.7) and (8.8) are changed to

Mμ = −ΥμνEν, (8.10)

Jμ = −Υμν d Bν
dt

. (8.11)

For this definition of Υμν , the entropy generations d S is nonzero. Since the sign of
Eq. (8.10) is negative in contrast to the positive sign in the case of cubic systems
(8.7), the magnetization current partially cancels the magnetoelectric-effect current;
i.e. J + J M = −cΥxy(∂x Ez, ∂y Ez,−∂x Ex − ∂y Ey). Thus, when these gradients of
an electric field are zero, the current induced by the magnetoelectric effect vanishes.1

The magnetoelectric-effect coefficient in the normal state Υμν is calculated by
using the standard linear response theory based on the Kubo formula,

Υμν(ω) = 1

iω
K ME
μν (iωn)|iωn→ω+i0, (8.12)

K ME
μν (iωn) =

∫ 1/T

0
dτ 〈Tτ {Sμ(τ)Jν(0)}〉eiωnτ . (8.13)

1 The argument in Ref. [20] on the additive contribution of magnetization currents for the case of
the Rashba model (Eq. (8.86) in Ref. [20]) is not correct.
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Here Sμ and Jν are, respectively, the total spin and the total current defined by

Sμ = μB

∑
k

c†
kσμck, (8.14)

Jμ = e
∑

k

c†v̂kμck, (8.15)

with

v̂kμ = ∂kμ(εk + ασ ·L0(k)). (8.16)

Here we put the g factor equal to 2. In the case that electron-electron interaction is
negligible, and mean free path is determined by scattering due to impurities, Υμν is
easily calculated by using the Green function formalism;

K ME
μν (iωn) = eμBT

∑
εm

∑
k

tr[σμĜ(k, εm + ωn)v̂kν Ĝ(k, εm)], (8.17)

where the single-electron Green function in the absence of the Coulomb repulsion
U is

Ĝ(k, εm) =
∑
τ=±

1+ τ L̂0(k) · σ
2

Gτ (k, εm), (8.18)

Gτ (k, εm) = 1

iεm − εkτ + isgn(εm)γk
, (8.19)

with εkτ = εk + τα|L0(k)|, L̂0(k) = L0(k)/|L0(k)|, and γk the quasiparticle
damping. εn and ωn are, respectively, fermionic and bosonic Matsubara frequencies.
If we assume a spherical Fermi surface, Υμν is∼eμBmα�/vF where � is a mean
free path of an electron.

By using more elaborated analysis based on the Fermi liquid theory, we can take
account of electron correlation effects on Υμν , which may be important for heavy
fermion NCS. According to this analysis, we obtain a simple relation among ϒμν ,
the specific heat coefficient γ , and the resistivity ρ: [19]

Υμν ∼ μB

ev∗Fρ
· αkF

EF
∝ γ

ρ
· αkF

EF
. (8.20)

In general, for heavy fermion systems, the resistivity is given by ρ∼ ρ0+ AT 2, with
ρ0 a residual resistivity and A a constant factor∝ γ 2.At sufficiently low temperatures,
for clean systems, Υμν can become large.

We now estimate the order of the magnitude of these effects. We assume that the
Fermi velocity is v∗F ∼ 105 cm/s, which corresponds to the mass enhancement of
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order∼ 100, i.e. a typical value for heavy fermion systems, and that the SO splitting
is sufficiently large, e.g. αkF/EF ∼ 0.1. To consider the magnetization induced by
an electric field, we assume that the charge current density is J ∼ 1 A/cm2. Then,
the induced magnetization is estimated as, M = Υ E ≈ μB(αkF/EF )(J/ev∗F )∼ 1 Gauss, which is experimentally measurable. To evaluate the charge current
induced by an AC magnetic field we assume that an AC magnetic field B =
B0 cos(ωt) with B0∼ 100 Gauss, and ω∼ 100 kHz is applied, and the normal resis-
tivity is ρ∼ 10μΩ · cm. Then we obtain the charge current, J = −2Υ (d B/dt) ≈
μB(αkF/EF )(d B/dt)/(ev∗Fρ)∼ 1 mA/cm2. This magnitude is also experimentally
accessible. However, in this case, it is required to discriminate between the cur-
rent due to the magnetoelectric effect and the usual eddy current induced by the
time-dependent magnetic field. For cubic systems, the current induced by the mag-
netoelectric effect is parallel to the direction of the applied magnetic field, and hence
perpendicular to the eddy current. These two currents are distinguished by this direc-
tional dependence.

8.3.2 Superconducting State

Magnetoelectric effects in the superconducting state we shall discuss involve equi-
librium dissipationless supercurrent in contrast to the non-equilibrium transport in
the normal state discussed in the previous section. We shall see that there exist an
extra contribution to the supercurrent induced by the Zeeman magnetic field, and
conversely, an extra bulk magnetization induced by the supercurrent flow. These
phenomena were originally predicted by Levitov et al. and Edelstein [10, 11, 12, 13,
17, 18, 19, 20, 21, 22]. This mentioned supercurrent is an additional contribution to
the ordinary one which is due to finite phase gradients. Its physical origin is also the
asymmetric deformation of the Fermi surface due to an applied Zeeman magnetic
field as in the case of the normal state. However, in the present case of a static Zeeman
field, no net current can arise in the normal state because of the cancellation between
the contributions due to the changes in the occupation numbers versus the quasi-
particle dispersion. A net finite contribution arises only within the superconducting
state where this cancellation is no longer perfect [11, 16]. For the realization of this
supercurrent flow induced by Zeeman magnetic fields, a system must allow a bulk
current flow without dissipation. One example of such a system may be realized by
attaching leads made of superconductors to the sample. Without leads to the outside,
the current from phase gradient and the magnetoelectric effect must sum to be zero
in the ground state and the system must develop instead a finite phase gradient and
therefore be in the “helical state” [24].

To explain the magnetoelectric effects, we first exploit the Ginzburg-Landau (GL)
theory, and later, we will present microscopic analysis. The GL free energy for
superconductors without inversion symmetry was derived by Edelstein, Samokhin,
and Kaur et al. [15, 26, 24], which reads,
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Fs − Fn = a|Ψ |2 + β
2
|Ψ |4 + 1

2mμ

|DμΨ |2

+ Kμν

2ens
Bμ(Ψ (DνΨ )

∗ + Ψ ∗DνΨ )

+ B2

8π
− χμμB2

μ

2
, (8.21)

where a = a0(T − Tc0), Dμ = −�∇μ − 2eAμ/c, Aμ is a vector potential,
B = ∇ × A, M is a magnetization density, and ns is a superfluid density. The
forth term of Eq. (8.21) with the coefficient Kμν stems from the antisymmetric SO
interaction, and is the origin of the magnetoelectric effects. Differentiating the free
energy with respect to A and B, we obtain the following relations for the supercurrent
density Js and the magnetization density M, [17]

J s
μ = J dia

μ +KνμBν, (8.22)

Mμ = −KμνΛJ dia
ν + MZee

μ , (8.23)

where J dia
μ is the usual diamagnetic supercurrent given by J dia

μ = (�∇μφ−2eAμ/c)/

(2e�) with φ the phase of the order parameter Ψ, and �−1 = 4e2|Ψ |2/m. The
last term of Eq. (8.23), MZee

μ , is magnetization due to the usual Zeeman effect. Also,
we have put |Ψ |2 = ns . The second term of the right-hand side of Eq. (8.22) is the
supercurrent due to the magnetoelectric effect, and the first term of the right-hand
side of (8.23) is the magnetization induced by the supercurrent flow.

The structure of Kμν is constrained by the symmetry requirement as described
below:

1. Tetragonal systems with C4v symmetry—In this case, the systems are invariant
with respect to the reflection x → −x (or y → −y). Under this reflection, the
current Jx (Jy) changes its sign, while Bx (By) does not. Thus, this symmetry
and Eq. (8.22) imply that −Kxx = Kxx = 0. (Also, Kyy = 0.) Also, under
the reflection x → −x, Jz is invariant, while Bz changes its sign. This implies
Kzz = 0. Furthermore, the systems are invariant under the π/2-rotation around
the z-axis, i.e. x → −y, y → x . This leads to Kxy → −Kyx = Kxy , and
Kxz → −Kyz = −Kxz = Kxz = 0. Only Kxy = −Kyx is nonzero. This case is
relevant to CePt3Si (space group P4mm), and CeRhSi3, CeIrSi3 (I 4mm).

2. Cubic systems without mirror symmetry—For cubic systems, if we take μ and
ν as the principal axes of the crystal structure, Kμ,ν = Kδμν holds; i.e. the
supercurrent induced by the magnetoelectric effect is

J = KB. (8.24)

Since the left-hand side is a polar vector whereas the right-hand side is an
axial vector, K is a pseudoscalar. For cubic systems without mirror symmetry
(O symmetry), K is nonzero. This case is realized in Li2(Pd1−x Ptx )3B (space
group P4332).
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3. Cubic systems with mirror symmetry—An example of the crystal structure for this
case is that with Td symmetry. The SO interaction is the Dresselhaus type [25].
Equation (8.24) is still applicable to this case. However, since the pseudoscalar
should vanish in the presence of mirror symmetry, K = 0 and thus the magneto-
electric effect is absent.

It is noted that the above lists are by no means exhaustive. The same symmetry
constraint is also applicable to the magnetoelectric-effect coefficient in the normal
state Υμν discussed in the previous section.

In the case of the Rashba SO interaction, the paramagnetic supercurrent induced
by Zeeman fields is partially canceled with magnetization current J M = c∇ × M.

This was first pointed out by Yip in the case of the Rashba interaction [18]. To see
this, using Eqs. (8.22), (8.23), and the relation ∇ × Jdia = −B/cΛ, we write down
the total current,

J s + J M = Jdia + c∇ × MZee

+ cKΛ(−∂x J dia
z ,−∂y J dia

z , ∂x J dia
x + ∂y J dia

y ). (8.25)

The last term of the right-hand side of (8.25) is the paramagnetic supercurrent. In
the complete Meissner state and in the thermodynamic limit, this term vanishes,
and thus there is no paramagnetic supercurrent. Yip pointed out that because of this
cancellation, the penetration depth is symmetric under the transformation z → −z
[18]. However, in finite systems, or in the mixed state, the last term of (8.25) gives
nonzero contributions to the magnetoelectric effect.

In the case of cubic systems without mirror symmetry, the cancellation between the
paramagnetic supercurrent and the magnetization current does not occur, and instead,
these currents contribute additively for the magnetoelectric effect, as elucidated in
[20, 21, 22]. This is due to the fact that the magnetoelectric-effect coefficient is a
pseudo scalar Kμν = Kδμν , as explained in the previous section for the case of the
normal state.

The magnetoelectric effect coefficient Kμν can be calculated by using a linear
response theory as in the case of the normal state. Since the magnetoelectric effect in
the superconducting state is a static and thermodynamic phenomenon, the coefficient
Kμν is given by a static correlation function,

Kμν = K ME
μν (0). (8.26)

Here the expression of K ME
μν is the same as Eq. (8.13), but is evaluated in the super-

conducting state. For the case without electron-electron interaction, Kμν is calculated
from

Kμν = −eμBT
∑
n,k

1

2
tr[ŜμĜ(k, εn)V̂kν Ĝ(k, εn)], (8.27)
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where

Ŝμ =
(
σμ 0
0 −σ t

μ

)
, (8.28)

V̂kν =
(
v̂kν 0
0 −v̂t−kν

)
, (8.29)

with v̂ky defined by Eq. (8.16), and Ĝ(k, εn) is the single-electron Green function for
the model (8.2) with the pairing term (8.5), defined by

Ĝ(k, εn) =
(

Ĝs(k, εn) F̂(k, εn)

F̂†(k, εn) −Ĝt
s(−k,−εn)

)
, (8.30)

with

Ĝs(k, εn) =
∑
τ=±1

1+ τ L̂0(k) · σ
2

Gsτ (k, εn), (8.31)

F̂(k, εn) =
∑
τ=±1

1+ τ L̂0(k) · σ
2

iσy Fτ (k, εn), (8.32)

Gsτ (k, εn) = iε + εkτ

(iε + iγksgnε)2 − E2
kτ

, (8.33)

Fτ (k, εn) = �kτ

(iε + iγksgnε)2 − E2
kτ

, (8.34)

Here Ekτ =
√
ε2

kτ +�2
kτ , �kτ = �s(k)+τ |L0(k)|�t (k), and �s(t)(k) is the BCS

gap for spin-singlet (spin-triplet) pairs.
Using the Fermi liquid theory, we can take account of electron correlation effects

in Eq. (8.26). The most important electron correlation effect appears in the response
to a Zeeman magnetic field, i.e. the renormalization of g-factor by effective mass
enhancement. In the case with a spherical Fermi surface, up to the first order in
αkF/EF , the magnetoelectric coefficient is simplified as,

Kμν = eμBnsα

8π3zEF
, (8.35)

where ns is the superfluid density. Kμν is amplified by the mass enhancement factor
1/z. This feature is in contrast to the electron correlation effect on a conventional
diamagnetic supercurrent which is suppressed by the factor z. As a result, the mag-
netoelectric effect in the superconducting state is much more enhanced in heavy
fermion systems with large effective mass than in weakly correlated metals. In the
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derivation of Eq. (8.35), we assumed that there is no strong ferromagnetic spin fluc-
tuations. If the system is in the vicinity of ferromagnetic criticality, there is additional
enhancement of Kμν due to spin fluctuations. the magnetoelectric effect is enhanced
by spin fluctuations.

We now discuss the feasibility of experimental observations of these effects.
We use material parameters suitable for heavy fermion systems. Then, assuming
αkF/EF ∼ 0.1, the electron density n ∼ 1022 cm−3, the mass enhancement factor
1/z ∼ 100, and vs/v

∗
F ∼ �/EF ∼ 0.01, we estimate the magnitude of the bulk mag-

netization induced by the supercurrent as M ≈ μBn(αkF/EF )(vs/v
∗
F )/(8π

3z) ∼
0.1 Gauss. The experimental detection of this internal field may be possible. For the
above conditions, the magnitude of the paramagnetic supercurrent is also accessible
to usual experimental measurements. It should be emphasized again that to detect the
paramagnetic supercurrent, one needs to prepare a circuit in which the bulk current
flow without dissipation is possible.

8.4 Anomalous Hall Effect

In this section and the next section, we mainly consider transport phenomena in
the normal state. The anomalous Hall effect is the Hall effect that is not due
to Lorentz force but caused by SO interactions combined with spin polarization
raised by an external magnetic field or a spontaneous magnetization in ferromagnets
[1]. This effect has been explained in terms of two different mechanisms; (1) intrin-
sic mechanism due to bulk SO interaction, (2) extrinsic mechanism due to impurity
SO scattering. Here, we are concerned with the former effect due to antisymmetric
SO interactions. In the case of the Rashba SO interaction, this effect is intuitively
understood as follows. When an electric field applied along the y-axis induces the
current flow along this direction, deforming the Fermi surface into an asymmetric
shape, the distribution of spins, which is constrained to be perpendicular to the Fermi
momentum by the Rashba SO interaction, becomes anisotropic. A magnetic field Hz

applied along the z-axis gives rise to torque which rotates spins around the z-axis.
Because of the anisotropic distribution of spins and the SO interaction, the rotation
of spins accompanies the rotation of the asymmetrically deformed Fermi surfaces
on the xy-plane. As a consequence, the net current along the x-axis occurs. The Hall
current in this situation is carried by electrons with anomalous velocity associated
with the SO interaction. The origin of the anomalous velocity is also understood in
terms of Berry-phase effects due to the SO interaction [4]; i.e. the modulation of the
Bloch wave function |uk(r)〉 due to the SO coupling gives rise to the Berry curvature
defined by i

2εαβγ [〈 ∂u
∂kα
| ∂u
∂kβ
〉 − 〈 ∂u

∂kβ
| ∂u
∂kα
〉], which plays a role similar to a magnetic

field, i.e. a curvature of the gauge field, yielding the transverse force on moving elec-
trons. In the case of the Rashba interaction, the anomalous velocity, vA = α(n× σ )

with n = (0, 0, 1), is perpendicular to the z-axis. Thus, the anomalous Hall effect is
possible only for magnetic fields along the z-axis.
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The anomalous Hall conductivity σAHE
xy can be computed from the Kubo formula

for an anomalous-current correlation function. For general forms of SO interactions,
the expression for σAHE

xy is quite involved. However, in the case that, for all k on
the Fermi surfaces, the SO split of electron bands α|L0(k)| is nonzero and suffi-
ciently larger than the magnitude of quasiparticle damping, the expression is much
simplified. We also ignore the Coulomb repulsion between electrons, U = 0, for sim-
plicity. Then, the anomalous Hall conductivity for the model (8.2) with the Rashba
SO interaction and a magnetic field Hz parallel to the z-axis is given by, [19]

Re σAHE
xy

Hz
= e2μB

∑
τ=±

∑
k

−τ f (εkτ )

2α|L0(k)|3
(
∂L0x

∂kx

∂L0y

∂ky
− ∂L0y

∂kx

∂L0x

∂ky

)
. (8.36)

In this derivation, we have ignored orbital motions of electrons due to the coupling
with a vector potential, which are not important for the anomalous Hall effect. In
Eq. (8.36), the quasiparticle damping γk does not appear, and thus, the Hall current
is dissipationless in the sense that it does not involve any relaxation mechanisms.
Equation (8.36) is derived assuming α|L0(k)|  γk . In the case that for a certain
k, the SO split vanishes, the factor α|L0(k)| in the denominator of Eq. (8.36) for
this wave number k is replaced with quasiparticle damping γk , regularizing possible
divergences of (8.36). In this case, the Hall effect is dissipative in the sense that
momentum dissipation mechanisms play an important role.

According to an analysis based on the Fermi liquid theory, in the case with
Coulomb repulsion U �= 0, σAHE

xy is enhanced by the mass renormalization
factor 1/z.This is because that the magnetic field Hz couples to the anomalous veloc-
ity through the Zeeman effect, and the paramagnetic effect is enhanced by the mass
renormalization effect due to electron correlation. More precisely, the enhancement
of σAHE

xy due to electron correlation effects is associated to the enhancement of the
van-Vleck-like spin susceptibility which is governed by transitions between the SO
split bands [19]. For heavy fermion systems, this factor is of the same order as the mass
enhancement factor 1/z ≈ 100∼ 1000, and thus, the anomalous Hall conductivity
can be significantly large. For instance, let us assume the resistivity ρ∼ 10μΩ · cm,
the mass enhancement factor 1/zkτ ∼ 100, the Fermi velocity v∗F ∼ 105 cm/s, and
the carrier density n∼ 1022 cm−3. Then, the ratio of σAHE

xy ∼ e2μB B/(h2v∗F z) to the
normal Hall conductivity σNHE

xy is estimated as σAHE
xy /σ N H E

xy ∼ 40. The anomalous
Hall effect overwhelms the normal Hall effect.

An analogous Hall effect for heat current is also possible. The anomalous Hall
conductivity for heat current is expressed as, [19]

κAHE
xy = 1

T
(L(2)xy −

∑
μν

L(1)xμL(0)−1
μν L(1)νy ), (8.37)

where L(0)μν is equal to the conductivity tensor σμν , and, in the absence of electron
correlation, U = 0, for the Rashba model,
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L(m)AHE
xy

Hz
= e2−mμB

∑
τ=±

∑
k

−τ(εkτ )
m f (εkτ )

2α|L0(k)|3
(
∂L0x

∂kx

∂L0y

∂ky
− ∂L0y

∂kx

∂L0x

∂ky

)
,

(8.38)

with m = 1, 2. In the case with electron correlation effects, U �= 0, L(m)AHE
xy is

enhanced by the mass renormalization factor 1/z.
It should be noted that in Eqs. (8.36) and (8.38), electrons away from the Fermi

surface give dominant contributions to the anomalous Hall conductivity. This feature
is in accordance with the fact that the magnetic response against the magnetic field
along the z-axis is governed by the van-Vleck-like term. This observation leads us
to an interesting implication for the superconducting state. In the superconducting
state, the Hall effect for heat current is possible at finite temperature, and when the
superconducting gap is much smaller than the size of the SO splitting, the thermal
anomalous Hall conductivity is not affected by the superconducting transition. Fur-
thermore, even in the limit of zero temperature, κAHE

xy /(T Hz) is nonzero, and behaves
like in the normal state, even though the quasiparticle density is vanishingly small.
The experimental detection of this effect is an intriguing future issue.

8.5 Spin Hall Effect

The SO interaction gives rise to a transverse spin current under an applied longi-
tudinal electric field even in the absence of external magnetic fields. This effect
is called the spin Hall effect [8, 9, 10, 27, 28, 29, 30, 31]. The origin of the spin
Hall effect is deeply related to the existence of the anomalous Hall effect. [7, 8]
To explain this phenomenon, we consider the Rashba model again. Suppose that a
longitudinal electric field Ex along the x-direction and a magnetic field Hz along the
z-direction are applied to a system, and there is a nonzero anomalous Hall current;
i.e. J AHE/e = (n↑v↑ +n↓v↓) = n↑+n↓

2 (v↑ +v↓)+ n↑−n↓
2 (v↑ −v↓) �= 0 with n↑(↓)

density of electrons with up (down) spin and v↑(↓) velocity of electrons with up
(down) spin. On the other hand, in the absence of the magnetic field, J AHE must
be zero, and also there is no spin magnetization, i.e. n↑ − n↓ = 0, which leads
to v↑ + v↓ = 0. As a result, for Hz = 0 and Ex �= 0, there is a nonzero spin
Hall current J SHE/μB = n↑v↑ − n↓v↓ = n↑+n↓

2 (v↑ − v↓) �= 0, while the charge
Hall current is zero, J AHE = 0. From a different point of view, the origin of the
spin Hall effect is understood in terms of spin torque raised by the SO interac-
tion [9]. The applied electric field Ex �= 0 changes the x-component of momen-
tum of electrons by �px = eEx�t. This raises the change of the SO interac-
tion, ασ · (�px × ∇V ). Since the SO interaction can be regarded as an effective
Zeeman effect which depends on the direction of momentum, this change gives
rise to torque of spins along �px × ∇V . For the Rashba model, the x-component
of electron spins for py > 0 is opposite to that for py < 0, and thus the spin
torque yields the positive (negative) z-component of spins for py > 0 (py < 0),
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leading to the spin Hall current along the y-direction. Recently, the existence of
the spin Hall effect in the Rashba model has been extensively investigated by sev-
eral authors [9, 10]. For the Rashba model with broken inversion symmetry along the
z-axis, the in-plane spin current with the magnetization in the z-direction is
considered. Then, the spin Hall conductivity is defined as,

σ SHE
xy = lim

ω→0

1

iω
K SHE(iωn)|iωn→ω+i0, (8.39)

K SHE(iωn) =
∫ 1/T

0
dτ 〈Tτ {J sz

x (τ )Jy(0)}〉eiωnτ . (8.40)

Here the total spin current J sz
x is,

J sz
x =

gμB

4

∑
k

c†
k (v̂kxσ

z + σ z v̂kx )ck, (8.41)

with g the g-factor.
To obtain an explicit formula for the spin Hall conductivity, we assume again that

α|L0(k)|  γk is satisfied for all k. Then, in the absence of electron correlation,
U = 0, a straightforward calculation yields,

σ SHE
xy = egμB

2

∑
k

∑
τ=±

τ f (εkτ )

2α|L0(k)|3 vx

(
L0y(k)

∂L0x

∂ky
− L0x (k)

∂L0y

∂ky

)
, (8.42)

where vμ = ∂kμεk . As in the case of the anomalous Hall conductivity (8.36),
quasiparticle damping does not appear in the expression (8.42), which indicates
that the effect is dissipationless. In the case of a two-dimensional electron gas model
with the Rashba interaction L0 = (ky,−kx , 0) and εk = k2/2m, when the Fermi
level crosses both of two SO split bands, the spin Hall conductivity calculated from
(8.42) is

σ SHE
xy = egμB

8π
. (8.43)

Remarkably, its value is universal, and independent of any parameters specific to
the system such as the SO coupling α and electron density [9]. However, this by
no means implies that σ SHE �= 0 even for α→ 0. It should be noted that the above
result is obtained under the assumption that the SO split is much larger than the
quasiparticle damping. As α→ 0, the quasiparticle damping which should appear in
the denominator of (8.42) becomes important, leading to σ SHE→ 0 [27]. In more
general cases where the SO interaction is not the Rashba type and the Fermi surface is
not spherical, the magnitude of σ SHE

xy depends on the detail of the electronic structure
and is not universal.

When the quasiparticle damping is governed by impurity scattering, σ SHE
xy is

partially cancelled with current vertex corrections due to impurity scattering which
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are related to the single-electron selfenergy (the quasiparticle damping) via the Ward-
Takahashi identity. In particular, this cancellation is perfect, σ SHE

xy = 0, in the case
of the Rashba model with L0(k) = (ky,−kx , 0) even when the SO split is much
larger than the scattering rate. However, this complete cancellation is accidental, and
does not hold for general forms of SO interactions [32]. Thus, to calculate σ SHE

xy
correctly, one needs to take account of both the detail band structure and scattering
processes which govern the quasiparticle damping.

According to a precise analysis based on the Fermi liquid theory, the spin Hall
conductivity σ SHE

xy is not affected by electron correlation effects, but determined
solely by the band structure, in contrast to the anomalous Hall conductivity discussed
before. This is simply due to the absence of paramagnetic effects (Zeeman fields)
for the spin Hall effect [19].

The experimental observations of the spin Hall effect were successfully achieved
for semiconductors [30, 31]. In these experiments, spin polarization at the edges of
samples due to spin currents under an applied electric field was detected by optical
measurements. Unfortunately, experiments for NCS have not been achieved so far,
partly because it is difficult, up to now, to synthesize single crystals of NCS with a
size large enough to make the detection of the spin Hal effect feasible.

8.6 Quantum (Spin) Hall Effect in the Superconducting State:
Topological Transport Phenomena

The subject in this section is conceptually different from the bulk transport phe-
nomena considered in the previous sections. Here, we discuss transport phenomena
raised by nontrivial topological structures of the many-body Hilbert space. As men-
tioned before, the anomalous Hall effect and the spin Hall effect are also related to
a topological property: nonzero Berry curvature in momentum space. However, the
topological transport phenomena discussed here are distinct from these Hall effect
in that transport currents are carried not by bulk quasiparticles, but by edge excita-
tions which exist on boundaries of systems. Such transport phenomena occur in the
case that there are both a bulk excitation energy gap and gapless edge excitations.
The studies on topological transport phenomena were initiated in the celebrated
paper by Thouless et al., in which the topological explanation for the quantum Hall
effect realized in two-dimensional electron gas in a strong magnetic field was pre-
sented [33]. In the quantum Hall state, there is a bulk energy gap due to the Landau
quantization of the energy band, and Hall currents are mainly carried by gapless edge
states, which propagate along one direction only, and are topologically protected from
perturbations such as disorder [34, 35]. Here, the topological protection means that
the existence of edge states is closely related to a nonzero topological number, i.e.
the first Chern number nCh for the U(1) bundle corresponding to the wave function.
That is, the U(1) phase of the wave function is not smooth in the entire (magnetic)
Brillouin zone, and there is a jump of the phase somewhere in the k-space, which
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leads to the nonzero Berry curvature, and the nonzero Chern number. As a result,
the edge states are stable against any local perturbations which can not change the
topology of the Hilbert space. The modulus of the Chern number represents the total
number of the edge modes. The Hall conductivity is expressed in terms of the Chern
number as σxy = (e2/h)nCh [33].

It was pointed out by several authors that a similar phenomenon is possible in
chiral p + i p superconductors, in which there is a gapless edge mode, which prop-
agates along only one direction, reflecting broken time-reversal-symmetry in chiral
superconductors [36, 37].

For a certain class of insulators with time-reversal symmetry, there exists another
topological transport phenomenon, which is associated with spin currents, and called
the quantum spin Hall effect; i.e. in a certain class of insulators with a bulk energy
gap, a spin Hall current is induced by a longitudinal electric field [38, 39, 40, 41].
In this state, the Chern number is zero, because of time-reversal symmetry. How-
ever, instead, this state is characterized by another topological number called the Z2
topological invariant [38]. These insulators are called the Z2 topological insulators.

As there is the close relation between the quantum Hall state and chiral p + i p
superconductors mentioned above, there is also parallelism between Z2 insulators
and s + p-wave NCS [44, 45, 46, 47]. Moreover, in the case with a magnetic field,
the s + p-wave NCS also exhibit a topological phase in analogy with the quantum
Hall state characterized by the nonzero Chern number. In the following, we discuss
these topological phenomena realized in NCS.

8.6.1 Z2 Insulator and Quantum Spin Hall Effect

Before considering NCS, we briefly summarize the fundamental properties of the
Z2 insulator relevant to the discussion on NCS. The Z2 insulator possesses a bulk
excitation energy gap which separates the ground state from excited states. In contrast
to the quantum Hall state where the bulk gap is due to the filled Landau level, the bulk
gap of the Z2 insulator is a band gap, or a gap generated by some symmetry-breaking
of the system which preserves time-reversal symmetry. The most important feature
of the Z2 insulator is the existence of two gapless edge modes which propagate in
the opposite directions, and carry, respectively, up-spin and down-spin. This leads
to a nonzero spin current flowing on the edge without net charge current flow. As a
result of it, the quantum spin Hall effect occurs; i.e. an applied electric field parallel
to the edges gives rise to spin Hall current traverse.

The Z2 insulator is regarded as a pair of two quantum Hall states in which
magnetic fields are applied in the opposite directions, and time-reversal symme-
try is preserved in the whole system. For a while, we assume that the total spin
is conserved. Then, the two quantum Hall states are, respectively, associated with
spin up and spin down states. In such a system, each of two quantum Hal states pos-
sesses nonzero Chern numbers with the same magnitude but different signs. Thus, the
total Chern number is zero. However, there are another topological numbers which
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characterize the topological phase [38, 42, 43, 48, 49]. Let us consider the case that
there are m gapless edge modes (m > 1) for each spin state (i.e. the total number of
edge modes is 2m), and that the spin-resolved Chern number (Chern number for each
spin state) is m. All of these gapless edge modes are not necessarily topologically
protected. For instance, two edge modes in the same spin state may propagate in the
opposite directions. In this situation, the two gapless edge modes are backscattered
by non-magnetic impurity, and become gapful. Thus, for the case of even m, the
system is not topologically-protected. When m is odd, there is, at least, one gapless
edge mode which is stable against disorder, characterizing the topological phase.
This implies that as long as the topological nature is concerned, there are only two
states; i.e. topologically trivial or non-trivial. These two states are classified by the
parity of spin-resolved Chern number m. Originally, the topological number which
characterizes this topological phase was introduced by Kane and Mele by using the
Pfaffian of a matrix Mmn(k) = 〈uk,m |�|uk,n〉 where |uk,n〉 is the Bloch state with
a wave vector k and a band index n (n = 1, 2, . . . , N ), and � is the time reversal
operator [38]. Note that each Bloch function |uk,n〉 is two component spinor which
consists of the Kramers doublet, and that Mmn(k) is a 2N × 2N matrix. The total
number ν of zeros of the Pfaffian Pf[M(k)] in half the Brillouin zone which includes
only one of k and −k discriminates between the topological phase and trivial insu-
lators. For the Z2 topological insulator, ν = 1 (mod 2), and for trivial insulators,
ν = 0 (mod 2). Later, it turned out that the Z2 invariant is equivalent to the parity of
the spin-resolved Chern number [50, 42].

In the above explanation, we consider the case that the spin projection Sz is a
good quantum number. However, the concept of the Z2 invariant is more general
and applicable also to the case without spin conservation, as long as time-reversal
symmetry is preserved and there is the Kramers degeneracy. Actually, in microscopic
models for the Z2 insulator proposed so far, SO interactions which violate spin
conservation play important roles to stabilize the topological phase [38, 39, 40, 41].
When the total spin is not conserved but time reversal symmetry is still preserved,
the above argument is valid if we replace the spin-up and spin-down states with the
Kramers doublet. The stability of two gapless edge modes which form the Kramers
doublet is ensured by the nonzero Z2 invariant. More precise arguments on the
relation between the gapless edge modes and topological numbers, and effects of
electron-electron interaction are given in Refs. [50, 51].

8.6.2 Z2 Topological Phase in Noncentrosymmetric
Superconductors

As mentioned before, there is parallelism between Z2 insulators and s + p-wave
NCS in the absence of magnetic fields [44, 45, 46, 47]. To explain this point, we
consider 2D NCS with the Rashba SO interaction defined on a square lattice. We
assume the d-vector of the p-wave pairing is compatible with the Rashba interaction,
i.e. d ∝ (sin ky,− sin kx , 0).We also allows for the admixture of the s-wave pairing.
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In two dimension, the superconducting gaps in the two SO split bands have no nodes
provided that the p-wave gap Δp(k) is not equal to the s-wave gap Δs(k) for any k
on the Fermi surfaces. To clarify the topological nature of this system, we consider
the energy spectrum of edge states in the case that the geometry of the system is a
cylinder with open boundaries at x = 0 and x = L [44]. According to the numerical
analysis for this system, when �p(k) > �s(k) is satisfied on the Fermi surfaces,
two gapless edge modes on each boundary emerge [44, 46]. The two gapless edge
modes on the same boundary are, respectively, associated with the two SO split bands
which constitute the Kramers doublet, and propagate in the directions opposite to
each other. This state is characterized by the Z2 topological number, in analogy with
the Z2 insulators [44, 46]. In this phase, each of superconducting states realized in
two SO split bands is similar to a chiral p + i p superconducting state with different
chirality. Actually, the Hilbert space of this phase can be deformed into a topologically
equivalent one which is a product of the spaces of a chiral superconductor with
px + i py gap symmetry and that with px − i py gap symmetry. The deformation
into a topologically equivalent phase is possible when bulk excitation gaps are not
closed by this deformation. In the case that�p(k) > �s(k) is fulfilled on the Fermi
surfaces, we are able to change the magnitudes of �s(k) and the SO coupling α
continuously to zero without closing the bulk superconducting gap. In this state,
because of time-reversal symmetry, the Chern number is zero, and there is no charge
Hall current flowing on the edge. However, a spin current carried by the edge states
exists, which gives rise to the spin Hall effect, in analogy with the Z2 insulator.

8.6.3 Analogue of Quantum Hall State in the Case
with Magnetic Fields

We consider again the 2D Rashba superconductors with s + p-wave pairing gaps
satisfying the condition �p(k) > �s(k) on the Fermi surfaces. In the case with a
magnetic field, a topological state similar to the quantum Hall state is realized for
a particular electron density [44]. When the Fermi level crosses the � point in the
Brillouin zone, and a magnetic field is applied to the system, a gap opens at the� point.
If the magnetic field is smaller than an upper critical field of the superconducting state,
one gapless edge mode associated with the band at the � point disappears, leaving
only one gapless edge mode. This chiral edge state is analogous to the quantum Hall
effect state. However, in contrast to the quantum Hall effect state, this gapless edge
state does not carry a charge current, because the quasiparticles in the edge state are
Majorana fermions; i.e. the antiparticles of them are equivalent to themselves. The
Majorana edge state may be probed by thermal transport measurement.

The existence of the gapless edge mode is deeply related to the existence of a
zero energy mode in a vortex core which is also described by a Majorana fermion, as
clarified by analysing the Bogoliubov-de Gennes equations [52, 44]. In fact, when the
geometry of the system is a disk with a closed boundary, and there is no vortex core
in the system, i.e. the geometry of the system is simply-connected, the edge mode
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has an excitation gap of order 1/L where L is the perimeter of the closed system. In
contrast, when there is a single vortex with odd vorticity in the bulk system, the edge
mode becomes gapless, and simultaneously, a zero energy state in the vortex core
appears. In this sense, the gapless edge mode is a concomitant of the zero energy
vortex core state. A quasiparticle on the edge in the gapless case is also a Majorana
fermion. This implies that a Majorana fermion can not exist in isolation, but should
always accompany a Majorana partner, with which it forms a complex fermion.

The chiral Majorana edge state is also realizable even in a purely s-wave Rashba
superconducor with�s �= 0 and�p = 0, provided that the Zeeman energy due to a
magnetic field H is larger than the s-wave gap�s , i.e.μB H > �s , and that the Fermi
level is located within the energy gap around k ∼ 0 generated by the Zeeman effect
[53, 54]. There are several proposals for the realization of this system, which utilize,
e.g., ultracold fermionic atoms, heavy fermion superconductors, and semiconductor
heterostructures [53, 54, 55, 56].

8.6.4 Accidentally Protected Spin Hall State Without
Time-Reversal Symmetry

In the case with a magnetic field, because of broken time reversal symmetry, the
topological characterization in terms of the Z2 number is not applicable. However,
even in such a situation, a pair of two gapless edge modes which carry a spin current
is stable for the 2D Rashba superconductors with the condition Δp > Δs , pro-
vided that the magnetic field is perpendicular to the direction along which the edge
modes propagate [44]. In this phase, both the Z2 number and the Chern number
are zero. However, there is another topological number which ensures the stability
of this phase. This topological number is a winding number defined for particular
symmetry points in the Brillouin zone inherent in the Rashba model [44]. In this
sense, the stability of this phase is accidental, and fragile when there is a magnetic
field component parallel to the propagating direction of the edge modes.

8.6.5 Topological Transport Phenomena

The transport phenomena associated with edge states can be experimentally detected
by using the measurements for a system with a Hall bar geometry as considered
before for the case of the quantum Hall effect in two-dimensional semiconductors
[57]. In superconducting systems, instead of charge currents in semiconductors, the
measurement of a heat current is useful for the detection of quasiparticle contri-
butions to transport phenomena. In the topological phases mentioned above, heat
currents are mainly carried by gapless edge states, and hence the thermal conduc-
tivity exhibits power law behavior ∝ T as a function of temperature, in contrast to
the bulk contributions to the thermal conductivity which should decay exponentially
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at low temperatures ∼ exp(−�/T ) in the superconducting state with full gap �.
A more drastic effect characterizing the existence of edge states is a non-local trans-
port phenomenon. In a Hall-bar geometry in which two terminals (1 and 2) are
attached to one of two longer edges and another two terminals (3 and 4) are attached
to the other longer edge, the temperature gradient between the terminals 1 and 3 gives
rise to a heat current flowing between the terminals 2 and 4. This non-local transport
can not be explained if one considers only the contributions from bulk quasiparticles,
when the distance between the terminals 1, 3 and the terminals 2, 4 is sufficiently
large. The detection of this effect may be a direct evidence for the existence of
edge states governing low-energy transport. The experimental verification of these
phenomena has not been achieved so far for NCS. The exploration for the topological
superconducting state in NCS is an interesting and important future issue.

8.7 Conclusions

The antisymmetric SO interactions inherent in noncentrosymmetric systems are
sources of remarkable transport phenomena both in the superconducting state and in
the normal state, which are characterized by nontrivial coupling between charge and
spin degrees of freedom. Although experimental verification of these phenomena in
noncentrosymmetric superconductors is not yet achieved, it is naturally expected that
some of them related to the paramagnetic effect such as the anomalous Hall effect
and magnetoelectric effects are enhanced in strongly correlated electron systems,
and their experimental detections may be feasible.

The antisymmetric SO interactions are also origins of topological order and topo-
logical transport phenomena such as the quantum spin Hall effect. In noncentrosym-
metric superconductors under certain circumstances, topological phases akin to Z2
topological insulators can be realized.
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Chapter 9
Effects of Impurities in Non-centrosymmetric
Superconductors

K. V. Samokhin

Abstract Effects of disorder on superconducting properties of noncentrosymmet-
ric compounds are discussed. Elastic impurity scattering, even for scalar impurities,
leads to a strongly anisotropic mixing of the electron states in the bands split by the
spin-orbit coupling. We focus on the calculation of the critical temperature Tc, the
upper critical field Hc2, and the spin susceptibility χi j . It is shown that the impurity
effects on the critical temperature are similar to those in multi-band centrosymmet-
ric superconductors. In particular, Anderson’s theorem holds for isotropic singlet
pairing. In contrast, scalar impurities affect the spin susceptibility in the same way
as spin-orbit impurities do in centrosymmetric superconductors. Another peculiar
feature is that in the absence of inversion symmetry scalar disorder can mix singlet
and triplet pairing channels. This leads to significant deviations of the upper crit-
ical field from the predictions of the Werthamer-Helfand-Hohenberg theory in the
conventional centrosymmetric case.

9.1 Introduction

The discovery of superconductivity in the heavy-fermion compound CePt3Si
(Ref. [1]) has stimulated considerable interest, both experimental and theoretical,
in the properties of superconductors whose crystal lattice lacks a center of inversion.
The list of noncentrosymmetric superconductors has been steadily growing and now
includes dozens of materials, such as UIr (Ref. [2]), CeRhSi3 (Ref. [3]), CeIrSi3
(Ref. [4]), Y2C3 (Ref. [5]), Li2(Pd1−x ,Ptx )3B (Ref. [6, 7]), and many others.

A peculiar property of noncentrosymmetric crystals is that the spin-orbit (SO)
coupling of electrons with the crystal lattice qualitatively changes the nature of the
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Bloch states, lifting the spin degeneracy of the electron bands almost everywhere in
the Brillouin zone. The resulting nondegenerate bands are characterized by a complex
spin texture and a nontrivial wavefunction topology in momentum space [8]. This
has profound consequences for superconductivity, including unusual nonuniform
superconducting phases, both with and without magnetic field [9–14], magnetoelec-
tric effect [15–19], and a strongly anisotropic spin susceptibility with a large residual
component at zero temperature [16, 20–22]. These and other properties are discussed
in other chapters of this volume.

In this chapter we present a theoretical review of the effects of nonmagnetic
impurities in superconductors without inversion symmetry. In Sect. 9.2, the disorder-
averaged Green’s functions in the normal and superconducting states are calculated.
In Sect. 9.3, the equations for the superconducting gap functions renormalized by
impurities are used to find the critical temperature Tc. In Sect. 9.4, the upper critical
field Hc2 is calculated for arbitrary temperatures. In Sect. 9.5, we calculate the spin
susceptibility, focusing, in particular, on the effects of impurities on the residual
susceptibility at T = 0. Section 9.6 contains a discussion of our results. Throughtout
this chapter we use the units in which kB = � = 1.

9.2 Impurity Scattering in Normal and Superconducting State

Let us consider one spin-degenerate band with the dispersion given by ε0(k), and
turn on the SO coupling. The Hamiltonian of noninteracting electrons in the presence
of scalar impurities can be written in the form H = H0 + Himp, where

H0 =
∑
k,αβ

[ε0(k)δαβ + γ (k)σαβ ]a†
kαakβ, (9.1)

α, β =↑,↓ is the spin projection on the z-axis,
∑

k stands for the summation over the
first Brillouin zone, σ̂ are the Pauli matrices, and the chemical potential is included
in ε0(k). The “bare” band dispersion satisfies ε0(−k) = ε0(k), ε0(g−1k) = ε0(k),
where g is any operation of the point group G of the crystal. The electron-lattice SO
coupling is described by the pseudovector γ (k), which has the following symmetry
properties: γ (k) = −γ (−k), gγ (g−1k) = γ (k). Its momentum dependence cru-
cially depends on G, see Ref. [8]. For example, in the case of a tetragonal point group
G = C4v , which is realized, e.g., in CePt3Si,CeRhSi3, and CeIrSi3, the simplest
expression for the SO coupling is γ (k) = γ0(ky x̂ − kx ŷ), which is also known as
the Rashba model [23]. In contrast, in a cubic crystal with G = O, which describes
Li2 (Pd1−x ,Ptx )3 B, we have γ (k) = γ0k.

The impurity scattering is described by the following Hamiltonian:

Himp =
∫

d3r
∑
α

U (r)ψ†
α(r)ψα(r). (9.2)
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The impurity potential U (r) is a random function with zero mean and the correlator
〈U (r1)U (r2)〉imp = nimpU 2

0 δ(r1 − r2), where nimp is the impurity concentration,
and U0 is the strength of an individual point-like impurity.

The Hamiltonian (9.1) can be diagonalized by a unitary transformation akα =∑
λ uαλ(k)ckλ, where λ = ± is the band index (helicity), and

u↑λ = 1√
2

√
1+ λ γz

|γ | , u↓λ = λ 1√
2

γx + iγy√
γ 2

x + γ 2
y

√
1− λ γz

|γ | , (9.3)

with the following result:

H =
∑

k

∑
λ=±

ξλ(k)c
†
kλckλ. (9.4)

The energy of the fermionic quasiparticles in the λth band is given by ξλ(k) =
ε0(k)+λ|γ (k)|.This expression is even in k despite the antisymmetry of the SO cou-
pling, which is a manifestation of the Kramers degeneracy: the states |kλ〉 and |−kλ〉
are related by time reversal and therefore have the same energy. In real noncentrosym-
metric materials, the SO splitting between the helicity bands is strongly anisotropic.
Its magnitude can be characterized by ESO = 2 maxk |γ (k)|.For instance, in CePt3Si
ESO ranges from 50 to 200 meV (Ref. [24]), while in Li2Pd3B it is 30 meV, reaching
200 meV in Li2Pt3B (Ref. [25]).

In the band representation the impurity Hamiltonian (9.2) becomes

Himp = 1

V

∑
kk′

∑
λλ′

U (k − k′)wλλ′(k, k′)c†
kλck′λ′ , (9.5)

where V is the system volume, U (q) is the Fourier transform of the impurity poten-
tial, and ŵ(k, k′) = û†(k)û(k′).We see that the impurity scattering amplitude in the
band representation is momentum-dependent, even for isotropic scalar impurities,
and also acquires both intraband and interband components, the latter causing mixing
of the helicity bands. In the case of a slowly-varying random potential, keeping only
the forward-scattering contribution U (q) ∼ δq,0, one obtains: wλλ′(k, k) = δλλ′ ,
i.e. the bands are not mixed.

The electron Green’s function in the helicity band representation is introduced in
the standard fashion: Gλλ′(k, τ ; k′, τ ′) = −〈Tτ ckλ(τ )c

†
k′λ′(τ

′)〉. In the absence of
impurities, we have G0,λλ′(k, ωn) = δλλ′/[iωn − ξλ(k)], where ωn = (2n + 1)πT
is the fermionic Matsubara frequency.

We will now show that the impurity-averaged Green’s function remains band-
diagonal. The disorder averaging with the Hamiltonian (9.5) can be performed using
the standard methods [26], resulting in the Dyson equation of the form Ĝ−1 =
Ĝ−1

0 −�̂, where Ĝ is the average Green’s function and �̂ is the impurity self-energy,
see Fig. 9.1. In the Born approximation, taking the thermodynamic limit V → ∞,
we have
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k,ωn k,ωnk’,ωn

Fig. 9.1 The impurity self-energy in the band representation. The dashed line corresponds to
nimpU 2

0 , the vertices include the anisotropy factors ŵ(k, k′), and the solid line is the average Green’s
function of electrons in the normal state. It is shown in the text that the self-energy is nonzero only
if λ1 = λ4 and λ2 = λ3

Σ̂(k, ωn) = nimpU 2
0

∫
d3k′

(2π)3
ŵ(k, k′)Ĝ(k′, ωn)ŵ(k′, k). (9.6)

Seeking a solution of the Dyson equation in a band-diagonal form, Gλλ′ = Gλδλλ′ ,
the integrand on the right-hand side of Eq. (9.6) can be written as follows:

û(k′)Ĝ(k′, ωn)û
†(k′) = G+(k′, ωn)+ G−(k′, ωn)

2
τ̂0

+ G+(k′, ωn)− G−(k′, ωn)

2
γ̂ (k′)τ̂ ,

where τ̂i are the Pauli matrices, and γ̂ = γ /|γ |. The second line in this expression
vanishes after the momentum integration, therefore Σ̂(k, ωn) = Σ(ωn)τ̂0. The real
part of the self-energy renormalizes the chemical potential, while for the imaginary
part we obtain: ImΣ(ωn) = −Γ signωn . Here Γ = πnimpU 2

0 NF is the elastic
scattering rate, with NF defined as follows: NF = (N+ + N−)/2, where Nλ =
V −1∑

k δ[ξλ(k)] is the Fermi-level density of states in the λth band. Thus we arrive
at the following expression for the average Green’s function of the band electrons:

Gλλ′(k, ωn) = δλλ′

iωn − ξλ(k)+ iΓ signωn
. (9.7)

This derivation is valid under the assumption that the elastic scattering rate is small
compared with the Fermi energy εF , which justifies neglecting the diagrams with
crossed impurity lines in the self-energy in Fig. 9.1.

9.2.1 Impurity Averaging in Superconducting State

In the limit of strong SO coupling, i.e. when the band splitting exceeds all super-
conducting energy scales, the Cooper pairing between the electrons with opposite
momenta occurs only if they are from the same nondegenerate band. The pairing
interaction in the strong SO coupling case is most naturally introduced using the
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basis of the exact band states [20, 24, 27], which already incorporate the effects of
the crystal lattice potential and the SO coupling. The total Hamiltonian including the
pairing interaction is given by H = H0+ Himp+ Hint , where the first two terms are
given by Eqs. (9.1) and (9.5) respectively, and the last term has the following form:

Hint = 1

2V

∑
kk′q

∑
λλ′

Vλλ′(k, k′)c†
k+q,λc†

−k,λc−k′,λ′ck′+q,λ′ . (9.8)

Physically, the pairing interaction is mediated by some bosonic excitations, e.g.
phonons, and is effective only at frequencies smaller than a cutoff frequency ωc,
which has to be included in the appropriate Matsubara sums. Alternatively, the cutoff
can be imposed on the momenta in Eq. (9.8), as in the original Bardeen-Cooper-
Schrieffer (BCS) model. The diagonal elements of the pairing potential Vλλ′ describe
the intraband Cooper pairing, while the off-diagonal ones correspond to the pair
scattering from one band to the other.

The pairing potential can be represented in the following form: Vλλ′(k, k′) =
tλ(k)t∗λ′(k

′)Ṽλλ′(k, k′), see Ref. [28]. Here tλ(k) = −tλ(−k) are non-trivial phase
factors originating in the expression for the time reversal operation for electrons
in the helicity bands: K |kλ〉 = tλ(k)| − kλ〉 [20, 27], while the components of
Ṽλλ′ are even in both k and k′ and invariant under the point group operations:
Ṽλλ′(g−1k, g−1k′) = Ṽλλ′(k, k′). The latter can be expressed in terms of the basis
functions of the irreducible representations of the point group [29]. In general, the
basis functions are different for each matrix element. Neglecting this complication,
and also considering only the one-dimensional representation corresponding to the
pairing channel with the maximum critical temperature, one can write

Ṽλλ′(k, k′) = −Vλλ′φλ(k)φ
∗
λ′(k
′), (9.9)

where the coupling constants Vλλ′ form a symmetric positive-definite 2× 2 matrix,
and φλ(k) are even basis functions. While φ+(k) and φ−(k) have the same sym-
metry, their momentum dependence does not have to be the same. The basis
functions are assumed to be real and normalized: 〈|φλ(k)|2〉λ = 1, where the
angular brackets denote the Fermi-surface averaging in the λth band: 〈(. . .)〉λ =
(1/NλV )

∑
k(. . .)δ[ξλ(k)].

Treating the pairing interaction (9.8) in the mean-field approximation, one intro-
duces the superconducting order parameters in the helicity bands, which have the
following form: Δλ(k, q) = tλ(k)Δ̃λ(k, q). The superconducting order parameter
is given by a set of complex gap functions, one for each band, which are coupled due
to the interband scattering of the Cooper pairs and other mechanisms, e.g. impurity
scattering. Thus the overall structure of the theory resembles that of multi-band super-
conductors [30, 31]. If the pairing corresponds to a one-dimensional representation,
see Eq. (9.9), then we have Δ̃λ(k, q) = ηλ(q)φλ(k).

An important particular case is a BCS-like model in which the pairing interaction
is local in real space:

Hint = −V
∫

d3rψ†
↑(r)ψ

†
↓(r)ψ↓(r)ψ↑(r), (9.10)
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where V > 0 is the coupling constant. One can show [28] that in this model there is
no interband pairing for any strength of the SO coupling, the order parameter has only
one component η, the gap symmetry corresponds to the unity representation with
φλ(k) = 1, and all coupling constants in Eq. (9.9) take the same value: Vλλ′ = V/2.

Let us calculate the impurity-averaged Green’s functions in the superconducting
state. To make notations compact, the normal and anomalous Green’s functions [26]
can be combined into a 4 × 4 matrix G (k1, k2; τ) = −〈TτCk1(τ )C

†
k2
(0)〉, where

Ck = (ckλ, c
†
−k,λ)

T are four-component Nambu operators. Averaging with respect
to the impurity positions restores translational invariance: 〈G (k1, k2;ωn)〉imp =
δk1,k2G (k, ωn), where

G (k, ωn) =
(

Ĝ(k, ωn) −F̂(k, ωn)

−F̂†(k, ωn) −ĜT (−k,−ωn)

)
, (9.11)

and the hats denote 2 × 2 matrices in the band space. The average matrix Green’s
function satisfies the Gor’kov equations, (G−1

0 −Σimp)G = 1, where

G−1
0 (k, ωn) =

(
iωn − ξ̂ (k) −�̂(k)
−�̂†(k) iωn + ξ̂ (k)

)
, (9.12)

and the impurity self-energy in the self-consistent Born approximation is

Σimp(k, ωn) = nimpU 2
0

∫
d3k′

(2π)3
W (k, k′)G (k′, ωn)W (k′, k), (9.13)

which is the Nambu-matrix generalization of Eq. (9.6). The 4 × 4 matrix W is
defined as follows: W (k, k′) = diag[ŵ(k, k′),−ŵT (−k′,−k)]. It is straightforward
to show that [ŵT (−k′,−k)]λλ′ = t∗λ (k)tλ′(k′)wλλ′(k, k′).We assume the disorder to
be sufficiently weak, so that it is legitimate to use the Born approximation. Although
there are some interesting qualitative effects in the opposite limit of strong disorder,
such as the impurity resonance states [32], these are beyond the scope of our study.

In the absence of impurities, the Green’s functions have the following form:
G0,λλ′(k, ωn) = δλλ′G0,λ(k, ωn), and F0,λλ′(k, ωn) = δλλ′ tλ(k)F̃0,λ(k, ωn),
where

G0,λ = − iωn + ξλ
ω2

n + ξ2
λ + |�̃λ|2

, F̃0,λ = �̃λ

ω2
n + ξ2

λ + |�̃λ|2
. (9.14)

In the presence of impurities, we seek solution of the Gor’kov equations in a band-
diagonal form and require, for consistency, that the Nambu matrix components of
the self-energy are also band-diagonal. Then,
(
Σ11
λλ′(k, ωn) Σ12

λλ′(k, ωn)

Σ21
λλ′(k, ωn) Σ22

λλ′(k, ωn)

)
= δλλ′

(
Σ1(ωn) tλ(k)Σ2(ωn)

t∗λ (k)Σ∗2 (ωn) −Σ1(−ωn)

)
, (9.15)

where Σ1 and Σ2 satisfy the equations
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Σ1(ωn) = 1

2
nimpU 2

0

∑
λ

∫
d3k
(2π)3

Gλ(k, ωn),

Σ2(ωn) = 1

2
nimpU 2

0

∑
λ

∫
d3k
(2π)3

F̃λ(k, ωn).

(9.16)

Absorbing the real part of Σ1 into the chemical potential, we have Σ1(ωn) =
iΣ̃1(ωn), where Σ̃1 is odd in ωn .

Solving the Gor’kov equations we obtain the following expressions for the
disorder-averaged Green’s functions:

Gλ(k, ωn) = − iω̃n + ξλ(k)
ω̃2

n + ξ2
λ (k)+ |Dλ(k, ωn)|2

,

F̃λ(k, ωn) = Dλ(k, ωn)

ω̃2
n + ξ2

λ (k)+ |Dλ(k, ωn)|2
,

(9.17)

where ω̃n = ωn−Σ̃1(ωn) and Dλ(k, ωn) = Δ̃λ(k)+Σ2(ωn).Substituting these into
Eqs. (9.16), we arrive at the self-consistency equations for the Matsubara frequency
and the gap functions renormalized by impurities:

ω̃n = ωn + Γ
2

∑
λ

ρλ

〈
ω̃n√

ω̃2
n + |Dλ(k, ωn)|2

〉
λ

, (9.18)

Dλ(k, ωn) = ηλφλ(k)+ Γ
2

∑
λ′
ρλ′

〈
Dλ′(k′, ωn)√

ω̃2
n + |Dλ′(k′, ωn)|2

〉
λ′
, (9.19)

where

ρ± = N±
NF
= 1± δ (9.20)

are the fractional densities of states in the helicity bands. The parameter δ= (N+ −
N−)/(N+ + N−) characterizes the strength of the SO coupling.

9.3 Gap Equations and the Critical Temperature

The Gor’kov equations must be supplemented by self-consistency equations for the
order parameter components, which have the form usual for two-band supercon-
ductors. In particular, for a uniform order parameter, ηλ(q) = ηλδ(q), we have∑
λ′ V
−1
λλ′ηλ′ = T

∑
n

∫
k F̃λ(k, ωn)φλ(k) (recall that the basis functions are assumed

to be real). Using Eq. (9.17), we obtain:
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∑
λ′

V−1
λλ′ ηλ′ = πρλNF T

∑
n

′
〈

Dλ(k, ωn)φλ(k)√
ω̃2

n + |Dλ(k, ωn)|2
〉
λ

. (9.21)

These equations are called the gap equations and, together with Eqs. (9.18) and
(9.19), completely determine the properties of disordered noncentrosymmetric super-
conductors in the uniform state. The prime in the Matsubara sum means that the
summation is limited to ωn ≤ ωc, where ωc is the BCS frequency cutoff.

The superconducting critical temperature can be found from Eq. (9.21) after
linearization with respect to the order parameter components. It follows from
Eq. (9.18) that ω̃n = ωn + Γ signωn near Tc, and we obtain from Eq. (9.19) that
Σ2(ωn) = (Γ /2|ωn|)∑λ ρλ〈φλ〉ηλ (here and below we omit, for brevity, the argu-
ments of the basis functions and the subscripts λ in the Fermi-surface averages).
Therefore the linearized gap equations take the form

∑
λ′ aλλ′ηλ′ = 0, where

aλλ′ = 1

NF
V−1
λλ′ − ρλδλλ′ S01 − Γ

2
ρλρλ′ 〈φλ〉〈φλ′ 〉S11, (9.22)

with Skl = πT
∑

n |ωn|−k(|ωn| + |Γ )−l . The Matsubara sums here can be easily
calculated:

S01 = πT
∑

n

′ 1

ωn + Γ = ln
2eCωc

πT
−F

(
T

Γ

)
,

where C  0.577 is Euler’s constant,

F (x) = Ψ
(

1

2
+ 1

2πx

)
− Ψ

(
1

2

)
, (9.23)

and Ψ (x) is the digamma function. Note that the expression (9.23) for the impurity
correction to S01 is valid if Γ � ωc, when it is legitimate to extend the summa-
tion in 2πT

∑
n[1/(ωn + Γ ) − 1/ωn] to infinity and express the result in terms of

the digamma functions, see Ref. [33]. Similarly, we obtain: S11 = F (T/Γ )/Γ.
It is convenient to introduce the following notation for dimensionless coupling
constants:

gλλ′ = NF Vλλ′ρλ′ = Vλλ′Nλ′ (9.24)

(note that the matrix ĝ is not symmetric, in general). Then, the superconducting
critical temperature Tc is found from the equation det(τ̂0 + ĝ M̂) = 0, where

Mλλ′ = −δλλ′ ln 2eCωc

πTc
+
(
δλλ′ − ρλ′2

〈φλ〉〈φλ′ 〉
)

F

(
Tc

Γ

)
, (9.25)

see Ref. [34].
In the absence of impurities, the second term in Mλλ′ vanishes, and we obtain the

critical temperature of a clean superconductor:
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Tc0 = 2eCωc

π
e−1/g, (9.26)

where

g = g++ + g−−
2

+
√(

g++ − g−−
2

)2

+ g+−g−+ (9.27)

is the effective coupling constant. In the presence of impurities, the cases of conven-
tional and unconventional pairing have to be considered separately.

Unconventional pairing. In this case 〈φλ〉 = 0, and we obtain the following
equation for Tc:

ln
Tc0

Tc
= F

(
Tc

Γ

)
. (9.28)

The reduction of the critical temperature is described by a universal function, which
has the same form as in isotropic centrosymmetric superconductors with magnetic
impurities [35], or in anisotropically paired centrosymmetric superconductors with
nonmagnetic impurities [29, 36]. In particular, at weak disorder, i.e. in the limit Γ �
Tc0, we have Tc = Tc0 − πΓ/4. The superconductivity is completely suppressed at
Γc = (π/2eC )Tc0.

Conventional pairing. Assuming a completely isotropic pairing with φλ = 1, we
obtain:

ln
Tc0

Tc
= 1+ c1F (x)

c2 + c3F (x)+
√

c4 + c5F (x)+ c6F 2(x)
− 1

g
, (9.29)

where x = Tc/Γ , and

c1 = ρ+(g−− − g+−)+ ρ−(g++ − g−+)
2

, c2 = g++ + g−−
2

, c3 = det ĝ

2
,

c4 =
(

g++ − g−−
2

)2

+ g+−g−+, c5 = (c2 − c1) det ĝ, c6 = c2
3.

We see that the critical temperature depends on nonmagnetic disorder, but in contrast
to the unconventional case, the effect is not described by a universal Abrikosov-
Gor’kov function [34, 37]. At weak disorder the suppression is linear in the scattering
rate, but with a non-universal slope:

Tc = Tc0 − 1

g

[
c1 − π

4

1

g

(
c3 + c5

2
√

c4

)]
Γ. (9.30)

In the case of strong impurity scattering, Γ � Tc0, we use F (x) = ln(1/x) +
O(1) at x → 0, to find that the critical temperature approaches the limiting value
given by
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T ∗c = Tc0 exp

(
1

g
− c1

2c3

)
, (9.31)

i.e. superconductivity is not completely destroyed by impurities. The explanation is
the same as in the conventional two-gap superconductors, see e.g.
Refs. [38–40]: Interband impurity scattering tends to reduce the difference between
the gap magnitudes in the two bands, which costs energy and thus suppresses Tc, but
only until both gaps become equal. One can show that both the coefficient in front
of Γ in Eq. (9.30) and the exponent in Eq. (9.31) are negative, i.e. T ∗c < Tc0.

In the BCS-like model (9.10) the pairing is isotropic and described by a single
coupling constant Vλλ′ = V/2, and we have g = NF V . Although the expression
(9.26) for the critical temperature in the clean case has the usual BCS form, the
analogy is not complete, because the order parameter resides in two nondegenerate
bands, and NF = (N+ + N−)/2. In the presence of impurities, the right-hand side
of Eq. (9.29) vanishes, therefore there is an analog of Anderson’s theorem: The
nonmagnetic disorder has no effect on the critical temperature.

Another important particular case, possibly relevant to CePt3Si, is the model in
which only one band, say λ = +, is superconducting, while the other band remains
normal [24, 34]. This can be described by setting V+− = V−− = 0.Using Eq. (9.25),
we obtain the following equation for the critical temperature:

ln
Tc0

Tc
= c0F

(
Tc

Γ

)
, (9.32)

where c0 = 1−ρ+〈φ+〉2/2.At weak disorder we have Tc = Tc0− c0(πΓ/4), while
at strong disorder Tc = Tc0(πTc0/eCΓ )1/c0 . If the pairing is anisotropic but conven-
tional, then, unlike the unconventional case with 〈φ+〉 = 0, the superconductivity is
never completely destroyed, even at strong disorder.

9.3.1 Isotropic Model

Finding the superconducting gap at arbitrary temperatures and impurity concen-
trations from the nonlinear gap equations (9.21) is more difficult than the calcu-
lation of Tc. We focus on the case when the pairing is completely isotropic, i.e.
φ+(k) = φ−(k) = 1 and Δ̃λ(k) = ηλ. The order parameter components can be
chosen to be real, and the gap equations take the following form:

∑
λ′

V−1
λλ′ ηλ′ = πρλNF T

∑
n

′ Dλ(ωn)√
ω̃2

n + D2
λ(ωn)

. (9.33)

We further assume that the difference between ρ+ and ρ− can be neglected and the
pairing strength, see Eq. (9.9), does not vary between the bands: V++ = V−− > 0.
For the interband coupling constants, we have V+− = V−+. The gap equations have
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two solutions: η+ = η− = η and η+ = −η− = η. In the spin representation, the
former corresponds to the singlet state, while the latter – to the “protected” triplet
state [21].

The impurity responses of these two states turn out to be very different.
η+ = η− = η. In this case D+(ωn)= D−(ωn)= D(ωn), and Eqs. (9.18) and (9.19)

take the following form:

ω̃n = ωn + Γ ω̃n√
ω̃2

n + D2
, D = η + Γ D√

ω̃2
n + D2

.

Introducing Z(ωn) = 1+Γ/√ω2
n + η2, the solution of these equations is D(ωn) =

Z(ωn)η, ω̃n = Z(ωn)ωn . Therefore, the gap equation (9.33) becomes

η = πg1T
∑

n

′ D√
ω̃2

n + D2
= πg1T

∑
n

′ η√
ω2

n + η2
, (9.34)

where g1 = (V++ + V+−)NF . The scattering rate has dropped out, therefore there
is an analog of Anderson’s theorem: neither the gap magnitude nor the critical tem-
perature are affected by impurities. Namely, we have Tc(Γ ) = Tc0, see Eq. (9.26)
with g = g1, while the gap magnitude at T = 0 is given by the clean BCS expression:
η(T = 0) = η0 = (π/eC )Tc0.

η+ = −η− = η. In this case D+(ωn) = −D−(ωn) = η, and we obtain from
Eqs. (9.18), (9.19), and (9.33):

ω̃n = ωn + Γ
ω̃n√
ω̃2

n + η2
, η = πg2T

∑
n

′ η√
ω̃2

n + η2
, (9.35)

where g2 = (V++ − V+−)NF . In the absence of impurities, the critical temperature
is given by the BCS expression (9.26) with g = g2. If V+− > 0 (attractive interband
interaction), then g2 < g1 and the phase transition occurs into the state η+ = η−.
However, if V+− < 0 (repulsive interband interaction), then g2> g1 and the phase
transition occurs into the state η+ = − η−. In contrast to the previous case, both
the critical temperature and the gap magnitude are now suppressed by disorder. The
former is determined by the equation (9.29), which takes the same universal form as
the Abrikosov-Gor’kov equation (9.28). Superconductivity is completely destroyed
if the disorder strength exceeds the critical value Γc = (π/2eC )Tc0.

To find the gap magnitude at T = 0 as a function of Γ we follow the procedure
described in Ref. [41]. Replacing the Matsubara sum by a frequency integral in the
second of equations (9.35), we obtain:

ln
η0

η
=
∞∫

0

dω

(
1√

ω2 + η2
− 1√

ω̃2 + η2

)
, (9.36)

where η0 = 2Γc is the BCS gap magnitude in the clean case, and ω̃ satisfies the
equation ω̃ = ω+ Γ ω̃/√ω̃2 + η2. Transforming the second term on the right-hand
side of Eq. (9.36) into an integral over ω̃ we arrive at the following equation:
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ln
Γc

Γ
= πx

4
− ln(2x)+ θ(x − 1)

[
ln(x +

√
x2 − 1)

− x

2
arctan

√
x2 − 1−

√
x2 − 1

2x

]
, (9.37)

where x = Γ/η. This equation does not have solutions at Γ > Γc, which is consis-
tent with the complete suppression of superconductivity above the critical disorder
strength. In the weak disorder limit, Γ � Γc, the solution is x  Γ/2Γc, while at
Γ → Γc we have x  √Γc/12(Γc − Γ ).

9.4 Upper Critical Field at Arbitrary Temperature

In this section, we calculate the upper critical field Hc2(T ) of a disordered noncen-
trosymmetric superconductor described by the BCS-like model (9.10). We assume
a uniform external field H and neglect the paramagnetic pair breaking. The nonin-
teracting part of the Hamiltonian is given by

ĥ = ε0(K )+ γ (K )σ̂ +U (r), (9.38)

where K = −i∇ + (e/c)A(r), A is the vector potential, and e is the absolute value
of the electron charge. The superconducting order parameter in the model (9.10) is
represented by a single complex function η(r).According to Sect. 9.3, the zero-field
critical temperature is not affected by scalar impurities. The critical temperature at
H �= 0, or inversely the upper critical field as a function of temperature, can be found
from the condition that the linearized gap equation [V−1 − T

∑
n
′ X̂(ωn)]η(r) = 0

has a nontrivial solution. Here the operator X̂(ωn) is defined by the kernel

X (r, r ′;ωn) = 1

2

〈
trĝ†Ĝ(r, r ′;ωn)ĝĜT (r, r ′; −ωn)

〉
imp, (9.39)

where ĝ = i σ̂2.The angular brackets denote the impurity averaging, and Ĝ(r, r ′;ωn)

is the Matsubara Green’s function of electrons in the normal state, which satisfies
the equation (iωn − ĥ)Ĝ(r, r ′;ωn) = δ(r − r ′), with ĥ given by expression (9.38).

The impurity average of the product of two Green’s functions in Eq. (9.39) can be
represented graphically by the ladder diagrams, see Fig. 9.2 (as before, we assume
the disorder to be sufficiently weak for the diagrams with crossed impurity lines to
be negligible). In order to sum the diagrams, we introduce an impurity-renormalized
gap function D̂(r, ωn), which a matrix in the spin space satisfying the following
integral equation:
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δα

β γ

g +

β

α

γ

δ

μ ν

+ ...

ρ σ

+ gg g+

Fig. 9.2 Impurity ladder diagrams in the Cooper channel. Lines with arrows correspond to the
average Green’s functions of electrons, ĝ = i σ̂2, and the impurity (dashed) line is defined in the
text, see Eq. (9.41)

D̂(r, ωn) = η(r)ĝ
+ 1

2
nimpU 2

0 ĝ
∫

d3r ′trĝ†〈Ĝ(r, r ′;ωn)〉imp D̂(r ′, ωn)〈ĜT (r, r ′; −ωn)〉imp

+ 1

2
nimpU 2

0 ĝ
∫

d3r ′tr ĝ†〈Ĝ(r, r ′;ωn)〉imp D̂(r ′, ωn)〈ĜT (r, r ′; −ωn)〉imp.

(9.40)
This can be easily derived from the ladder diagrams in Fig. 9.2, by representing each
“rung” of the ladder as a sum of spin-singlet and spin-triplet terms:

nimpU 2
0 δμνδρσ =

1

2
nimpU 2

0 gμρg†
σν +

1

2
nimpU 2

0 gμρ g†
σν, (9.41)

where ĝ = i σ̂ σ̂2.

Seeking solution of Eq. (9.40) in the form D̂(r, ωn) = d0(r, ωn)ĝ + d(r, ωn) ĝ,
we obtain a system of four integral equations for da , where a = 0, 1, 2, 3:

3∑
b=0

[
δab − Γ Ŷab(ωn)

]
db(r, ωn) = η(r)δa0. (9.42)

Here the operators Ŷab(ωn) are defined by the kernels

Yab(r, r ′;ωn) = 1

2πNF
trĝ†

a〈Ĝ(r, r ′;ωn)〉impĝb〈ĜT (r, r ′; −ωn)〉imp, (9.43)

with ĝ0 = ĝ, and ĝa = ĝa for a = 1, 2, 3. We see that, in addition to the spin-
singlet component d0(r, ωn), impurity scattering also induces a nonzero spin-triplet
component d(r, ωn). The linearized gap equation contains only the former. Indeed,
using Eq. (9.42) we obtain:

1

NF V
η(r)− πT

∑
n

′ d0(r, ωn)− η(r)
Γ

= 0. (9.44)

It is easy to see that the triplet component does not appear in the centrosymmetric
case. Indeed, in the absence of the Zeeman interaction the spin structure of the
Green’s function is trivial: Gαβ(r, r ′;ωn) = δαβG(r, r ′;ωn). Then it follows from
Eq. (9.43) that Ŷab(ωn) = δabŶ (ωn), therefore d0 = (1− Γ Ŷ )−1η and d = 0.

The next step is to find the spectrum of the operators Ŷab(ωn). At zero field, the
average Green’s function has the following form:
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Ĝ0(k, ωn) =
∑
λ=±

�̂λ(k)Gλ(k, ωn), (9.45)

where Π̂λ = (1+λγ̂ σ̂ )/2 are the helicity band projection operators, and Gλ(k, ωn)

are the impurity-averaged Green’s functions in the band representation, see Eq. (9.7).

At H �= 0, we have 〈Ĝ(r, r ′;ωn)〉imp = Ĝ0(r − r ′;ωn) exp[(ie/c) ∫ r ′
r Ad r],

where the integration is performed along a straight line connecting r and r ′ [42].
This approximation is legitimate if the temperature is not very low, so that the Landau
level quantization can be neglected. It follows from Eq. (9.43) that Ŷab(ωn) =
Yab(q, ωn)

∣∣
q→D, where D = −i∇ + (2e/c)A and

Yab(q, ωn) = 1

2πNF

∫
d3k
(2π)3

trĝ†
aĜ0(k + q, ωn)ĝbĜT

0 (−k,−ωn). (9.46)

Substituting here expressions (9.45) and calculating the spin traces, we obtain for
the singlet-singlet and singlet-triplet contributions:

Y00 = 1

2

∑
λ

ρλ

〈
1

|ωn| + Γ + iνλ(k)q signωn/2

〉
, (9.47)

Y0i = Yi0 = 1

2

∑
λ

λρλ

〈
γ̂i (k)

|ωn| + Γ + iνλ(k)q sign ωn/2

〉
, (9.48)

where νλ = ∂ξλ/∂k is the quasiparticle velocity in the λth band. We see that the
singlet-triplet mixing occurs due to the SO coupling and vanishes when ρ+ = ρ− = 1
and ν+ = ν− = νF . The triplet-triplet contributions can be represented as follows:
Yi j = Y (1)i j + Y (2)i j , where

Y (1)i j =
1

2

∑
λ

ρλ

〈
γ̂i (k)γ̂ j (k)

|ωn| + Γ + iνλ(k)q sign ωn/2

〉
, (9.49)

and

Y (2)i j =
1

2πNF

∑
λ

∫
d3k
(2π)3

(δi j − γ̂i γ̂ j − iλei jl γ̂l)Gλ(k + q, ωn)G−λ(−k,−ωn).

(9.50)
The singlet impurity scattering channel, which is described by the first term in
Eq. (9.41), causes only the scattering of intraband pairs between the bands. In contrast,
the triplet impurity scattering can also create interband pairs, which are described
by Y (2)i j .

It is easy to show that if the SO band splitting exceeds both ωc and Γ , then the
interband term in Yi j is smaller than the intraband one. Let us consider, for example,
isotropic bands with ξ±(k) = ε0(k) ± γ. Neglecting for simplicity the differences
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between the densities of states and the Fermi velocities in the two bands and setting
q = 0, we obtain from Eq. (9.49) and (9.50):

Y (1)i j (0, ωn) = δi j

3(|ωn| + Γ ) ≡ Yintra(ωn)δi j ,

Y (2)i j (0, ωn) = 2δi j

3(|ωn| + Γ )(1+ r2)
≡ Yinter(ωn)δi j ,

where r(ωn) = γ /(|ωn| + Γ ). Due to the BCS cutoff, the maximum value of ωn in
the Cooper ladder is equal to ωc, therefore rmin ∼ ESO/max(ωc, Γ ). We assume
that this ratio is large, which is a good assumption for real materials, therefore

max
n

Yinter(ωn)

Yintra(ωn)
= 2

1+ r2
min

∼
[

max(ωc, Γ )

ESO

]2

� 1, (9.51)

at all Matsubara frequencies satisfying |ωn| ≤ ωc.

Thus the interband contributions to the Cooper ladder can be neglected, and we
obtain:

Yab(q, ωn) = 1

2

∑
λ

ρλ

〈
Λλ,a(k)Λλ,b(k)

|ωn| + Γ + iνλ(k)qsign ωn/2

〉
, (9.52)

where Λλ,0(k) = 1 and Λλ,a(k) = λγ̂a(k) for a = 1, 2, 3. Making the substitution
q → D, we represent Ŷab as a differential operator of infinite order:

Ŷab(ωn) = 1

2

∞∫
0

du e−u(|ωn |+γ )∑
λ

ρλ

〈
Λλ,a(k)Λλ,b(k)e−iuνλ(k)Dsignωn/2

〉
.

(9.53)
In order to solve Eq. (9.42), with the operators Ŷab(ωn) given by expressions

(9.53), we follow the procedure described in Ref. [43, 44]. Choosing the z-axis
along the external field: H = H ẑ, we introduce the operators a± = �H (Dx ±
i Dy)/2, and a3 = �H Dz, where �H = √c/eH is the magnetic length. It is easy to
check that a+ = a†

− and [a−, a+] = 1, therefore a± have the meaning of the raising

and lowering operators, while a3 = a†
3 commutes with both of them: [a3, a±] = 0.

It is convenient to expand both the order parameter η and the impurity-renormalized
gap functions da in the basis of Landau levels |N , p〉, which satisfy a+|N , p〉 =√

N + 1|N + 1, p〉, a−|N , p〉 = √N |N − 1, p〉, and a3|N , p〉 = p|N , p〉, where
N = 0, 1, . . ., and p is a real number characterizing the variation of the order
parameter along the field. We have

η(r) =
∑
N ,p

ηN ,p〈r|N , p〉, da(r, ωn) =
∑
N ,p

da
N ,p(ωn)〈r|N , p〉. (9.54)

According to Eq. (9.42), the expansion coefficients can be found from the following
algebraic equations:
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∑
N ′,p′,b

[
δabδN N ′δpp′ − Γ 〈N , p|Ŷab(ωn)|N ′, p′〉

]
db

N ′,p′(ωn) = δa0ηN ,p. (9.55)

Substituting the solutions of these equations into

1

NF V
ηN ,p − πT

∑
n

′ d
0
N ,p(ωn)− ηN ,p

Γ
= 0, (9.56)

see Eq. (9.44), and setting the determinant of the resulting linear equations for ηN ,p

to zero, one arrives at an equation for the upper critical field.

9.4.1 Hc2(T) in a Cubic Crystal

In the general case, i.e. for arbitrary crystal symmetry and electronic band structure,
the procedure outlined above does not yield an equation for Hc2(T ) in a closed form,
since all the Landau levels are coupled. In order to make progress, we focus on the
cubic case, G = O, with a parabolic band and the SO coupling given by γ (k) = γ0k.
As for the parameter δ, which characterizes the difference between the band densities
of states, see Eq. (9.20), we assume that

δc � |δ| ≤ 1, (9.57)

where δc = max(ωc, Γ )/εF � 1.While the first inequality follows from the condi-
tion (9.51), which ensures the smallness of the interband contribution to the Cooper
impurity ladder, the second one is always satisfied, with |δ| → 1 corresponding to
the rather unrealistic limit of extremely strong SO coupling.

In order to solve the gap equations, we make a change of variables in the triplet
component: d± = (d1 ± id2)/

√
2. Then, Eq. (9.42) take the following form:

⎛
⎜⎜⎜⎝

1− Γ Ŷ00 −Γ Ŷ03 −Γ Ŷ0− −Γ Ŷ0+
−Γ Ŷ03 1− Γ Ŷ33 −Γ Ŷ3− −Γ Ŷ3+
−Γ Ŷ0+ −Γ Ŷ3+ 1− Γ Ẑ −Γ Ẑ+
−Γ Ŷ0− −Γ Ŷ3− −Γ Ẑ− 1− Γ Ẑ

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎝

d0
d3
d+
d−

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
η

0
0
0

⎞
⎟⎟⎠ , (9.58)

where

Ŷ0± = Ŷ01 ± iŶ02√
2

, Ŷ3± = Ŷ13 ± iŶ23√
2

,

Ẑ = Ŷ11 + Ŷ22

2
, Ẑ± = Ŷ11 ± 2iŶ12 − Ŷ22

2
,

(9.59)

with Ŷab = Ŷba given by Eq. (9.53).
According to Eq. (9.55), one has to know the matrix elements of the operators

Ŷab(ωn) in the basis of the Landau levels |N , p〉. After some straightforward alge-
bra, see Ref. [45] for details, we find that Ŷ00, Ŷ03, Ŷ33, and Ẑ are diagonal in the
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Landau levels, while for the rest of the operators (9.59) the only nonzero matrix ele-
ments are as follows: 〈N , p|Ŷ0−|N+1, p〉 = 〈N+1, p|Ŷ0+|N , p〉, 〈N , p|Ŷ3−|N+
1, p〉 = 〈N + 1, p|Ŷ3+|N , p〉, and 〈N , p|Ẑ−|N + 2, p〉 = 〈N + 2, p|Ẑ+|N , p〉.
Therefore, the Landau levels are decoupled, and for η(r) = η〈r|N , p〉 (η is a con-
stant) the solution of Eq. (9.58) has the following form:

⎛
⎜⎜⎝

d0(r, ωn)

d3(r, ωn)

d+(r, ωn)

d−(r, ωn)

⎞
⎟⎟⎠ =

⎛
⎜⎜⎜⎝

d0
N ,p(ωn)〈r|N , p〉

d3
N ,p(ωn)〈r|N , p〉

d+N ,p(ωn)〈r|N + 1, p〉
d−N ,p(ωn)〈r|N − 1, p〉

⎞
⎟⎟⎟⎠ . (9.60)

At arbitrary magnitude of the SO band splitting, the singlet-triplet mixing makes
the equation for Hc2(T ) in noncentrosymmetric superconductors considerably more
cumbersome than in the Werthamer-Helfand-Hohenberg (WHH) problem [43, 44],
even in our “minimal” isotropic model. It is even possible that, at some values of
the parameters, the maximum critical field is achieved for N > 0 and p �= 0, the
latter corresponding to a disorder-induced modulation of the order parameter along
the applied field. Leaving these exotic possibilities aside, here we just assume that
N = p= 0. Then the only nonzero components of the impurity-renormalized gap
function, see Eq. (9.54), are d0

0,0 and d+0,0.
It is convenient to introduce the reduced temperature, magnetic field, and disorder

strength:

t = T

Tc0
, h = 2H

H0
, ζ = Γ

πTc0
,

where H0 = Φ0/πξ
2
0 , Φ0 = πc/e is the magnetic flux quantum, and ξ0 = vF/2πTc0

is the superconducting coherence length (vF is the Fermi velocity). Using the expres-
sion for the critical temperature to eliminate both the frequency cutoff and the cou-
pling constant from Eq. (9.56), we arrive at the following equation for the upper
critical field hc2(t):

ln
1

t
= 2

∑
n≥0

[
1

2n + 1
− t

wn(1− ζ pn)− ζ δ2q2
n

(1− ζwn)(1− ζ pn)+ ζ 2δ2q2
n

]
, (9.61)

where

wn =
∫ ∞

0
dρe−θnρ

∫ 1

0
dse−hρ2(1−s2)/4,

pn =
∫ ∞

0
dρe−θnρ

∫ 1

0
ds

1− s2

2

[
1− h

2
ρ2(1− s2)

]
e−hρ2(1−s2)/4,

qn =
∫ ∞

0
dρe−θnρ

∫ 1

0
ds

√
h

4
ρ(1− s2)e−hρ2(1−s2)/4,

(9.62)

where θn = (2n + 1)t + ζ.
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In the clean limit, i.e. at ζ → 0, or if the SO band splitting is negligibly small,
i.e. at δ → 0, the WHH equation for Hc2 in a centrosymmetric superconductor
[43, 44] is recovered. Therefore, the absence of inversion symmetry affects the upper
critical field only if disorder is present. One can expect that the effect will be most
pronounced in the “dirty” limit, in which Eq. (9.61) takes the form of a universal
equation describing the magnetic pair breaking in superconductors [46]:

ln
1

t
= Ψ

(
1

2
+ σ

t

)
− Ψ

(
1

2

)
. (9.63)

Here the parameter

σ = 2+ δ2

12ζ
h (9.64)

characterizes the pair breaking strength. Note that the corresponding expression in the
centrosymmetric case is different: σCS = h/6ζ.Analytical expressions for the upper
critical field can be obtained in the weak-field limit near the critical temperature:

hc2|t→1 = 24ζ

(2+ δ2)π2 (1− t), (9.65)

and also at low temperatures:

hc2|t=0 = 3e−C

2+ δ2 ζ. (9.66)

We see that nonmagnetic disorder suppresses the orbital pair breaking and thus
enhances the upper critical field.

In the general case, Hc2(T ) can be calculated analytically only in the vicinity
of the critical temperature using the Ginzburg-Landau free energy expansion. The
results for the impurity response turn out to be nonuniversal, i.e. dependent on the
pairing symmetry, the values of the intra- and interband coupling constants, and the
densities of states in the helicity bands [34].

9.5 Spin Susceptibility

In this section we calculate the magnetic response of a noncentrosymmetric super-
conductor, neglecting the orbital magnetic interaction and taking into account only
the Zeeman coupling of the electron spins with a uniform external field H :

HZeeman = −μB H
∑
k,αβ

σαβa†
kαakβ = −H

∑
k,λλ′

mλλ′(k)c
†
kλckλ′ , (9.67)

where μB is the Bohr magneton. The components of the spin magnetic moment
operator in the band representation have the following form:
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m̂x = μB

(
γ̂x −(γx γ̂z + iγy)/γ⊥

−(γx γ̂z − iγy)/γ⊥ −γ̂x

)
,

m̂ y = μB

(
γ̂y −(γy γ̂z − iγx )/γ⊥

−(γy γ̂z + iγx )/γ⊥ −γ̂y

)
,

m̂z = μB

(
γ̂z γ⊥/γ
γ⊥/γ −γ̂z

)
, (9.68)

where γ⊥ =
√
γ 2

x + γ 2
y .

The magnetization of the system is expressed in terms of the Green’s functions as
follows: Mi = (1/V )T ∑n

∑
k,λλ′ tr mi,λλ′(k)G 11

λ′λ(k, ωn), where G (k, ωn) is the
impurity-averaged 4 × 4 matrix Green’s function in the presence of magnetic field
(recall that the upper indices label the Nambu matrix components, see Sect. 9.2.1). In
a weak field, we have Mi =∑ j χi j H j , where χi j is the spin susceptibility tensor.
Treating the Zeeman interaction, Eq. (9.67), as a small perturbation and expanding
G in powers of H , we obtain:

χi j = −T
∑

n

1

V

∑
k,k′

〈
TrMi (k)G (k, k′;ωn)M j (k′)G (k′, k;ωn)

〉
imp, (9.69)

where Mi (k) = diag[m̂i (k),−m̂T
i (−k)].The Green’s functions here are unaveraged

4 × 4 matrix Green’s functions at zero field, and the trace is taken in both the
electron-hole and helicity indices.

In the clean case, one can evaluate expression (9.69) by summing over the Mat-
subara frequencies first, followed by the momentum integration. The susceptibility
tensor can be represented as χi j = χ+i j + χ−i j + χ̃i j (Ref. [22]), where

χλi j = −μ2
B T
∑

n

∫
d3k
(2π)3

γ̂i γ̂ j
(
G2
λ + |F̃λ|2

) = μ2
B Nλ

〈
γ̂i γ̂ j Yλ

〉
(9.70)

are the intraband contributions, determined by the thermally excited quasiparticles
near the Fermi surfaces. Here Yλ(k, T ) = 2

∫∞
0 dξ(−∂ f/∂Eλ) is the angle-resolved

Yosida function, f (ε) = (eε/T + 1)−1 is the Fermi-Dirac distribution function,

Eλ(k) =
√
ξ2 + |�̃λ(k)|2 is the energy of quasiparticle excitations in the λth band,

and, as in the previous sections, the subscripts λ in the Fermi-surface averages are
omitted for brevity. The interband contribution is given by

χ̃i j = −2μ2
B T
∑

n

∫
d3k
(2π)3

(δi j − γ̂i γ̂ j )
(
G+G− + Re F̃∗+ F̃−

)

 −μ2
B

∫
d3k
(2π)3

δi j − γ̂i γ̂ j

|γ | [ f (ξ+)− f (ξ−)]. (9.71)

Since χ̃i j is determined by all quasiparticles in the momentum-space shell “sand-
wiched” between the Fermi surfaces, it is almost unchanged when the system under-
goes the superconducting transition, in which only the electrons near the Fermi
surface are affected.
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Fig. 9.3 The clean-case temperature dependence of the transverse components of the susceptibility
for the 2D model (solid line), and of all three components for the 3D model (dashed line); χP =
2μ2

BNF is the Pauli susceptibility

Collecting together the inter- and intraband contributions, we arrive at the follow-
ing expression for the spin susceptibility of a clean superconductor:

χij = χ̃ij + μ2
BNF

∑
λ

ρλ
〈
γ̂i γ̂ j Yλ

〉
. (9.72)

At zero temperature there are no excitations (Yλ = 0) and the intraband terms are
absent, but the susceptibility still has a nonzero value given by χ̃i j . The temperature
dependence of the susceptibility in the superconducting state at 0 < T ≤ Tc is
determined by the intraband terms, with the low-temperature behavior depending
crucially on the magnitude of the SO coupling at the gap nodes. While in the fully
gapped case the intraband susceptibility is exponentially small in all directions, in
the presence of the lines of nodes it is proportional to either T or T 3, depending on
whether or not the zeros of �̃λ(k) coincide with those of γ (k), see Ref. [47]. In
Fig. 9.3 the temperature dependence of χi j is plotted for a Rashba superconductor
with γ (k) = γ⊥(k× ẑ) and a cylindrical Fermi surface (referred to as the 2D model),
and also for a cubic superconductor with γ (k) = γ0k and a spherical Fermi surface
(the 3D model). In both cases, the gaps in the two helicity bands are assumed to be
isotropic and have the same magnitude.

Now let us include the scalar disorder described by Eq. (9.2), or, equivalently,
Eq. (9.5). After the impurity averaging, Eq. (9.69) is represented by a sum of the
ladder diagrams containing the average Green’s functions (9.17). In contrast to the
clean case, it is not possible to calculate the Matsubara sums before the momentum
integrals. To make progress, one should add to and subtract from Eq. (9.69) the
normal-state susceptibility [26]. It is easy to show that the latter is not affected
by impurities and is therefore given by χN ,i j = χ̃i j + μ2

B NF
∑
λ ρλ

〈
γ̂i γ̂ j

〉
, see

Eq. (9.72). Then,
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χi j−χN ,i j = −T
∑

n

′ 1

V

∑
kk′

(〈 Tr MiG M jG 〉imp−〈 Tr MiGN M jGN 〉imp
)
, (9.73)

where GN is the unaveraged 4 × 4 matrix Green’s function in the normal state with
impurities, and the Matsubara summation is limited to the frequencies |ωn| ≤ ωc, at
which the gap function is nonzero.

Due to convergence of the expression on the right-hand side of Eq. (9.73), one
can now do the momentum integrals first. The second term vanishes, while the
calculation of the ladder diagrams in the first term is facilitated by the observation
that the integrals of the products of the Green’s functions from different bands are
small compared with their counterparts containing the Green’s functions from the
same band. The argument is similar to the one leading to Eq. (9.51). For example,
assuming that both the SO band splitting and the pairing are isotropic, i.e. ξ±(k) =
ε0(k)± γ and D± = D, we have

max
n

∫
dε0GλG−λ∫
dε0GλGλ

= max
n

1

1+ γ 2/Ω2
n
∼
[

max(ωc, Γ )

ESO

]2

� 1,

where Ωn =
√
ω̃2

n + |D|2. In the same way, one can also obtain estimates for the
momentum integrals containing anomalous Green’s functions:

max
n

∫
dε0Gλ F̃−λ∫
dε0Gλ F̃λ

= max
n

1− iλγ/ω̃n

1+ γ 2/Ω2
n
∼ max(ωc, Γ )

ESO
� 1,

max
n

∫
dε0 F̃λ F̃−λ∫
dε0 F̃λ F̃λ

= max
n

1

1+ γ 2/Ω2
n
∼
[

max(ωc, Γ )

ESO

]2

� 1.

Thus we see that it is legitimate to keep only the same-band contributions to the
impurity ladder on the right-hand side of Eq. (9.73).

Following Ref. [22], we obtain the following expression for the spin susceptibility:

χi j = χN ,i j + 2πμBNF

Γ
T
∑

n

∂Xi (ωn)

∂Hj
, (9.74)

where Xi are found from the equations

Xi −
∑

j

(A1,i j X j + A2,i j Y j + A∗2,i j Y
∗
j ) = X0,i ,

Yi −
∑

j

(2A∗2,i j X j + A3,i j Y j + A4,i j Y
∗
j ) = Y0,i .

(9.75)

The notations here are as follows:
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A1,i j = Γ
2

∑
λ

ρλ

〈
γ̂i γ̂ j |Dλ|2
Ω3

n

〉
, A2,i j = Γ

4

∑
λ

ρλ

〈
i γ̂i γ̂ j ω̃n D∗λ

Ω3
n

〉
,

A3,i j = Γ
4

∑
λ

ρλ

〈
γ̂i γ̂ j (2ω̃2

n + |Dλ|2)
Ω3

n

〉
, A4,i j = Γ

4

∑
λ

ρλ

〈
γ̂i γ̂ j D2

λ

Ω3
n

〉
,

X0,i = −μB

∑
j

A1,i j H j , Y0,i = −2μB

∑
j

A∗2,i j H j ,

and Ωn =
√
ω̃2

n + |Dλ|2. Due to fast convergence, the Matsubara summation in
Eq. (9.74) can be extended to all frequencies.

9.5.1 Residual Susceptibility for Isotropic Pairing

The general expression for the spin susceptibility, Eq. (9.74), is rather cumbersome.
On the other hand, application of our results to real noncentrosymmetric materials
is complicated by the lack of information about the superconducting gap symmetry
and the distribution of the pairing strength between the bands. As an illustration,
we focus on the isotropic pairing model introduced in Sect. 9.3.1. In this model, the
order parameter magnitudes in the two bands are the same, but the relative phase
can be either 0 or π.While in the clean limit the spin susceptibility for both states is
given by Eq. (9.72), the effects of impurities have to be analyzed separately.
η+ = η− = η. Solving equations (9.75) we obtain, in the coordinate system in

which 〈γ̂i γ̂ j 〉 is diagonal, the following expression for the nonzero components of
the susceptibility tensor:

χi i (T )

χP
= 1− 〈γ̂ 2

i 〉πT
∑

n

η2

ω2
n + η2

1√
ω2

n + η2 + Γi
, (9.76)

where Γi = (1− 〈γ̂ 2
i 〉)Γ.

We are particularly interested in the effect of disorder on the residual susceptibility
at zero temperature. In this limit, the Matsubara sum in Eq. (9.76) can be replaced
by a frequency integral, which gives

χi i (T = 0)

χP
= 1− 〈γ̂ 2

i 〉 + 〈γ̂ 2
i 〉Φ1

(
γi

η0

)
, (9.77)

where η0 = (π/eC )Tc is the gap magnitude at T = 0, and

Φ1(x) = 1− π

2x

(
1− 4

π
√

1− x2
arctan

√
1− x

1+ x

)
.

While the first two terms on the right-hand side of Eq. (9.77) represent the residual
susceptibility in the clean case, the last term describes the impurity effect. In a weakly-
disordered superconductor, using the asymptotics Φ1(x)  πx/4, we find that the
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Fig. 9.4 The residual susceptibility at T = 0 vs disorder strength for η+ = η−. The solid line
corresponds to the transverse components in the 2D case (χzz = χP and is disorder-independent),
the dashed line to the diagonal components in the 3D case

residual susceptibility increases linearly with disorder. In the dirty limit,Γ � η0, we
have Φ1(x)→ 1, therefore χi i (T = 0) approaches the normal-state value χP . For
the two simple band-structure models (2D and 3D) discussed earlier in this section,
the Fermi-surface averages can be calculated analytically, and we obtain the results
plotted in Fig. 9.4.

Thus we see that, similarly to spin-orbit impurities in a usual centrosymmetric
superconductor [48], scalar impurities in a noncentrosymmetric superconductor lead
to an enhancement of the spin susceptibility at T = 0. Since the interband contri-
bution is not sensitive to disorder, this effect can be attributed to an increase in the
intraband susceptibilities.
η+ = −η− = η. From Eqs. (9.74) and (9.75) we obtain the nonzero components

of the susceptibility tensor:

χi i (T )

χP
= 1− 〈γ̂ 2

i 〉πT
∑

n

η2

(ω̃2
n + η2)3/2 − Γ̂ 〈γ 2

i 〉η2
. (9.78)

We note that for a spherical 3D model with 〈γ̂ 2
i 〉 = 1/3 this expression has exactly

the same form as the susceptibility of the superfluid 3He-B in aerogel, see Refs. [41]
and [49].

At T = 0, the expression (9.78) takes the following form:

χi i (T = 0)

χP
= 1− 〈γ̂ 2

i 〉 + 〈γ̂ 2
i 〉Φ2

(
Γ

η

)
, (9.79)
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Fig. 9.5 The residual susceptibility at T = 0 vs disorder strength for η+ = −η−. The solid line
corresponds to the transverse components in the 2D case (χzz = χP and is disorder-independent),
the dashed line to the diagonal components in the 3D case

where

Φ2(x) = 1−
∫ ∞

ymin

dy

[
1− x

(y2 + 1)3/2

]
1

(y2 + 1)3/2 − x〈γ̂ 2
i 〉
,

and ymin = θ(x − 1)
√

x2 − 1. The last term on the right-hand side of Eq. (9.79)
describes the effect of impurities. According to Sect. 9.3.1, superconductivity is sup-
pressed above the critical disorder strength Γc = (π/2eC )Tc0. For a given Γ , one
should first obtain the gap magnitude from Eq. (9.37) and then calculate Φ2(x). In
the weak disorder limit, we have Φ2(x)  (3πx/16)(1 − 〈γ̂ 2

i 〉), i.e. the residual
susceptibility increases linearly with disorder. At Γ → Γc, we have Φ2(x) → 1
and χi i (T = 0)→ χP . The dependence of χi i (T = 0) on the disorder strength for
the 2D and 3D models is plotted in Fig. 9.5. As in the case η+ = η−, the residual
susceptibility is enhanced by impurities.

9.6 Conclusions

Scalar disorder in noncentrosymmetric superconductors causes anisotropic mixing
of the electron states in the bands split by the SO coupling. The critical temperature
is generally suppressed by impurities, but this happens differently for conventional
and unconventional pairing. For all types of unconventional pairing (which is defined
as corresponding to a non-unity representation of the crystal point group, with van-
ishing Fermi-surface averages of the gap functions), the impurity effect on Tc is
described by the universal Abrikosov-Gor’kov equation. The same is also true for cer-
tain types of conventional pairing, in particular the “protected” isotropic triplet state



9 Effects of Impurities in Noncentrosymmetric Superconductors 293

with η+ = −η−. Any deviation from the Abrikosov-Gor’kov curve, in particular,
an incomplete suppression of superconductivity by strong disorder, is a signature of
conventional pairing symmetry.

The impurity-induced mixing of singlet and triplet pairing channels makes the
magnetic response of noncentrosymmetric superconductors with the SO coupling
different from the centrosymmetric case. In an isotropic BCS-like model, the upper
critical field Hc2 is enhanced by disorder at all temperatures, the magnitude of the
effect depending on the SO coupling strength. In general, the effect of impurities on
the slope of Hc2 is sensitive to the pairing symmetry and the band structure.

Concerning the spin susceptibility, we found that scalar impurities in
noncentrosymmetric superconductors act similarly to spin-orbit impurities in cen-
trosymmetric superconductors, in the sense that they enhance the residual suscep-
tibility at T = 0. The quantitative details again depend on the band structure, the
anisotropy of the SO coupling, and the symmetry of the order parameter.

Most of the experimental work on noncentrosymmetric superconductors has been
done on CePt3Si. In this compound the Fermi surface is quite complicated and con-
sists of multiple sheets [24]. It is not known which of them are superconducting.
The order parameter symmetry is not known either, although there is experimental
evidence that there are lines of nodes in the gap [50–52]. The data on the impurity
effects are controversial. The experimental samples seem to be rather clean, with
the ratio of the elastic mean free path l to the coherence length ξ0 ranging from 4
(Ref. [1]) to 10–27 (Ref. [53]. There are indications that Tc is indeed suppressed
by structural defects and/or impurities in some samples [52]. On the other hand, the
values of both the critical temperature and the upper critical field in polycrystalline
samples [1] are higher than in single crystals [50]. This is opposite to what has been
observed in other unconventional superconductors and also disagrees with the theo-
retical predictions, assuming that the polycrystals are intrinsically more disordered
than the single crystals. In addition, the low-temperature behaviour of the penetra-
tion depth in disordered samples is unusual [52] and cannot be explained by existing
theoretical models. In order to resolve these issues, more systematic studies of the
disorder effects in a wide range of impurity concentrations are needed.
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Chapter 10
Vortex Dynamics in Superconductors Without
Inversion Symmetry

Corneliu F. Miclea, Ana-Celia Mota and Manfred Sigrist

Abstract In this chapter we give an overview on some recent experimental results on
vortex dynamics in the non-centrosymmetric superconductors CePt3Si and Li2Pt3B.
In both compounds the flux creep from a metastable vortex configuration is anom-
alously slow—slower than in any other superconductor. Additionally, Li2Pt3B shows
very strong avalanche-like flux release after waiting times of several hours at
millikelvin temperatures. Since critical currents are also low, the origin of these
properties cannot be simply attributed to conventional flux pinning by defects. We
speculate that both properties might be connected with crystalline twinning of the
samples. We show that twin boundaries in non-centrosymmetric superconductors
can host states with broken time reversal symmetry which can carry fractionally
quantized flux lines. These flux lines are strongly pinned to the twin boundaries such
that they impede the usual flux motion without affecting the critical current.

10.1 Introduction

Since a few years non-centrosymmetric superconductors that lack spatial inversion
symmetry have revealed several new properties which are discussed in the various
chapters of this book. In this chapter we will focus on the vortex dynamics and
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pinning properties in such materials, that exhibit unusual behaviors not observed in
other superconductors.

It is commonly observed in superconductors that a vortex phase in non-equilibrium
configurations moves towards equilibrium, unless vortices are prevented to move by
pinning due to defects in the material. If the pinning is strong, the critical current of
the superconductor, that is the minimal current able to move vortices, is high, and
the creep rate of vortices is low. For this reason high-field applications of supercon-
ductivity depend crucially on strong pinning. However, here we discuss the unusual
combination of extremely weak flux creep along with very weak critical currents in
the non-centrosymmetric superconductors CePt3Si and Li2Pt3B.

We study here the flux dynamics in these superconductors by observing the relax-
ation of the remnant magnetization trapped in the material in the critical state after a
magnetization cycle. In CePt3Si [1] and Li2Pt3B [2] the creep of flux lines from the
critical state, is weaker than in any other superconductor known up to date, and their
critical currents are also very low. This apparently contradictory fact indicates that
a novel pinning mechanism different from the well-known pinning by defects, such
as impurities or dislocations, may be at work in these non-centrosymmetric super-
conductors. This unusual behavior cannot simply be attributed to the antiferromag-
netic phase which coexists with superconductivity in the heavy fermion compound
CePt3Si, since the same kind of vortex behavior is found in the non-magnetic Li2Pt3B,
considered as a weakly correlated electron system.

10.2 Measuring Setup

Susceptibility and relaxation measurements were performed in a custom-built mixing
chamber of a dilution refrigerator. In this arrangement, the sample is placed inside the
mixing chamber in contact with the 3He−4 He dilute solution, and stays stationary in
the detection and field coils built in the walls of the mixing chamber. The schematic
structure of this arrangement is depicted in Fig. 10.1. Samples are introduced in the
measuring towers and sealed with a mixture of soap and glycerine. Residual fields
at the sample position are kept at less than 2 mOe by means of several cryoperm
shields in the helium bath. The field coils are designed to be used only in driven
mode (not persistent) and no superconducting shielding is used around them. Thus
inhomogeneities in either applied or residual fields in the cryostat have no influence
on the measurement.

For ac susceptibility measurements, an ac impedance bridge with a SQUID as a
null detector is used. The amplitude of the field can be varied in nine fixed steps from
0.07 to 33 mOe, and the excitation frequency can be chosen in four steps, from 16 to
160 Hz. For dc relaxation measurements a digital flux counter is used to record the
signal from the SQUID unit. Typically creep measurements are taken from 10 s after
removing the dc magnetic field to 2 × 104–5 × 104 s. Both flux dynamics and ac-
susceptibility are investigated in the same arrangement, in sequence, without altering
the sample position between measurements.
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Fig. 10.1 Schematic of the custom built mixing chamber

Specific heat measurements were done on a custom made platform built from Ag
foil suspended on nylon wires. The platform is installed in a dilution refrigerator and
the measurements are done using a quasi-adiabatic method in the temperature range
0.050 K ≤ T ≤ 5 K and magnetic fields up to H = 12 T.

10.3 CePt3Si

The sample investigated was cut and polished from a single crystal prepared using
the Bridgman technique in the group of E. Bauer at TU Wien. It has a mass of 140 mg
and is 4.6 × 2.65 × 1.05 mm3 in size, with the c-axis pointing along the 2.65-mm
direction. The magnetic field H was applied perpendicular to the c-axis, and in the
direction of the longest dimension. A refinement of the crystal structure of CePt3Si
from x-ray intensity data collected on a small piece cut from the same starting crystal,
shows twinning with a contribution of 87% of the main inversion twin component
[1]. In Fig. 10.2 we show the in-phase and out-of-phase magnetic susceptibility as a
function of temperature. It was measured with a field of 1.3 mOe and a low frequency
f = 80 Hz. The mid-point of the superconducting transition occurs at Tc= 0.45 K
with a width of ΔTc= 0.1 K. This value of the transition temperature agrees well
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Fig. 10.2 Temperature
dependence of the real
(circles) and the imaginary
(triangles) part of the ac
magnetic susceptibility
across the superconducting
phase transition

Fig. 10.3 Temperature
dependence of the real part
of the magnetic susceptibility
(left axis) together with the
specific heat devided by
temperature (right axis)

with the one reported by Takeuchi et al. [3] from specific heat measurements on
a high-quality single crystal. However, this value is substantially lower than the
Tc= 0.75 K reported for polycrystalline CePt3Si by Bauer et al. [4]. The origin of
the difference in the superconducting critical temperature between single crystal and
polycrystalline samples is unclear so far.

In Fig. 10.3 we show specific heat data taken on another piece cut from the same
starting single crystal. The antiferromagnetic transition at TN = 2.2 K, is clearly
visible. We also notice that across the antiferromagnetic transition, the ac suscep-
tibility, taken with the magnetic field perpendicular to the c-axis does not change,
since the antiferromagnetic moments in CePt3Si are aligned along the c-direction of
the tetragonal lattice [5].

Isothermal relaxation curves of the remnant magnetization, Mrem and magnetic
susceptibility were measured on the same single crystal in the same experimental
configuration. For each curve, the specimen is first zero-field-cooled to the desired
temperature, then the magnetic field is raised to a value high enough to drive the
sample to the Bean critical state. At this point, the field is removed and after it
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Fig. 10.4 Temperature
dependence of the total
remnant magnetization. The
dashed line is a linear fit to
the data. Inset The total
remnant magnetization at
T = 0.1 K and T = 0.2 K as
function of the external
magnetic field applied H
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reaches zero, the decay of the remnant magnetization is recorded with a quantum
flux counter for several hours. The time involved in rising and lowering the field is
controlled in each case, in order to keep eddy current heating at a minimum.

The Bean critical field Hs is determined at the lowest temperature of our inves-
tigation by measuring the total remnant magnetization as function of the external
magnetic field applied as shown in the inset of Fig. 10.4. In the Bean model, Hs

is the maximum external field that can be completely screened from the mid-plane
of a superconducting slab. It the applied field is twice the value of Hs or higher,
the remnant magnetization reached immediately after removing the field is constant.
This means that the whole sample is penetrated by vortices.

After each decay measurement, the specimen is heated above its critical tempera-
ture Tc, and the expelled flux is measured in order to determine Mrem at the beginning
of the decay, as the sum of the decayed flux plus the flux expelled during heating.
Values of Mrem as function of temperature are given in Fig. 10.4. The critical current
can be estimated from values of the Bean critical field Hs at each temperature and
the thickness of the sample perpendicular to the applied field. In the Bean model,
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Fig. 10.6 The normalized
relaxation rates S=
|∂ ln(Mrem)/∂ ln(t)| as
function of temperature
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Fig. 10.9 A typical
relaxation curve exemplified
for T = 400 mK. The
magnetic flux is measured as
it is expelled from the
sample at constant
temperature. After a certain
time (marked by arrows in
the figure), the sample is
gradually heated and driven
into the normal state. Inset:
Two relaxation regimes are
visible in the expanded scale
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flux density profiles are roughly linear in space with a slope proportional to jc [6].
We apply at all temperatures the field Hs which is determined at the lowest T of our
investigation, since Hs is reduced upon increasing temperature.

Figure 10.5 shows typical decays of the remnant magnetization of the CePt3Si
specimen at different temperatures. In the inset, a decay at 100 mK is shown in another
scale to illustrate the flux expulsion on heating above Tc. The logarithmic decays
are extremely weak. For example, at T = 200 mK, only 0.6% of the trapped flux
has decayed after 104 s. Common knowledge would suggest that this low creep rate
implies a very high critical current resulting from strong vortex pinning. However,
the critical current in CePt3Si is very low too, as will be discussed later on. In
Fig. 10.6 the normalized creep rates, S= |∂ ln(Mrem)/∂ ln(t)| for CePt3Si are given
in linear scale. We notice that they do not extrapolate to zero as expected for thermally
activated creep according to the Kim-Anderson theory. This could be a sign that a
small contribution originates from quantum tunneling of vortices.

10.4 Li2Pt3B

The polycrystalline specimen investigated was synthesized in an arc furnace utilizing
a two-step process similar to that outlined by Badica et al. [7, 8]. For the magnetic
measurements, a 0.225-mm thin slice, was cut and polished. The magnetic field
was applied perpendicular to its smallest dimension. From ac susceptibility data
taken with a field of 3 mOe at a frequency f = 80 Hz (Fig. 10.7) we determined the
midpoint of the superconducting transition of the Li2Pt3B sample at Tc= 3.07 K
with a transition width ofΔTc= 0.240 K. In the inset of Fig. 10.7 we show electrical
resistivity, ρ data around the superconducting transition measured using a standard
four-wire configuration in a 3He cryostat. ρ(T ) reaches zero at T = 3.05 K with a
transition width of ΔTc= 55 mK in close agreement with the susceptibility data.
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Fig. 10.10 Relaxation decays at different temperatures

From T = 60 K to just above Tc, the resistivity revealed typical metallic behavior
with a resistance ratio RRR= 2.

Vortex dynamics in Li2Pt3B was investigated in the temperature range 0.1 K ≤
T ≤ 2.8 K, in a similar way as described previously for CePt3Si. In Fig. 10.8 we show
data of Mrem as function of T and in the inset, Mrem at T = 0.100 K as a function
of cycling fields. For this specimen, the Bean critical state at T = 0.100 K is estab-
lished at a magnetic field Hs = 100 Oe. In this sample Mrem decreases monotoni-
cally upon increasing temperature following roughly a parabola which reaches zero at
T = 3.1 K, in agreement with the susceptibility, specific heat and resistivity measure-
ments.

Figure 10.9 shows a relaxation decay of the remnant magnetization from the Bean
critical state at T = 0.4K. The decay was measured for about 1.8×104 s.At that time
the sample was heated above Tc in order to account for the remaining flux which
had not decayed in the first 1.8 × 104 s. In the inset we show the same data in an
expanded scale. In the first 2.4 × 103 s the creep has a clearly defined logarithmic
time dependence with only about 0.5% of the total flux creeping out of the sample.
Around 2.4 × 103 s, an abrupt change in the logarithmic creep rate occurs, with a
logarithmic slope which is about four times higher. Indeed it seems as if at that time
vortices had overcome some barrier allowing flux lines to escape at a faster rate. We
observed clear avalanche-like behavior at all temperatures, except for relaxations
much below T = 0.400 K and above T = 2 K as can be seen in Fig. 10.10. In some
cases the logarithmic creep rate caused by the avalanche is up to 10 times higher
than the initial creep rate at the same temperature. These increased creep rates are
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Fig. 10.11 Comparison of
the normalized relaxation
rates S= |∂ ln(Mrem)/

∂ ln(t)| as function
of temperature for different
compounds in a log–log
representation
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also much higher than initial creep rates at temperatures close to Tc. This fact rules
out an increase of the temperature of the sample as the origin of the avalanches.
Concerning the lack of avalanches at T = 2 K and above, we notice that on increasing
the temperature the flux vortex density is reduced causing the different behavior. At
temperatures much below T ≈ 0.4 K, vortices move so slowly that our time of
observation might not be sufficient to detect an avalanche.

A comparison of initial relaxation rates of the two non-centrosymmetric supercon-
ductors CePt3Si and Li2Pt3B with two heavy fermion superconductors, UBe13 (time
reversal invariant phase) and PrOs4Sb12 (time reversal symmetry breaking phase)
[9] is shown in Fig. 10.11. In this figure we notice that the initial relaxation rates of
Li2Pt3B and of CePt3Si are very similar. However, they are by more than a factor
of 10 lower than the creep rates of UBe13 and about a factor of 4 lower than the
rates of PrOs4Sb12. It has been suggested [10] that the slow creep rate of PrOs4Sb12
might be connected with the apparent violation of time reversal symmetry in the
superconducting state inferred from zero-field μSR experiments [11].

It is interesting to relate the creep rates to the critical current. We can obtain a
rough estimate of the critical current from the values of the Bean critical field Hs

and the smallest dimension, d of the sample perpendicular to the field. In this model,
the critical current is related to Hs by the expression Hs = (1/2) jc/d.A comparison
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Fig. 10.12 Comparison of the normalized relaxation rates S= |∂ ln(Mrem)/∂ ln(t)| (left solid bar)
and the critical currents (right dashed bar) at T = 0.3 K for different compounds

of the creep rates and critical currents at T = 300 mK for the same superconductors
shown in Fig. 10.11 is given in Fig. 10.12.

In our comparison, UBe13 has a high creep rate accompanied by a relatively
large critical current. PrOs4Sb12 whose superconducting phase breaks time reversal
symmetry, has a critical current comparable to UBe13 but a low creep rate. In contrast,
the non-centrosymmetric heavy fermion superconductor CePt3Si looks highly anom-
alous with a very weak creep rate as well as very small critical current. The critical
current in Li2Pt3B is not as low as in CePt3B but still low considering its very
low creep rate. One possible reason for the relatively enhanced critical current in
Li2Pt3B might be the fact that the samples of UBe13, PrOs4Sb12 and CePt3B were
single crystals, while samples of LiPt3B are here polycrystalline.

10.5 Are Twin Boundaries the Origin of the Anomalous
Vortex Dynamics?

In this section we would like to consider a particular aspect of non-centrosymmetric
superconductors which is possibly relevant for the understanding of the experimental
findings on their vortex dynamics. A crystal lattice without inversion center can be
reached from a centrosymmetric crystal by displacing certain atoms, e.g. moving
certain atoms out of a symmetry plane and so destroying the mirror symmetry of this
plane, as depicted in Fig. 10.13.

Since there are in this case two ways of displacing these atoms, up or down, there
are two degenerate forms of the same non-centrosymmetric crystal, related by the
mirror operation at the plane (Fig. 10.13). It is, thus, possible to encounter twinning
in such a crystal, i.e. both “twin domains” are present separated by twin boundaries.
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Fig. 10.13 Degenerate twins of non-centrosymmetric tetragonal crystal. The red atom can be moved
up or down along the c-axis to remove the mirror symmetry with respect of the basal plane. The
blue shaded plane marks the twin boundary between domains of the two twin crystals

10.5.1 Twin Boundary States

The superconducting phase is strongly influenced by the antisymmetric spin-orbit
coupling induced by the non-centrosymmetricity of the crystal. We may now ask how
the superconducting state is changed at a twin boundary (see Chapter by Mineev and
Sigrist in this book). The pairing state in the non-centrosymmetric superconductor
has mixed parity and may be expressed through a gap function which, in the simplest
case, can be given by

Δ̂k=
{
ψ(k)+ d(k) · σ̂}

i σ̂y (10.1)

where ψ(k) is an even function of k, the even-parity component, and d(k) ∝
ψ(k)γ (k), as an odd function of k, is the odd-parity component. Here γ (k) is the
vector entering the anisotropic spin-orbit coupling in the Hamiltonian:

∑
k,s,s′ γ (k) ·

σss′c
†
kscks′ . We may assume a situation like in CePt3Si with the point group C4v

which has two types of domains, characterized by a Rashba-type spin-orbit coupling
of opposite sign. In the two twin domains, A and B, the mixed-parity state is then
different,

Δ̂k,A= eiφA
{
ψ(k)+ d(k) · σ̂}

i σ̂y (10.2)

and

Δ̂k,B = eiφB
{
ψ(k)− d(k) · σ̂}

i σ̂y . (10.3)

The relative sign between the even- and odd-parity components of ΔA and ΔB is
opposite. Through the twin boundary the two gap functions have to change smoothly
into each other over a length scale comparable to the coherence length. The phase
φA,B plays an important role when the two gap functions are matched at a twin
boundary. The matching conditions are influenced by the relative magnitude of the
even- and odd-parity components. The phase difference φ=φB − φA between two
twin domains is φ= 0, if the even-parity component is dominating (〈|ψ(k)|〉k �
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Fig. 10.14 Schematic phase
diagram of matching phase
φ=φB − φA for the ratio
Reo=〈|d(k)|〉k/〈|ψ(k)|〉k.
The range of the twin
boundary state violating
time reversal symmetry is
widening with lowering
the temperature

〈|d(k)|〉k), and φ=π , in the opposite limit. The question arises how the phase φ
evolves, if we change continuously between the two limits. Iniotakis et al. have shown
[12] that in a certain range φ changes continuously between 0 and π, as shown in
the phase diagram in Fig. 10.14. This leads to a special twin boundary state with
φ 	= 0, π , which breaks time reversal symmetry. Therefore we find two degenerate
states in this case, connected by the time reversal operation, φ= γ and φ= −γ (0 <
γ < π).

On such a twin boundary it is possible to create a line defect separating the
two types of twin-boundary states. It can be shown that such a line defect carries
a magnetic flux which is different from a multiple of a standard flux quantum
Φ0= hc/2e:

Φ

Φ0
= n ± γ

π
(10.4)

where the sign depends on which of the two line defects we are looking at (γ →
−γ or − γ → γ ). It is obvious that two neighboring line defects are of opposite
type such that the total flux

Φ =Φ1 +Φ2=Φ0

{
n1 + γ

π
+ n2 − γ

π

}
=Φ0(n1 + n2), (10.5)

adds up to an integer multiple of Φ0 [10]. Thus, conventional vortices could decay
on such a twin boundary into two fractionally quantized vortices with 0 < Φ1, Φ2 <

Φ0 and Φ1 +Φ2=Φ0.
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10.5.2 Influence on Vortex Dynamics

The described fractional vortices can only exist at twin boundaries and can only
be removed by recombining into conventional vortices. A twin boundary decorated
with many fractional vortices would then act as a fence preventing vortices from
easy passage. It has been argued that such a configuration could be a severe imped-
iment to flux motion [12]. Flux lines encircled by such twin boundaries would be
prevented from escaping. Thus the flux creep should be small in samples with a large
density of twin boundaries. On the other hand, the critical current density jc which
is connected with the slope in the Bean profile of the vortex distribution is governed
by the standard vortex pinning by defects and is, thus, unrelated to the barrier effect
of the twin boundaries. Estimates of the critical current based on the value of the
remnant magnetization may overestimate jc, since twin boundaries would keep more
flux inside the superconductor than predicted based on the simple Bean profile.

These arguments would essentially be sufficient to explain the basic experimental
findings in CePt3Si which has low flux creep and small critical current, two features
only seemingly in conflict. In Li2Pt3B there is an additional effect, i.e. the avalanche
of flux decay after a certain longer period of time. Does the fence of fractional flux
lines on twin boundaries allow for such an effect? Actually, we can argue that the
barrier effect of the twin boundary depends on the density of vortices piling up on
one side. This density also determines the density of the fractional flux quanta. For
a sufficiently high density, the fractional vortices approach each other close enough
to recombine and so loose their strong pinning. Then the barrier opens and allows a
large amount of flux to escape suddenly.

Such a condition may not be realized immediately after the external field has been
turned off and a Bean critical state is reached which decays slowly in time. Only if
the encircled flux lines have rearranged themselves after some time in a way that the
density of vortices at the barriers has increased sufficiently, then the flux lines will
suddenly be able to escape through the barrier. Obviously this effect needs a high
density of vortices as it can be reached more easily at low temperatures with a high
remnant magnetization. This may be the reason that the avalanche feature disappears
at higher temperatures in Li2Pt3B.

A similar type of scenario was in the past suggested for superconductors with
broken time reversal symmetry, where fractional vortices can appear on domain
walls separating superconducting phases of opposite chirality and leading to a similar
quench of the flux creep rate without affecting the critical current [10]. Such effects
have been reported for U1−x Thx Be13 (0.2 < x0.45) and UPt3 which both show a
superconducting double transition where it is assumed that time reversal symmetry
is broken at the second transition coinciding with a drastic decrease of creep rate
[13, 14]. In contrast, in UBe13, which does neither have a second transition nor signs
of broken time reversal symmetry, no unusual drop of the flux creep rate has been
observed.



310 C. F. Miclea et al.

10.6 Conclusion

The anomalously low flux creep rate in Li2Pt3B and CePt3Si which, counterin-
tuitively, is not correlated with a large critical current, is an extraordinary feature
observed in the two non-centrosymmetric superconductors CePt3Si and Li2Pt3B.
Note that in CePt3Si superconductivity coexists with antiferromagnetic order whose
influence, if any, on vortex pinning is not clear so far. On the other hand, the novel
flux dynamics in Li2Pt3B cannot be attributed to any magnetic order coexisting with
superconductivity. In this chapter we addressed the question whether the origin of this
extraordinary behavior is specific to non-centrosymmetric superconductors. Obvi-
ously the traditional pinning of individual vortices at impurities and other lattice
defects would not be sufficient to account for the whole set of properties. Twin
boundaries which should in principle be present in non-centrosymmetric crystals
may provide a possible consistent explanation through novel flux line defects sitting
on twin boundaries. This scenario is speculative and has not been tested directly
so far. One type of test could be the direct observation of fractional vortices on
twin boundaries. Another test could address the sample “quality” in the sense that
one would influence the presence or the density of twin boundaries. This is more
difficult in the case of non-centrosymmetric crystals, as twin domains do not directly
couple to uniform uniaxial strain. The definite understanding of the anomalous vortex
dynamics indeed needs additional experiments.
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Chapter 11
Properties of Interfaces and Surfaces in
Non-centrosymmetric Superconductors

Matthias Eschrig, Christian Iniotakis and Yukio Tanaka

Abstract Tunneling spectroscopy at surfaces of unconventional superconductors
has proven an invaluable tool for obtaining information about the pairing symmetry.
It is known that mid-gap Andreev bound states manifest themselves as zero-bias
conductance peaks in tunneling spectroscopy. The zero-bias conductance peak is
a signature for a non-trivial pair potential that exhibits different signs on different
regions of the Fermi surface. Here, we review recent theoretical results on the spec-
trum of Andreev bound states near interfaces and surfaces in non-centrosymmetric
superconductors. We introduce a theoretical scheme to calculate the energy spectrum
of a non-centrosymmetric superconductor. Then, we discuss the interplay between
the spin-orbit vector field on the Fermi surface and the order parameter symmetry. The
Andreev states carry a spin supercurrent and represent a helical edge mode along the
interface. We study the topological nature of the resulting edge currents. If the triplet
component of the order parameter dominates, then the helical edge mode exists. If,
on the other hand, the singlet component dominates, the helical edge mode is absent.
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A quantum phase transition occurs for equal spin singlet and triplet order parameter
components. We discuss the tunneling conductance and the Andreev point-contact
conductance between a normal metal and a non-centrosymmetric superconductor.

11.1 Introduction

In this chapter, we will discuss the surface and interface properties of non-centro-
symmetric superconductors [47] focusing on the Andreev conductance. Since the
early sixties tunneling spectroscopy has played an important role in gathering infor-
mation about the gap function of conventional superconductors [1]. In the context of
unconventional superconductivity tunneling spectroscopy appeared as an important
tool to probe the internal phase structure of the Cooper pair wave functions [2, 3]. Sur-
face states with sub-gap energy, known as Andreev bound states (ABS) [4–8] provide
channels for resonant tunneling leading to so-called zero-bias anomalies in d I/dV .
Zero-bias anomalies observed in high-temperature superconductors showed the pres-
ence of zero-energy bound states at the surface, giving strong evidence for d-wave
pairing [2–6]. Similarly the tunneling spectrum observed in Sr2RuO4 is consistent
with the existence of chiral surface states as expected for a chiral p-wave super-
conductor [9–12]. Zero bias conductance peaks due to Andreev bound states have
been observed in numerous experiments, e.g. in high-Tc cuprates [13–17], Sr2RuO4
[18–20], UBe13 [21], CeCoIn5 [22], the two dimensional organic superconductor κ-
(BEDT-TTF)2Cu[N(CN)2]Br [23] and PrOs4Sb12 [24]. Andreev bound states have
also been observed in the Balian-Werthammer phase of superfluid 3He [25]. The
study of Andreev bound states in unconventional superconductors and superfluids
has emerged as an important phase sensitive probe.

In Sect. 11.2 we present the theory for Andreev spectroscopy using Bogoliubov
wave function technique in Andreev approximation. Starting with superconductors
exhibiting d-wave or p-wave pairing, we proceed with non-centrosymmetric super-
conductors. In Sect. 11.3, we develop the theoretical tools for describing Andreev
spectroscopy in non-centrosymmetric superconductors in the framework of Nambu-
Gor’kov Green’s functions within the quasiclassical theory of superconductivity.

11.2 Andreev Spectroscopy in Unconventional Superconductors

11.2.1 Andreev Conductance in s- and d-Wave Superconductors

We discuss first the example of zero-bias resonant states at the interface of a normal
metal/spin-singlet d-wave superconductor junction. In general, the pair potential can
be expressed in terms of two coordinates, x and x′, asΔ(x, x′). In uniform systems it
only depends on the relative coordinate x − x′, and a Fourier transform with respect
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to this relative coordinate yields �(k) with relative momentum k. For illustrative
purposes, we assume in the following a cylindrical Fermi surface and concentrate
on two-dimensional systems. The pair potential for spin-singlet d-wave pairing is
�(θ) = �0 cos(2θ), with eiθ = (kx + iky)/| k |, while the corresponding spin-
singlet s-wave pair potential is isotropic,�(θ) = �0. The bulk quasiparticle density
of states normalized by its value in the normal state is given by

ρB(E) = 1

π

π∫
0

dθρ0

(
E,�(θ)

)
, ρ0

(
E,�(θ)

)
= E√

E2 −�2
0 cos2(2θ)

. (11.1)

For a spin-singlet d-wave superconductor this quantity behaves linearly at low
energies, ρ(E) ∝ |E |. As shown below if the angle between the interface nor-
mal and the lobe direction of the d-wave pair potential has a nonzero value α with
0 < α < π/2, then the resulting tunneling conductance has a zero bias conductance
peak.

The Andreev conductance, σT(E), for a normal metal/insulator/spin singlet
s-wave superconductor junction is described by the model of Blonder, Tinkham,
and Klapwijk (BTK) [26]. Within this model, σT(E) at zero temperature is given by

σT(E) ∝
∑

θ

(
1+ | a(E, θ) |2 − | b(E, θ) |2

)
(11.2)

where a(E, θ), and b(E, θ) are probability amplitude coefficients for Andreev reflec-
tion and for normal reflection, respectively. We apply the BTK model in the following
to the case of spin-singlet d-wave pairing.

We assume that the Fermi energy EF is much larger than | �(θ) |, such that the
Andreev approximation can be applied to the Bogoliubov wave functions. For sim-
plicity, we also assume equal effective masses and Fermi momenta in the normal
metal and in the superconductor. The spatial dependence of the pair potential is cho-
sen to be�(θ)
(x) (with the Heaviside step function
). The insulating barrier at the
atomically clean interface is modeled by a δ-function potential, V (x) = Hδ(x). Since
the momentum parallel to the interface is conserved, the two component Bogoliubov
wave function is given in Andreev approximation by

�(θ, x) =
(

u+(θ, x)
v+(θ, x)

)
exp(ikFx cos θ)+

(
u−(θ, x)
v−(θ, x)

)
exp(−ikFx cos θ)

(11.3)
where u j (θ, x) and v j (θ, x) with j ∈ {+,−} obey the Andreev equations

Eu j (θ, x) =−
[ i�2σ j kF cos θ

m

d

dx
− Hδ(x)

]
u j (θ, x)+�(θ j )
(x)v j (θ, x),

Ev j (θ, x) =
[ i�2σ j kF cos θ

m

d

dx
− Hδ(x)

]
v j (θ, x)+�∗(θ j )
(x)u j (θ, x),

(11.4)
with σ+ = 1, θ+ = θ, and σ− = −1, θ− = π − θ . For a d-wave superconductor
the corresponding effective pair potentials �(θ±) are given by
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�(θ+) = �0 cos(2θ − 2α), �(θ−) = �0 cos(2θ + 2α), (11.5)

where the angle between the interface normal and the lobe direction of the d-wave
pair is α. The wave functions u±(θ, x) and v±(θ, x) resulting from Eqs. (11.4) are
obtained from the ansatz

(
u+(θ, x)
v+(θ, x)

)
=

⎧⎪⎪⎨
⎪⎪⎩

(
1
0

)
exp(iδx)+ a(E, θ)

(
0
1

)
exp(−iδx) x < 0,

c(E, θ)

(√
(E ++)/2E

exp(−iφ+)
√
(E −+)/2E

)
exp(i γ+ x) x > 0,

(11.6)

(
u−(θ, x)
v−(θ, x)

)
=

⎧⎪⎪⎨
⎪⎪⎩

b(E, θ)

(
1
0

)
exp(−iδx) x < 0,

d(E, θ)

(
exp(iφ−)

√
(E −−)/2E√

(E +−)/2E

)
exp(i γ− x) x > 0,

(11.7)
where we used the abbreviations

δ = Em

�kF cos θ
, γ± = Ω±m

�kF cos θ
, Ω± =

√
E2 −�2(θ±), exp(iφ±) = �(θ±)

| �(θ±) | .
(11.8)

With the help of appropriate boundary conditions,

�(θ, x) |x=0−= �(θ, x) |x=0+

d

dx
�(θ, x)

∣∣∣
x=0+
− d

dx
�(θ, x)

∣∣∣
x=0−

= 2m H

�2 �(θ, x)
∣∣∣
x=0+

(11.9)

one obtains a(E, θ), b(E, θ), c(E, θ), and d(E, θ). The resulting conductance is

σT(E) =
(∫ π/2
−π/2 dθD(θ)σR(E, θ) cos θ

)
(∫ π/2
−π/2 dθD(θ) cos θ

) ,

with the angular resolved Andreev conductance

σR(E, θ) = 1+ D(θ) | �+ |2 −R(θ) | �+�− |2
| 1− R(θ)�+�− exp[i(φ− − φ+)] |2 , (11.10)

where �± = (E −Ω±)/|�(θ±) |. The quantities D(θ) and R(θ) above are trans-
mission and reflection probabilities given by

D(θ) = 4 cos2 θ/(4 cos2 θ + Z2), R(θ) = 1− D(θ),

with injection angle θ and Z = 2m H/�2kF [2]. Choosing �(θ±) = �0 reproduces
the BTK formula for an s-wave superconductor. Typical line shapes of σT(eV ) with
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Fig. 11.1 a Andreev conductance for an s-wave superconductor for various barrier heights,
a Z = 0, b Z = 1 and c Z = 5. b Andreev conductance for a d-wave superconductor for
Z = 5, and various surface alignment angles, a α = 0, b α = 0.125π and c α = 0.25π

eV = E for s-wave and d-wave superconductors are shown in Fig. 11.1. The d-wave
case is shown in Fig. 11.1(b). As can be seen there, if the angle α deviates from
0, the resulting dI/dV has a zero bias conductance peak (ZBCP) (curves b and c);
the only exceptional case is α = 0, as shown in curve a. The width of the ZBCP is
proportional to D, while its height is proportional to the inverse of D. The origin of this
peak are mid-gap Andreev bound states (MABS). The condition for the formation of
Andreev bound states at the surface of an isolated d-wave superconductor (D→ 0)
is expressed by

1 = �+�− exp[i(φ− − φ+)]. (11.11)

At zero energy�+�− = −1 is satisfied, and consequently a MABS appears, provided
exp [i(φ+ − φ−)] = −1. For this case, on the superconducting side of the interface
the injected electron and the reflected hole experience a different sign of the pair
potential. For α = π/4, there is a MABS independent of the injection angle. In this
case, the energy dispersion of the resulting ABS, Eb, is given by

Eb = 0. (11.12)

Finally, we comment on the effects of order-parameter suppression near a surface
or interface in a d-wave superconductor. In Fig. 11.2 we reproduce a self-consistent
solution for a layered d-wave superconductor, showing that a strong order-parameter
suppression is always present for α = π/4, whereas for α = 0 in the tunneling limit
the order-parameter suppression can be neglected. The corresponding local density
of states at the interface is shown in Fig. 11.2(b) and (d). The interface is modeled
by a δ-potential as above, with a transmission D(θ) = D0 cos2 θ/(1 − D0 sin2 θ),
and the parameter D0 is related to Z via D0 = 1/[1+ (Z/2)2].
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Fig. 11.2 a, c order parameter amplitude and b, d local density of states at the interface for a layered
d-wave-superconductor/normal-metal junction. a, b α = 0, c, d α = π/4. The interface is at x = 0.
The curves are for the indicated transmission coefficients D0. The temperature is T = 0.3Tc, and
the mean free path � = 10ξ0. After Ref. [27]

11.2.2 Andreev Conductance in Chiral p-Wave Superconductor

In this section, we discuss the Andreev conductance of a normal metal/chiral p-wave
superconductor junction. There is evidence supporting the realization of spin-triplet
pairing with broken time reversal symmetry in the superconducting state of Sr2RuO4
[28, 29, 30, 31, 32, 33, 34, 35, 36]. A possible pairing symmetry is given by two-
dimensional (in the kx − ky plane) chiral p-wave pairing, where the pair potentials
are given by �↑,↑ = �↓,↓ = 0,�↑,↓ = �↓,↑ = �0 exp(iθ). In the following, θ is
measured from the interface normal. In the actual sample, the presence of chirality
may produce chiral domain structures. A recent experiment is consistent with the
presence of chiral domains [37]. Also, there are several theoretical proposals to detect
chiral domain structures [38, 39]. Here, for simplicity, we consider a single domain
chiral p-wave superconductor.

Since the z-component of the Cooper pair spin is zero, we can also use Eq. (11.10)
to obtain the Andreev conductance for normal metal/chiral p-wave superconductor
junctions. Before discussing the Andreev conductance, we first consider the bulk
local density of states (LDOS) of a chiral p-wave superconductor. In contrast to the
spin-singlet d-wave pairing case, ρ0(E,�(θ)) in Eq. (11.1) is given by

ρ0(E,�(θ)) = E/
√

E2 −�2
0.

It has a fully gapped density of states as in the spin-singlet s-wave case.
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Fig. 11.3 a Andreev conductanceσT for a chiral p-wave superconductor, for various barrier heights,
a Z = 0, b Z = 1 and c Z = 5. b Andreev conductance for a chiral p-wave superconductor in the
presence of a magnetic field for Z = 5. The magnetic fields for the various curves are a H = 0,
b H = 0.2H0 and c H = 0.4H0, d H = −0.2H0 and e H = −0.4H0

We now discuss the condition when an ABS is formed at the surface of an isolated
chiral p-wave superconductor. The bound-state condition is given by [9, 10, 11]

E +
√

E2 −�2
0 = −

(
E −
√

E2 −�2
0

)
exp(−2iθ), (11.13)

showing that the bound-state level Eb satisfies

Eb(θ) = �0 sin θ. (11.14)

Note that the ABS has a dispersion different from that in the d-wave case with
α = π/4. The presence of the edge state with a dispersion induces a spontaneous
dissipationless current.

As in the previous section we consider the Andreev conductance σT(E) in a
normal metal/chiral p-wave superconductor junction, which is shown in Fig. 11.3(a).
As can be seen, for Z = 0, the line shape of the conductance is identical to that of a
spin-singlet s-wave superconductor (see curve a), whereas with increasing Z a zero
bias conductance peak emerges (curves b and c). The resulting ZBCP is broad in
contrast to the spin-singlet d-wave case due to the fact that the position of the ABS
depends on the injection angle θ according to Eq. (11.14) [9, 10]. The presence of
the ABS has been confirmed by tunneling experiments [18–20].

Next we consider the situation where a magnetic field H is applied in z-direction,
perpendicular to the two-dimensional superconducting planes, which induces a
shielding current along the interface (we consider the interface normal in x-direction).
When the penetration depth for the chiral p-wave superconducting material is much
longer than the coherence length, the vector potential can be approximated as
A(r) = [0, Ay(x), 0] with Ay(x) = −λm H exp(−x/λm), where λm is the penetra-
tion depth. In the following we consider the situation where Landau level quantization
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can be neglected. Then the quasiclassical approximation can be used. The applied
magnetic field shifts the quasiparticle energy E to E + H�0 sin φ/H0 with H0 =
h/(2eπ2ξλm) and ξ = �

2kF/(πm�0) [40]. The resulting tunneling conductance for
various magnetic fields is plotted in Fig. 11.3(b). As is seen, σT(E) is enhanced for
positive H, while it is reduced for negative H. This can be roughly understood by
looking at the bound-state levels. In the presence of H, the bound-state energy can
be expressed by

Eb(θ) = �0(1− H/H0) sin θ ∼ �0(1− H/H0)ky/kF. (11.15)

The contribution of the Andreev bound state to the conductance enters via a term
δ(E − Eb(θ)), which is proportional to 1/|dEb(θ)/dθ |. It is clear that the slope of
the dispersion around θ = 0 is reduced for positive H, leading to an enhancement of
the numerator in Eq. (11.10) around θ = 0, where the bound states are close to zero
energy. On the other hand, for negative H, the height of the ZBCP is reduced since
the slope of the curve of Eb around zero energy becomes steeper [12].

In p-wave superconductors self-consistency of the order parameter and impurity
effects can be of importance. In Fig. 11.4 we show self-consistent order parameters
and Andreev spectra at a surface of a layered p-wave superconductor. In addition to
the bulk kx + iky component a subdominant kx − iky component is stabilized within
a few coherence lengths (ξ0 = vF/2πkBTc) near the surface. The full lines are results
assuming a mean free path of � = 10ξ0 everywhere. When replacing the mean free
path in a surface layer (gray shaded region in Fig. 11.4) by � = 0.3ξ0, we obtain the
results shown as dashed lines. In contrast to the first case, for the second case both
order parameter components are strongly suppressed near the surface. The presence
of an increased scattering in a surface layer also modifies the form of point contact
spectra and the tunneling conductance as seen in the insets of Fig. 11.4. In contrast
to the surface density of states which for a clean surface is constant in energy, the
tunneling conductance shows a broad peak similar as in Fig. 11.3, which is however
reduced in height for a self consistent order parameter [42].

Finally, we would like to comment on the observation that the above edge state is
topologically equivalent to that of a quantum Hall system. In a quantum Hall system
it is established that the edge channel supports the accurate quantization of the Hall
conductance σH, which is related to a topological integer [43, 44]. In the edge state of
a chiral p-wave superconductor, such a topological number can be also defined [45,
46]. For this case, the edge state is topologically protected by the bulk energy gap
�0. The topological properties of the electronic states have been attracting intensive
interest in condensed matter physics. In Sect. 11.2.3.3 we will return to this question
in connection with non-centrosymmetric superconductors. Before that, we discuss
in the following section theoretical predictions for the Andreev conductance spectra
for non-centrosymmetric superconductors.
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Fig. 11.4 Self-consistent
order parameter near a
surface of a layered p-wave
superconductor. Full lines
are for mean free path
�mfp = 10ξ0 everywhere;
dashed lines are for a
shortened �mfp = 0.3ξ0 in
the gray shaded region, and
�mfp = 10ξ0 else. The
calculations are for
T = 0.1Tc. Insets: point
contact spectra for fully
transparent interface
(bottom) and tunneling
conductance (D0 = 0.05)
(top). After Ref. [41]
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11.2.3 Andreev Conductance in Non-centrosymmetric
Superconductors

Non-centrosymmetric superconductors such as CePt3Si are a central topic of
current research [47, 48]. Two-dimensional non-centrosymmetric superconductors
are expected, e.g., at interfaces and/or surfaces due to a strong potential gradients.
An interesting example is superconductivity at a LaAlO3/SrTiO3 interface [49, 50].
In non-centrosymmetric materials spin-orbit interaction becomes very important.
Frigeri et al. [48] have shown that the (px ± i py)-pairing state has the highest
Tc within the triplet channel in CePt3Si. It has been shown that singlet (s-wave)
and triplet (p-wave) pairing is mixed, and several novel properties related to that
mixing, such as a large upper critical field beyond the Pauli limit, have been focused
on [48]. On the other hand, a pure (px ± i py)-pairing state has been studied as a
superconducting analogue of a quantum spin Hall system [51–53]. Therefore, it is
an important and urgent issue to study the spin transport properties of the NCS
superconductors from a topological viewpoint.

In this section, we discuss charge and spin transport in non-centrosymmetric
superconductors [54]. We concentrate on non-centrosymmetric superconductors with
time-reversal symmetry, where a spin-triplet (px ± i py)-wave and a spin-singlet
s-wave pair potential can mix with each other, similar as discussed in the last section.
We show that when the amplitude of the (px ± i py)-wave component is larger
than that of the s-wave component, then the superconducting state belongs to a
topologically nontrivial class analogous to a quantum spin Hall system, and the
resulting helical edge modes are spin-current-carrying Andreev bound states that
are topologically protected. Below, we study Andreev reflection [55] at low energy,
which is determined mostly by the helical edge modes, and find the spin polarized
current flowing through an interface as a function of incident angle. When a magnetic
field is applied, even the angle-integrated current is spin polarized.



322 M. Eschrig et al

11.2.3.1 Andreev Bound States

We start with the Hamiltonian of a non-centrosymmetric superconductor

ĤS =
(

H (k) � (k)
−�∗ (−k) −H∗ (−k)

)

with H(k) = ξk + g(k) · σ , g(k) = λ(x̂ky − ŷkx ), ξk = �
2k2/(2m) − μ. Here,

μ,m, σ and λ denote chemical potential, effective mass, Pauli matrices and coupling
constant of Rashba spin-orbit interaction, respectively [48]. The pair potential�(k)
can be decomposed into triplet and singlet parts,

�(k) = [d(k) · σ + ψ(k)]iσy . (11.16)

We consider here d(k) = �p(x̂ky − ŷkx )/ | k | for the spin-triplet component [48],
and ψ(k) = �s for the spin-singlet component, with �p ≥ 0 and �s ≥ 0. The
superconducting gaps�1 = �p +�s and �2 = | �p −�s | open for the two spin-
split energy bands, respectively, in the homogeneous state [56]. As we show below,
surface states are crucially influenced by the relative magnitude between�p and �s .

Let us consider the wave functions, focusing on those for ABS localized at the
surface. Consider a two-dimensional semi-infinite superconductor for x > 0 where
the surface is located at x = 0. The corresponding wave function is given by [57]

�S(x) = eiky y
[
c1ψ1eiq+1x x + c2ψ2e−iq−1x x + c3ψ3eiq+2x x + c4ψ4e−iq−2x x

]
,

q±j x = k±j x ± (k j/k±j x )

√
(E2 −�2

j )/(λ
2 + 2�2μ/m), (11.17)

with j ∈ {1, 2}, and k+jx = k−jx = kjx for |ky | ≤ k j and k+jx = −k−jx = kjx for |ky | >
k j . Here,

k1(2) = ∓mλ/�2 +
√
(mλ/�2)2 + 2mμ/�2 (11.18)

are the Fermi momenta of the small (large) Fermi surface (the upper sign holds for
k1), and k j x = (k2

j − k2
y)

1/2 denotes the x component of the Fermi momentum k j .
The wave functions are given by

ψ1 =

⎛
⎜⎜⎝

u1
−iα−1

1 u1

iα−1
1 v1
v1

⎞
⎟⎟⎠ , ψ2 =

⎛
⎜⎜⎝

v1
−i α̃−1

1 v1

i α̃−1
1 u1
u1

⎞
⎟⎟⎠ , ψ3 =

⎛
⎜⎜⎝

u2
iα−1

2 u2

iγα−1
2 v2
−γ v2

⎞
⎟⎟⎠ , ψ4 =

⎛
⎜⎜⎝

v2
i α̃−1

2 v2

iγ α̃−1
2 u2
−γ u2

⎞
⎟⎟⎠

with γ = sgn(�p −�s). In the above,

u j =
√(

E +
√

E2 −�2
j

)
/2E, v j =

√(
E −
√

E2 −�2
j

)
/2E, (11.19)
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and α1 = (k+1x − iky)/k1, α2 = (k+2x − iky)/k2, α̃1 = (−k−1x − iky)/k1, and α̃2 =
(−k−2x − iky)/k2. Finally, E is the quasiparticle energy measured from the Fermi
energy. By postulating �S(x) = 0 at x = 0, we can determine the ABS.

The bound-state condition can be expressed by

√
(�2

1 − E2)(�2
2 − E2) = 1− ζ

1+ ζ (E
2 + γ�1�2), (11.20)

ζ =
{

sin2[ 12 (θ1+θ2)]
cos2[ 12 (θ1−θ2)] for | θ2 |≤ θc

1 for θc <| θ2 |≤ π/2,
(11.21)

with ζ ≤ 1, cos θ1 = k1x/k1 and cos θ2 = k2x/k2. The critical angle θc is defined as
arcsin(k1/k2). For λ = 0, Eq. (11.20) reproduces the previous results [56]. As seen
from Eq. (11.20), a zero energy ABS is only possible for | θ2 |≤ θc and γ = 1, i.e.
�p > �s . This ABS corresponds to a state in which a localized quasiparticle can
move along the edge. The energy level of this edge state depends crucially on the
direction of the motion of the quasiparticle. The inner gap edge modes are absent
for large magnitude of ky , i.e. large θ2. In this case, k1x becomes a purely imaginary
number due to the conservation of the Fermi momentum component parallel to
the surface. The parameter regime where the edge modes survive is reduced with
increasing λ. However, as far as we concentrate on normal injection, the edge modes
survive as midgap ABS [2, 5] irrespective of the strength of λ. If we focus on the
low-energy limit, the ABS energy can be written as

E = ±�p

(
1− �2

s

�2
p

)
k1 + k2

2k1k2
ky, (11.22)

with �s < �p for any λ with small magnitude of ky . For �s ≥ �p, the ABS
vanishes since the value of right hand side of Eq. (11.20) becomes negative due to
the negative sign of γ for | E |< �1 and | E |< �2.

It should be remarked that the ABS under consideration does not break time
reversal symmetry, since the edge currents carried by the two partners of the Kramers
doublet flow in opposite directions. Thus they can be regarded as helical edge modes,
with the two modes related to each other by a time reversal operation.

11.2.3.2 Charge and Spin Conductance

Now we turn to transport properties governed by the ABS in NCS superconductors
[58–61]. First, we point out that the spin Hall effect, i.e., the appearance of the
spin Hall voltage perpendicular to the superconducting current, is suppressed by
the compressive nature of the superconducting state by the factor of (kFλm)

−2 (kF:
Fermi momentum, λm: penetration depth) [45, 46]. Instead, we will show below
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that spin transport through the junction between a ballistic normal metal at x < 0
and a NCS superconductor, i.e., through a N/NCS junction, can be enhanced by the
Doppler effect during Andreev reflection. The Hamiltonian ĤN of N is given by
putting �(k) = 0 and λ = 0 in ĤS. We assume an insulating barrier at x = 0,
expressed by a delta-function potential Uδ(x).

The quantities of interest are the angle-resolved spin conductance fS(θ) and
charge conductance fC(θ) defined by [62]

fS(θ) = 1

2

[∑
σ,ρ

sρ(| aσ,ρ |2 − | bσ,ρ |2)
]

cos θ, (11.23)

fC(θ) =
[
1+ 1

2

∑
σ,ρ

(| aσ,ρ |2 − | bσ,ρ |2)
]

cos θ, (11.24)

where sρ = +(−)1 for ρ =↑ (↓), and θ denotes the injection angle measured from
the normal to the interface. Here, bσ,ρ and aσ,ρ withσ, ρ ∈ {↑,↓} are spin-dependent
reflection and Andreev reflection coefficients, respectively. These coefficients are
determined as follows. The wave function for spin σ in the normal metal �N(x) is
given by

�N(x) = exp(ikFy y)[(ψiσ +
∑
ρ=↑,↓

aσ,ρψaρ) exp(ikFx x)+
∑
ρ=↑,↓

bσ,ρψbρ exp(−ikFx x)]

with Tψi↑ =T ψb↑ = (1, 0, 0, 0) ,Tψi↓ =T ψb↓ = (0, 1, 0, 0) ,Tψa↑ = (0, 0, 1, 0) ,
and Tψa↓ = (0, 0, 0, 1). The corresponding �S(x) is given by Eq. (11.17). The
coefficients aσ,ρ and bσ,ρ are determined by postulating the boundary condition
�N(0) = �S(0), and

�v̂Sx�S(0)− �v̂Nx�N(0) = −2iU τ̂3�S(0)

with �v̂S(N)x = ∂ ĤS(N)/∂kx , and the diagonal matrix τ̂3 given by τ̂3 = diag(1, 1,
−1,−1).

The resulting angle-averaged charge conductance (Andreev conductance) is given
by

σC ≡ σT =
(∫ π/2

−π/2
fC(θ)dθ

)
/

(∫ π/2

−π/2
fNC(θ)dθ

)
. (11.25)

We plot in Fig. 11.5 the charge conductance for various ratios�s/�p in the presence
of a splitting of the Fermi surface [54]. For �s < �p, σT(eV ) has a zero-bias
conductance peak (ZBCP) due to the presence of the helical edge modes (curves a
and b in Fig. 11.5). For �s = �p, due to the closing of the bulk energy gap, the
resulting σT(eV ) is almost constant. For �s > �p, σT(eV ) has a gap like structure
similar to a spin-singlet s-wave superconductor.

Next, we focus on the spin conductance. First we consider a pure spin-triplet
(px ± i py)-wave state. In Fig. 11.6, the angle-resolved spin conductance is plotted as
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Fig. 11.5 The Andreev
conductance σT for an NCS
superconductor with
2mλ/kF�

2 = 0.1 and Z = 5.
The curves correspond to
various ratios of �s/�p ,
with a �s = 0, b
�s = 0.5�p , c �s = �p
and d �s = 1.5�p
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Fig. 11.6 Angle-resolved spin conductance for an NCS superconductor for Z = 5. a pure (px ±
i py)-wave case with�s = 0; b�s = 0.3�p . The curves are for λkF = 0.1μ and various voltages,
a eV = 0.1�p , b eV = −0.1�p and c eV = 0.6�p . From Fig. 11.2 of Ref. [54]

a function of injection angle θ and bias voltage V with E = eV . Note here that the ky

is related to θ as ky = kF sin θ . It is remarkable that the spin conductance has a non-
zero value although the NCS superconductor does not break time reversal symmetry.
The quantity fS(θ) has a peak whenever the angle θ or the momentum component ky

corresponds to an Andreev bound-state energy E in the energy dispersion. With this
condition, the spin-dependent Andreev reflection results in a spin current. Besides
this property, we can show that fS(θ) = − fS(−θ) is satisfied. By changing the sign
of eV, fS(θ) changes sign as seen in Fig. 11.6(a). Next, we look at the case where
an s-wave component coexists. We calculate the spin conductance similar to that
for the pure (px ± i py)-wave case. For �s < �p, where helical edge modes exist,
fS(θ) shows a sharp peak and fS(θ) = − fS(−θ) is satisfied [see Fig. 11.6(b)]. These
features are similar to those of the pure (px ± i py)-wave case. On the other hand, for
�s > �p, where the helical edge modes are absent, sharp peaks of fS(θ) as shown
in Fig. 11.6 are absent.
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We have checked that there is negligible quantitative change, i.e., less than 0.5%
change of the peak height, by taking the λ = 0 limit compared to Fig. 11.6. In this
limit, for the pure (px ± i py)-wave state, fS(θ) is given as follows

−8RD2 sin(2θ) sin(2ϕ) cos(θ)

| 4[sin2(θ)− sin2(ϕ)] + D[2 cos(2θ)− (1+ R) exp(−2iϕ)] |2

for | E |< �p and fS(θ) = 0 for | E |> �p with sin ϕ = E/�p. The
transparency of the interface D is given as before by 4 cos2 θ/(4 cos2 θ + Z2), with
the dimensionless constant Z = 2mU/�2kF. The magnitude of fS(θ) is largely
enhanced at E = ±�p sin θ corresponding to the energy dispersion of the ABS. The
origin of the nonzero fS(θ) even for λ = 0 is due to spin-dependent Andreev bound
states. We have checked that even if we take into account the spatial dependence of
the (px ± i py)-wave pair potential explicitly, the resulting fS(θ) does not change
qualitatively [58].

Summarizing these features, we can conclude that the presence of the helical edge
modes in NCS superconductors is the origin of the large angle dependent spin current
through normal-metal/NCS superconductor junctions. However, the angle-averaged
normalized spin conductance becomes zero since fS(θ) = − fS(−θ) is satisfied.

Magnetic field offers an opportunity to observe the spin current in a more acces-
sible way, where the time reversal (T) symmetry is broken by the shielding current
at the interface. Here we consider the angle-averaged normalized spin conductance
σS and charge conductance σC as a function of magnetic field. The spin conductance
is given by [62]

σS =
(∫ π/2

−π/2
fS(θ) dθ

)
/

(∫ π/2

−π/2
fNC(θ) dθ

)
, (11.26)

where fNC(θ) denotes the angle-resolved charge conductance in the normal state with
�p = �s = 0. We consider a magnetic field H applied perpendicular to the two-
dimensional plane, which induces a shielding current along the normal-metal/NCS
superconductor interface. When the penetration depth of the NCS superconductor is
much longer than the coherence length, the vector potential can be approximated as
described in Sect. 11.2. As in the case of a chiral p-wave superconductor, the applied
magnetic field shifts the quasiparticle energy E to E + H�p sin θ/H0. For typical
values of ξ ∼ 10 nm, λm ∼ 100 nm, the magnitude of H0 is of the order of 0.2 Tesla.
The order of magnitude of the Doppler shift is given by H�p/H0. Since the Zeeman
energy is given by μB H , the energy shift due to the Doppler effect is by a factor
kFλm larger than that due to the Zeeman effect. Thus, we can neglect the Zeeman
effect in the present analysis. This is in sharp contrast to quantum spin Hall systems
where the Zeeman effect is the main effect of a magnetic field, which opens a gap in
the helical edge modes and modulates the transport properties [63]. The enhanced
spin current due to Doppler shifts is specific to the superconducting state, and is not
realized in quantum spin Hall systems.
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11.2.3.3 Topological Aspects

We now focus on the topological aspect of non-centrosymmetric superconductors.
Recently, the concept of the quantum Hall system has been generalized to time-
reversal (T) symmetric systems, i.e., quantum spin Hall systems [64–68]. A quantum
spin Hall system could be regarded as two copies of a quantum Hall system, for up
and down spins, that are characterized by opposite chiralities. In the generic case,
however, a mixture of up and down spins occurs due to spin-orbit interaction, which
necessitates a new topological number to characterize a quantum spin Hall system
[64, 65, 67, 68]. In quantum spin Hall systems, there exist helical edge modes,
i.e., time-reversed partners of right- and left-going one-dimensional modes. This
has been experimentally demonstrated for the quantum well of the HgTe system by
measurements of the charge conductance [63].

As shown in Fig. 11.6, to discuss the topological nature of the helical edge modes,
it is sufficient to consider the pure (px ± i py)-wave state. Here, we give an argument
from the viewpoint of the Z2 (topological) class [64, 65], why the superconducting
state with �p > �s has an Andreev bound state. We commence with a pure (px ±
i py)-wave state without spin-orbit interaction, i.e. λ = 0. The spin Chern number
[67, 68] for the corresponding Bogoliubov-de Gennes Hamiltonian is 2. Turning on
λ adiabatically leaves the time reversal T-symmetry intact and keeps the gap open.
Upon this adiabatic change of λ, the number of the helical edge mode pairs does not
change. The reason is that this number is a topological number and consequently
can only change by integer values. We now increase the magnitude of �s from
zero. As far as �p > �s is satisfied, the number of helical edge modes does not
change. However, if �s exceeds �p, the helical mode disappears. In this regime,
the topological nature of the superconducting state belongs to a pure s-wave state
with λ = 0. It is remarkable that just at �s = �p one of the two energy gaps for
quasiparticles in the bulk closes. At precisely this point a quantum phase transition
occurs.

In the following, we discuss the pure (px ± i py)-wave case in more detail. In
Fig. 11.7, the spin conductance σS and charge conductance σC normalized by the
charge conductance in the normal state are plotted. It should be noted that σS becomes
nonzero in the presence of a magnetic field H (see curves b, c and d), since fS(θ) is
no more an odd function of θ due to the imbalance of the helical edge modes. For
λ = 0, the corresponding helical edge modes are given by E = �p(1−H/H0) sin θ
and E = −�p(1 + H/H0) sin θ . As seen from the curves b and c, the sign of σS
is reversed when changing the direction of the applied magnetic field. On the other
hand, the corresponding charge conductance has different features. For H = 0, the
resulting line shape of σC is the same as that for a chiral p-wave superconductor (see
curve a of right panel) [56, 57, 59]. As seen from curves b and c in the right panel,
σC does not change with the direction of the magnetic field.

In summary, we have clarified the charge and spin transport properties of non-
centrosymmetric superconductors from the viewpoint of topology and Andreev
bound states. We have found spin-polarized current flowing through the interface
that depends on the incident angle. When a weak magnetic field is applied, even the
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Fig. 11.7 Angle-averaged spin conductance and charge conductance as a function of eV for λkF =
0.1μ. The various magnetic field values are a H = 0, b H = −0.2H0, c H = 0.2H0, and d
H = −0.4H0. Curves b and c of the right panel are identical. From Fig. 11.2 of Ref. [54]

angle-integrated current is largely spin polarized. In analogy to quantum spin Hall
systems, the Andreev bound states in non-centrosymmetric superconductors corre-
spond to helical edge modes. Andreev reflection via helical edge modes produces
the enhanced spin current specific to non-centrosymmetric superconductors.

11.3 Quasiclassical Theory of Superconductivity
for Non-centrosymmetric Superconductors

11.3.1 Quasiparticle Propagator

Electronic quasiparticles in normal Landau Fermi liquids are restricted in phase space
to a region that comprises only a small part of the entire electronic phase space [69,
70]. It consists of a narrow (compared to the Fermi momentum pF) shell around
the Fermi surface, and a small (compared to the Fermi energy EF) region around
the chemical potential. Quasiparticles are characterized by their spin and charge,
and their group velocity is the Fermi velocity, vF( pF). Quasiclassical theory is the
appropriate framework to describe such a system. It consists of a systematic classi-
fication of all interaction processes according to their relevance, i.e. their smallness
with respect to an expansion parameter small [71–75]. This expansion parameter
assumes the existence of a well defined scale separation between a low-energy scale
and a high-energy scale.

Superconducting phenomena are governed by the low-energy scale. That means
that the energy scales determined by the energy gap� and the transition temperature
Tc are small. In contrast the energy scales determined by the Fermi energy EF or
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the Coulomb repulsion UC are large energies. Disorder can be described within the
quasiclassical approximation as long as the energy associated with the scattering
rate, �/τ , is classified as a small energy. A systematic classification shows that
a consistent treatment of disorder requires the t-matrix approximation. Localization
effects due to disorder are beyond the leading-order precision of quasiclassical theory.
Associated with the energy scales are small and large length scales. For example the
superconducting coherence length ξ0 = �vF/2πkBTc, and the elastic mean free path
� = vFτ are large compared to the lattice constant a and the Fermi wave length
λF = �/pF.

This separation in energy and length scales is associated with a low-energy region
in phase space, that includes low quasiparticle energies∼�, kBT , and a momentum
shell around the quasiparticle Fermi momentum pF of extent δp ∼ �/|vF( pF)|. The
phase-space volume of this low-energy region, divided by the entire phase-space
volume, is employed for a systematic diagrammatic expansion of a Dyson series
within a path-ordered Green’s function technique (e.g. Matsubara technique for the
Matsubara path, Keldysh-Nambu-Gor’kov technique for the Schwinger-Keldysh
path). Within the framework of Green’s function technique, all diagrams in a
Feynman diagrammatic expansion can be classified according to their order in this
expansion parameter, which is denoted as small. The leading-order theory in this
expansion parameter is called the “Quasiclassical Theory of Metals and Supercon-
ductors” [71–78].

The possibility to define a quasiparticle Fermi surface around which all quasi-
particle excitations reside is a requirement for the quasiclassical theory to work. Its
presence ensures that the Pauli principle is still effective in placing stringent kinetic
restrictions on the possible scattering events. It is essential to note that such a defin-
ition need not be sharp, i.e. the theory is not restricted to normal Fermi liquids with
a jump in the momentum distribution at zero temperature. Thus, the theory includes
superconducting phenomena as well as strong-coupling metals. It is convenient to
introduce a local coordinate system at each momentum point of the Fermi surface
pF, with a variation along the surface normal, i.e. in direction of the Fermi veloc-
ity vF( pF), that is determined by a variable ξ p (this variable is zero at the Fermi
momentum), and a tangential variation along the Fermi surface at constant ξ p.
A consistent approximation requires to consider the Fermi velocity constant across
the low-energy momentum shell, and thus the local coordinate system stays an orthog-
onal system as long as ξ p varies within this momentum shell, and furthermore, ξ p
stays small within this momentum shell. The coordinate ξ p around each Fermi surface
point pF varies then approximately as ξ p ≈ vF( p− pF).

The quasiclassical theory is obtained by defining quasiparticle propagators for
the low-energy regions of the phase space, and in combining all diagrams involving
Green’s functions with their variables residing in the high-energy regions into new
effective high-energy interaction vertices. This process of integrating out high-energy
degrees of freedom is highly non-trivial and must be solved by microscopic theories.
In the spirit of Fermi-liquid theory it is, however, possible to regard all high-energy
interaction vertices as phenomenological parameters of the theory. In the quasiclas-
sical approximation they do not depend on any low-energy variables as temperature
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or superconducting gap, and they do not vary as function of ξ p as long as ξ p stays
within the momentum shell that harbors the quasiparticle excitations. However they
do depend in general on the position of the Fermi momentum on the Fermi surface.

In addition to introducing new effective interaction vertices the above procedure
also introduces a quasiparticle renormalization factor a2( p) ∼ 1/Z( p) that is due
to the self energies of the low-energy quasiparticles moving in the background of
the high energy electrons. This renormalization leads to a modification of the quasi-
particle Fermi velocity compared to the bare Fermi velocity of the system, and to a
deformation of the quasiparticle Fermi surface compared to the bare Fermi surface.
It also determines quasiparticle weight as the residua of the quasiparticle poles in the
complex energy plane.

One has to keep these remarks in consideration when including additional inter-
action, like spin-orbit interaction or exchange interaction, in a quasiclassical theory.
First, it is important to decide if this interaction is going to be treated among the low-
energy terms or among the high-energy terms. Depending on this issue, one obtains
two different quasiclassical theories that cannot in general adiabatically be connected
with each other. Going from one limit to the other includes the un-dressing of all
effective interaction vertices and of the quasiparticles, and re-dressing with new types
of effective interaction vertices and self energies. Importantly, this dressing leads to
strongly spin-dependent effective interactions and quasiparticle renormalizations in
one limit, and to leading order spin-symmetric interactions and quasiparticle renor-
malizations in the other limit. The former case, when spin-dependent interactions are
included in the high-energy scale, leads to a complete reorganization of the Fermi
surface geometry, with in general new spin-dependent quasiparticle energy bands. In
this case, it is not sensible anymore to keep the spin as a good quantum number, but
it is necessary to deal directly with the representation that diagonalizes the energy
bands including the spin-dependent interaction. In the case of a strong exchange
energy this leads to exchange-split energy bands, and in the case of strong spin-orbit
interaction this leads to helicity bands.

The basic quantities in the theory are the quasiparticle Fermi surface, the quasi-
particle velocity, and quasiparticle interactions. Here we give a short sketch of how
they enter the theory. The bare propagator (without inclusion of exchange interaction
or spin-orbit coupling) in the quasiparticle region of the phase space has the general
structure

G(0)
αβ ( p, ε) = δαβ

ε − ξ (0)( p)
(11.27)

where ξ (0)( p) is the bare energy dispersion of the energy band (measured from
the electrochemical potential of the electrons). It does not include electron-electron
interaction effects yet, and thus determines a bare Fermi surface that does not
coincide with the quasiparticle Fermi surface defined below. The quantum number α
labels the spin. The leading-order self energy is solely due to coupling of low-energy
electrons (superscript L) to high-energy electrons (superscript H), and consequently
the corresponding self energy,�(H), must be classified as a pure high-energy quantity.
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In general, when either exchange interaction or spin-orbit coupling are large energy
scales, this self-energy contribution will be spin-dependent (and will ultimately lead
to new, spin-split energy bands as explained below). The self energy�(H) is, however,
slowly varying in energy on the low-energy scale and thus can be expanded around
the chemical potential,

�
(H)
αβ ( p, ε) = �(H)αβ ( p, 0)+ ε∂ε�(H)αβ ( p, ε)

∣∣∣
ε=0
+ O(ε2). (11.28)

The second term can be combined with energy ε into a renormalization function

ε − ε∂ε�(H)αβ ( p, 0) = Z (H)αβ ( p)ε, (11.29)

such that to leading order the Dyson equation for the low-energy propagator G(L)
βγ

reads{
Z (H)αβ ( p)ε − [ξ (0)( p)δαβ +�(H)αβ ( p, 0] −�(L)αβ ( p, ε)

}
⊗ G(L)

βγ ( p, ε) = δαγ ,
(11.30)

where�(L) includes all self-energy terms of order small . Here, and in the follow-
ing, summation over repeated indices is implied. The ⊗ sign accounts for possible
spatial or temporal inhomogeneities, where it has the form of a convolution product
in Wigner representation (see Ref. [71] for details). The equation holds in this form
either in Matsubara or in Keldysh representation (in which case all quantities are
2× 2 matrices in Keldysh space [88, 89]). Low-energy excitations reside in momen-
tum regions differing considerably from that for the bare propagators Eq. (11.27).

The quantities Z (H)αβ ( p) and �(H)αβ ( p, 0) can be defined such that they have real
eigenvalues. The next step is to eliminate the high-energy renormalization factor
Z (H)αβ ( p) from the low-energy theory. This is done with the help of quasiparticle
weight factors aαβ( p), that are the solution of

aαγ ( p)Z (H)
γ γ ′( p)aγ ′β( p) = δαβ. (11.31)

They exist as long as the matrix Z (H)( p) has non-zero eigenvalues. Then we can
define the quasiparticle Green’s function G(QP)

αβ as the solution of

aαγ ( p)G(QP)
γ γ ′ aγ ′β( p) = G(L)

αβ ( p, ε), (11.32)

which exists under the condition that the matrix a( p) has non-zero eigenvalues (i.e.
the quasiparticle weights are non-zero; otherwise the quasiparticle approximation
breaks down). It fulfills the Dyson equation

[
ε − ξ (QP)( p)−�(QP)( p, ε)

]
αβ
⊗ G(QP)

βγ ( p, ε) = δαγ (11.33)

with the quasiparticle dispersion
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ξ
(QP)
αβ ( p) = aαγ ( p)

(
ξ (0)( p)δγ γ ′ +�(H)γ γ ′( p, 0)

)
aγ ′β( p), (11.34)

and the quasiparticle self energies

�
(QP)
αβ ( p, ε) = aαγ ( p)�(L)

γ γ ′( p, ε)aγ ′β( p). (11.35)

The effective (renormalized by high-energy processes) interactions vertices for the
low-energy propagators, G(L)

αβ , which enter the diagrammatic expressions for the
quasiparticle self energy, have the general structure Vβ1...βn (ε1, p1; . . . ; εn, pn). In
leading order the energy dependence of these vertices can be neglected near the
chemical potential, i.e. the arguments can be restricted to the chemical potential.
Furthermore, instead of working with G(L)

αβ and Vβ1...βn the common and completely

equivalent description in terms of the quasiparticle propagators, G(QP)
αβ defined above,

and renormalized quasiparticle interactions, V (QP)
β1...βn

, given by

V (QP)
β1...βn

( p1 . . . pn) = aβ1β
′
1
( p1) . . . aβnβ ′n ( pn)Vβ ′1...β ′n (0, p1; . . . ; 0, pn) (11.36)

can be used.
It is important to note that the quasiparticle self energies can be written as func-

tionals of the quasiparticle Green’s functions only in leading order in the expansion in
small, which is the order relevant for the quasiclassical approximation. In this case,
the quasiparticle weights have disappeared from the theory and cannot in principle
be determined from low-energy processes that only involve quasiparticle dynam-
ics. They must be obtained from a microscopic theory by considering high energy
scattering processes, which is beyond the quasiclassical approximation.

It is obvious, that the appearance of the quasiparticle renormalization factors
renders all self energies and interactions non-diagonal in spin unless spin-dependent
interactions are small enough the be omitted from the high-energy quantities. From
the above expressions one obtains the quasiparticle Fermi surfaces by diagonalizing
the quasiparticle dispersion (here we make the summation explicit)

∑
α

Uλα( p)ξ (QP)
αβ ( p) = ξ (QP)

λ ( p)Uλβ( p) (11.37)

with band index λ, and solving the equation

ξ
(QP)
λ ( p) = 0→ p = pλF . (11.38)

The corresponding quasiparticle Fermi velocity is then given by

vλF =
∂

∂ p
ξ
(QP)
λ ( p)

∣∣∣
p= pλF

. (11.39)
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In the band-diagonal frame, the quasiparticle propagator is given by

{
[ε − ξ (QP)

λ ( p)]δλλ1 −�(QP)
λλ1

( p, ε)
}
⊗ G(QP)

λ1λ′ ( p, ε) = δλλ′ , (11.40)

where the self energy (and all interactions in the self-energy expressions) must be
transformed accordingly, e.g.

�
(QP)
λλ′ ( p, ε) = Uλα( p)�(QP)

αβ ( p, ε)Uλ′β( p)∗. (11.41)

In the next section this procedure is carried out for the case of strong spin-orbit
interaction, e.g. appropriate for some non-centrosymmetric materials.

11.3.2 Spin-Orbit Interaction and Helicity Representation

As discussed in Chap. 4 by V.P. Mineev and M. Sigrist, for treating a non-
centrosymmetric material it is convenient to perform a canonical transformation
from a spin basis with fermion annihilation operators akα for spin α =↑,↓ to the
so-called helicity basis with fermion annihilation operators ckλ for helicity λ = ±.
This canonical transformation diagonalizes the kinetic part of the Hamiltonian,

Hkin =
∑

k

∑
αβ=↑,↓

[
ξ(k)+ g(k) · σ )αβ

]
a†

kαakβ =
∑

k

∑
λ=±

ξλ(k)c
†
kλckλ. (11.42)

Here, ξ(k) is the band dispersion relative to the chemical potential in the absence of
spin-orbit interaction, g(k) is the spin-orbit pseudovector, which is odd in momen-
tum, g(−k) = −g(k), and σ is the vector of Pauli matrices. The resulting helicity
band dispersion is

ξ±(k) = ξ(k)± |g(k)|. (11.43)

As is easily seen, spin-orbit interaction locks the orientation of the quasiparticle spin
with respect to its momentum in each helicity band. The Hamiltonian, Eq. (11.42),
is time-reversal invariant, however lifts the spin degeneracy.

It is convenient to introduce polar and azimuthal angles for the vector g, defined by
{gx , gy, gz} = |g|{sin(θg) cos(ϕg), sin(θg) sin(ϕg), cos(θg)} (where 0 ≤ θg ≤ π ).
In terms of those, the transformation from spin to helicity basis, Ukλα , is defined
by [48]

Ukλα =
(

cos(θg/2) sin(θg/2)e−iϕg

− sin(θg/2)eiϕg cos(θg/2)

)
, ckλ =

∑
α

Ukλαakα. (11.44)

Obviously,
∑
αβ Ukλα[g(k) · σαβ ]U∗kλ′β = |g(k)|σ (3)λλ′ .

http://dx.doi.org/10.1007/978-3-642-24624-1_4
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For the superconducting state the Nambu-Gor’kov formalism is appropriate
[84–87]. The Nambu spinor, Âk = (ak↑, ak↓, a†

−k↑, a†
−k↓)

T transforms under the

above canonical transformation into the helical object Ĉk = (ck+, ck−, c†
−k+,

c†
−k−)

T , where

Ĉk = Ûk Âk, Ûk =
(

Uk 0
0 U∗−k

)
. (11.45)

Correspondingly, one can construct 4× 4 retarded Green’s functions in spin basis,

Ĝ(s)
k1k2

(t1, t2) = −iθ(t1 − t2)〈
{

Âk1(t1), Â†
k2
(t2)
}〉H , (11.46)

and in helicity basis,

Ĝk1k2(t1, t2) = −iθ(t1 − t2)〈
{
Ĉk1(t1), Ĉ†

k2
(t2)
}〉H ,= Ûk1 Ĝ(s)

k1k2
(t1, t2)Û

†
k2
,

(11.47)
where Â(t) and Ĉ(t) are Heisenberg operators, the braces denote an anticommutator,
〈. . .〉H is a grand canonical average, and θ is the usual Heaviside step function. Anal-
ogously, advanced, Keldysh, and Matsubara propagators can be defined in helicity
representation. For dealing with superconducting phenomena it is often convenient
to introduce Wigner coordinates,

Ĝ(k, R, ε, t) =
∫
(dq)(dτ)ei(q R+ετ)Ĝk+ q

2 ,k− q
2
(t + τ

2
, t − τ

2
). (11.48)

From here, one can proceed along different lines. Either, the Dyson equation for the
full Gor’kov Green’s functions is solved, which is equivalent to the Bogoliubov-de
Gennes description in wave-function techniques. Or, the quasiclassical approxima-
tion is employed, which is equivalent to the Andreev approximation in wave-function
language. In the following section we will adopt the second line.

11.3.3 Quasiclassical Propagator

In the following, the quasiclassical theory of superconductivity [71–83] will be
employed to calculate electronic transport properties across interfaces with non-
centrosymmetric superconductors. This method is based on the observation that, in
most situations, the superconducting state varies on the length scale of the supercon-
ducting coherence length ξ0 = �vF/2πkBTc. The appropriate many-body Green’s
function for describing the superconducting state has been introduced by Gor’kov
[84–87], and the Gor’kov Green’s function can then be decomposed in a fast oscil-
lating component, varying on the scale of 1/kF, and an envelope function varying
on the scale of ξ0. The quasiclassical approximation consists of integrating out the
fast oscillating component for each quasiparticle band separately:
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ǧ( pλF, R, ε, t) =
∫

dξλp τ̂3 Ǧ(QP)( p, R, ε, t) (11.49)

where a “check” denotes a matrix in Keldysh-Nambu-Gor’kov space,[88, 89] a “hat”
denotes a matrix in Nambu-Gor’kov particle-hole space, ξλp = vλF( p − pλF), and τ̂3
is the third Pauli matrix in particle-hole space.

The quasiclassical Green’s function obeys the transport equation [76, 77, 78]

i�vF · ∇Rǧ + [ετ̂3 − �̌− ȟ, ǧ]◦ = 0̌. (11.50)

Here, ε is the quasiparticle energy, �̌ is the superconducting order parameter and ȟ
contains all other self-energies and external perturbations, related to external fields,
impurities etc. The notation ◦ combines a time convolution with matrix multiplica-
tion, and [x̌, y̌]◦ denotes the commutator of x̌ and y̌ with respect to the ◦-product.
Equation (11.50) must be supplemented by a normalization condition that must be
obtained from an explicit calculation in the normal state [76, 77, 90],

ǧ ◦ ǧ = −1̌π2. (11.51)

From the knowledge of ǧ one can calculate measurable quantities, e.g. the current
density is related to the Keldysh component of the Green’s function via

j(R, t) = q NF

∫
dε

8π i
Tr〈vF τ̂3ĝ

K( pλF, R, ε, t)〉, (11.52)

where q = −|e| is the electron charge, and 〈· · · 〉 denotes a Fermi surface average,
which is defined by

〈· · · 〉 = 1

NF

∑
λ

∫
d3 pλF

(2π�)3|vλF|
· · · NF =

∑
λ

∫
d3 pλF

(2π�)3|vλF|
, (11.53)

and Tr denotes a trace over the Nambu-Gor’kov matrix.

11.3.3.1 Case of Weak Spin-Orbit Splitting

In the case of weak spin-orbit splitting the quasiclassical propagator can be obtained
in either spin or helicity representation. It is possible then to define a common Fermi
surface pF for both spin bands or, equivalently, both helicity bands. This case applies
when |g( pF)| � EF for any Fermi momentum pF, where EF is the Fermi energy (in
addition to the condition that the superconducting energy scales (kBTc and the gap�
are much smaller than EF). Under these circumstances quasiparticles with different
helicity but with the same k̂ ≡ k/|k| propagate coherently along a common classical
trajectory over distances much longer than the Fermi wavelength. The transport
equation is the usual Eilenberger equation modified by a spin-orbit interaction term
[71, 91]



336 M. Eschrig et al

i�vF · ∇Rǧ + [ετ̂3 − �̌− v̌SO, ǧ]◦ = 0̌ (11.54)

with normalization ĝ ◦ ĝ = −π21̂. Here, in helicity basis v̂SO = |gkF |σ (3), and in
spin basis v̂SO = gkF · σ̂ τ̂3, with

σ̂ =
(

σ 0
0 σ ∗

)
=
(

σ 0
0 −σ (2)σσ (2)

)
. (11.55)

The velocity renormalization of order |g|/EF � 1 can safely be neglected. The
quasiparticle trajectories are doubly degenerate in either spin or helicity space, and
coherent mixing between spin states or between helicity states can take place.

11.3.3.2 Case of Strong Spin-Orbit Splitting

In the case of strong spin-orbit splitting the only possible representation for quasi-
classical theory is the helicity representation. In this case, the spin-orbit interaction
does not appear anymore as a source term in the transport equations, however does
so explicitly as the presence of well-defined helicity bands. The transport equation
takes the form

i�vλF · ∇Rǧ + [ετ̂3 − �̌λ, ǧ]◦ = 0̌ (11.56)

with normalization condition ĝ ◦ ĝ = −π21̂. Here, the velocity is strongly renor-
malized due to spin-orbit interaction. The quasiparticle trajectories are different for
different helicity, and no coherence exists between the different helicity states. The
matrix dimension can be reduced by a factor 2 compared to the case of weak spin-
orbit splitting, and instead the number of Fermi surface sheets is increased by a factor
of 2. If measurements are made that are spin-selective, the corresponding vector of
Pauli spin matrices must be transformed according to

σ λλ′ = (UkσU †
k )λλ′ = UkλασαβU∗kλ′β. (11.57)

11.3.4 Riccati Parameterization

One of the main obstacles of the quasiclassical theory has been the non-linearity
that is introduced by the normalization condition. A powerful way to deal with
this problem is the choice of a parameter representation that ensures the nor-
malization condition by definition. In this representation, the Keldysh quasiclas-
sical Green’s function is determined by six parameters in particle-hole space,
γ R,A, γ̃ R,A, xK, x̃K, where γ R,A, γ̃ R,A are the coherence functions, describing the
coherence between particle-like and hole-like states, whereas xK, x̃K are distribution
functions, describing the occupation of quasiparticle states [27, 92]. The coherence
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functions are a generalization of the so-called Riccati amplitudes [92, 93, 94, 95, 96,
97, 98, 99] to non-equilibrium situations. All six parameters are matrix functions
with the dimension determined by the degeneracy of the quasiparticle trajectories,
and depend on Fermi momentum, position, energy, and time. The parameterization
is simplified by the fact that, due to symmetry relations, only two functions of the six
are independent. The particle-hole symmetry is expressed by the operation X̃ which
is defined for any function X of the phase-space variables by

Q̃( pF, R, z, t) = Q(− pF, R,−z∗, t)∗. (11.58)

Here, z = ε is real for the Keldysh components and z is situated in the upper
(lower) complex energy half plane for retarded (advanced) quantities. Furthermore,
the symmetry relations

γA = (γ̃ R)†, γ̃A = (γ R)†, xK = (xK)† (11.59)

hold. As a consequence, it suffices to determine fully the parameters γ R and xK.
The quasiclassical Green’s function is related to these amplitudes in the following

way [here the upper (lower) sign corresponds to retarded (advanced)]:

ĝR,A = ∓iπ

(
(1− γ ◦ γ̃ )−1 ◦ (1+ γ ◦ γ̃ ) 2(1− γ ◦ γ̃ )−1 ◦ γ
−2(1− γ̃ ◦ γ )−1 ◦ γ̃ −(1− γ̃ ◦ γ )−1 ◦ (1+ γ̃ ◦ γ )

)R,A

,

(11.60)
which can be written in more compact form as [111]

ĝR,A = ∓2π i

(
G F

−F̃ −G̃

)R,A

± iπτ̂3, (11.61)

with the abbreviations G = (1 − γ ◦ γ̃ )−1 and F = G ◦ γ. For the Keldysh
component one can write [111]

ĝK = −2π i

(
G F

−F̃ −G̃

)R

◦
(

xK 0
0 x̃K

)
◦
(

G F

−F̃ −G̃

)A

. (11.62)

Here, the ◦-symbol includes a time convolution as well as matrix multiplication; the
inversion is defined with respect to the ◦-operation [111].

From the transport equation for the quasiclassical Green’s functions one obtains
a set of matrix equations of motion for the six parameters above [27, 92]. For the
coherence amplitudes this leads to Riccati differential equations [96, 97], hence the
name Riccati parameterization.

11.3.5 Transport Equations

The central equations that govern the transport phenomena have been derived in Ref.
[27, 92]. The transport equation for the coherence functions γ ( pF , R, ε, t) are given
by
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(i�vF · ∇R + 2ε)γ R,A = [γ ◦ �̃ ◦ γ +� ◦ γ − γ ◦ �̃ −�]R,A. (11.63)

For the distribution functions x( pF , R, ε, t) the transport equations read

(i�vF · ∇R + i�∂t )x
K − [γ ◦ �̃+�]R ◦ xK − xK ◦ [� ◦ γ̃ −�]A

= −γ R ◦ �̃K ◦ γ̃A +�K ◦ γ̃A + γ R ◦ �̃K −�K. (11.64)

The equations for the remaining components are obtained by the symmetry relation
Eq. (11.58).

11.3.6 Boundary Conditions

The transport equations must be complemented with boundary conditions for the
coherence amplitudes and distribution functions at interfaces and surfaces [100, 101,
102, 103]. For spin-active scattering such conditions were obtained in Ref. [104].
Explicit formulations in terms of special parameterizations were given in Refs. [27,
105–110]. Further developments include strongly spin-polarized systems [111–116],
diffusive interface scattering [117] or multi-band systems [118]. We adopt the nota-
tion [27] that incoming amplitudes are denoted by small case letters and outgoing
ones by capital case letters, see Fig. 11.8. Note that the velocity direction of trajec-
tories is opposite for holelike and particlelike amplitudes as well as advanced and
retarded ones. The boundary conditions express outgoing amplitudes as a function
of incoming ones and as a function of the parameters of the normal-state scattering
matrix.

11.3.6.1 Coherence Amplitudes

The boundary conditions for the coherence amplitudes are formulated in terms of
the solution of the equation [111]

[γ ′kk′ ]R =
∑

p

SR
kp ◦ γ R

p ◦ S̃R
pk′ (11.65)

[�k←k′ ]R =
[
γ ′kk′ +

∑
k1 �=k

�k←k1 ◦ γ̃k1 ◦ γ ′k1k′
]R
, (11.66)

(the trajectory index p runs over all incoming trajectories) for [�k←k′ ]R, where the
trajectory indices k, k′, k1 run over outgoing trajectories involved in the interface
scattering process, and the scattering matrix parameters enter only via the “elemen-
tary scattering event” [γ ′kk′ ]R,A. The quasiclassical coherence amplitude is given by
the forward scattering contribution of [�k←k′ ]R,



11 Properties of Interfaces and Surfaces 339

k
1

k
1

k2

k2

v
F1

(k1)

v
F1

(k
1
)

v
F2

(k
2
)

v
F2

(k
2
)

~

k
||

Fermi surface 1

Fermi surface 2

Interface

0

0

Fig. 11.8 Notation for the coherence amplitudes and distribution functions at an interface. Indices
1 and 2 refer to the sides of the interface. The arrows for the Fermi velocities are for particle like
excitations. The Fermi velocity directions are given by the directions perpendicular to the Fermi
surface at the corresponding Fermi momentum. Quasiparticles move along the Fermi velocity direc-
tions (dashed lines). The components of the Fermi momenta parallel to the surface are conserved
(indicated by the thin dotted line). For each trajectory, small case letters denote coherence func-
tions and distribution functions with initial conditions from the bulk, and capital case letters denote
functions with initial conditions at the interface. The interface boundary conditions must express
all capital case quantities in terms of the small case quantities. Here, the simplest case, that involves
only one Fermi surface sheet on either side (’two-trajectory scattering’), is shown. After Ref. [27]

�R
k = �R

k←k . (11.67)

Analogous equations [111] hold for the advanced and particle-hole conjugated com-
ponents, [�̃p←p′ ]R, [�p′→p]A, and [�̃k′→k]A.

11.3.6.2 Distribution Functions

For the Keldysh component not only the forward scattering contribution of [�k←k′ ]R
is required, but also the off-scattering part

[�k←k′ ]R = [�k←k′ − �kδkk′ ]R. (11.68)

The boundary conditions for the distribution functions read [111]

[x ′kk′ ]K =
∑

p

SR
kp ◦ xK

p ◦ SA
pk′ . (11.69)
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XK
k =

∑
k1,k2

[δkk1 + �k←k1 ◦ γ̃k1]R ◦ [x ′k1k2
]K ◦ [δk2k + γk2 ◦ �̃k2→k]A

−
∑
k1

[�k←k1 ]R ◦ x̃K
k1
◦ [�̃k1→k]A, (11.70)

which depends on the scattering matrix parameters only via the elementary scattering
event [x ′kk′ ]K. Analogous relations hold for X̃K

p .
The transport equation for the distribution function is solved by any function of

energy in equilibrium. The correct solutions in this case are

x (eq) = (1− γ Rγ̃A) tanh

(
ε − μ(el)

2kBT

)
, x̃ (eq) = −(1− γ̃ RγA) tanh

(
ε + μ(el)

2kBT

)

(11.71)

(where we have made explicit the electrochemical potential μ(el) = μ + q� for
excitations of charge q in an electrostatic potential �).

11.3.6.3 Case 1: One-Trajectory Scattering

In this case for each given value of parallel component of the momentum, only
one incoming and one outgoing trajectory are coupled via the boundary conditions.
The corresponding normal state scattering matrix is denoted by S and is a scalar in
trajectory space. The boundary conditions read in this case simply

[γ ′]R = SR ◦ γ R ◦ S̃R, �R = [γ ′]R, (11.72)

and

[x ′]K = SR ◦ xK ◦ SA, XK
k = [x ′]K. (11.73)

11.3.6.4 Case 2: Two-Trajectory Scattering

This is the case of scattering from two incoming trajectories into two outgoing
trajectories. Examples are reflection and transmission at an interface, or reflection
from a surface in a two-band system. The scattering matrix and the elementary
scattering events have in this case the form

S =
(

S11 S12
S21 S22

)
, [γ ′i j ]R =

∑
l=1,2

SR
il ◦ γ R

l ◦ S̃R
l j , [x ′i j ]K =

∑
l=1,2

SR
il ◦ xK

l ◦ SA
l j .

(11.74)

We give the solutions for trajectory 1, the remaining solution can be obtained by
interchanging the indices 1 and 2. The boundary conditions read for i, j = 1, 2
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�R
1←1 =

[
γ ′11 + �1←2 ◦ γ̃2 ◦ γ ′21

]R
, �R

1←2 =
[
γ ′12 + �1←2 ◦ γ̃2 ◦ γ ′22

]R
. (11.75)

The equation for the �1←2 can be solved by simple inversion,

�R
1←2 =

[
γ ′12 ◦ (1− γ̃2 ◦ γ ′22)

−1]R, (11.76)

and the such obtained solution introduced into the equation for �R
1←1 = �R

1 ,

�R
1 =
[
γ ′11 + γ ′12 ◦ (1− γ̃2 ◦ γ ′22)

−1 ◦ γ̃2 ◦ γ ′21

]R
. (11.77)

For the distribution function one needs the components �
R
1←2 = �R

1←2 and obtains

XK
1 = [x ′11]K + �R

1←2 ◦ γ̃ R
2 ◦ [x ′21]K + [x ′12]K ◦ γA

2 ◦ �̃A
2→1

+ �R
1←2 ◦

(
γ̃ R

2 ◦ [x ′22]K ◦ γA
2 − x̃K

2

)
◦ �̃A

2→1.
(11.78)

We present here formulas for the special case of the zero temperature conduc-
tance when a single band system is contacted by a normal metal. We assign the
index 1 to the normal metal side of the interface and the index 2 to the super-
conducting side. The momentum for incoming trajectories on the superconducting
side of the interface is denoted by k2, and that for the outgoing trajectory on the
superconducting side by k2. For the normal side the corresponding momenta are
k1 and k1 (see Fig. 11.8 for the scattering geometry). The projection on the inter-
face of all four momenta is equal. The corresponding incoming coherence functions
in the superconductor are γ2(ε)≡ γ R

2 (k2, ε) and γ̃2(ε)≡ γ̃ R
2 (k2, ε). Furthermore,

S12≡ SR
12(k1, k2), S22≡ SR

22(k2, k2), and S̃22 = S̃R
22(k2, k2). The Fermi velocity

for outgoing directions on the normal side will be denoted by vF1 ≡ vF1(k1). Hav-
ing thus specified all momentum dependencies, we will suppress in the formulas
below the momentum variables. In the case under consideration, after introducing
Eqs. (11.76), (11.77), and (11.78) into Eq. (11.52), we obtain after some algebra
(we omit hereafter the ◦ sign)

G(eV )

GN
=
〈
n̂vF1

{∣∣∣∣∣∣S12
[
1+ A2(ε)S22

]∣∣∣∣∣∣2 − ∣∣∣∣∣∣S12 A2(ε)

∣∣∣∣∣∣2
} 〉+

ε=eV

+
〈
n̂vF1

∣∣∣
∣∣∣S12
[
1+ A2(ε)S22

]
γ2(ε)S̃21

∣∣∣
∣∣∣2〉+

ε=−eV

(11.79)

where

A2(ε) =
(

1− γ2(ε)S̃22γ̃2(ε)S22

)−1
γ2(ε)S̃22γ̃2(ε) (11.80)

and we used the notation ||A||2 = 1
2 T r(AA†) for any 2 × 2 matrix A. The sym-

bol 〈. . .〉+ε=eV denotes Fermi surface average only over outgoing directions, and the
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argument is to be taken at energy eV. For S22 = S̃22 = −√R(θ), S12 = S̃21 =√
D(θ) (with impact angle θ ), Eq. (11.79) reduces to Eq. (11.10). For the tunneling

limit we can neglect the second line in Eq. (11.79), and using the relation

1+ A2(ε)S22 = 1

2
{N2(ε)+ 1} (11.81)

with the complex quantity

N2(ε) =
{(

1− γ2(ε)S̃22γ̃2(ε)S22

)−1(
1+ γ2(ε)S̃22γ̃2(ε)S22

)}

the conductance simplifies after some re-arrangements to

G(eV )

GN
= 1

2
ReTr
〈
n̂vF1

{
S12N2(eV )(S12)

†
} 〉+

. (11.82)

For the tunneling limit, in N2 the surface scattering matrix (i.e. for S12 = S21 = 0)
can be used, for which the local density of states at an impenetrable surface is

N2(ε)

N2,F
= 1

2
ReTr
〈
N2(ε)+ S22N2(ε)S

†
22

〉+
. (11.83)

11.3.6.5 Scattering Matrix for Non-centrosymmetric/Normal-Metal Junction

For the case that a non-centrosymmetric material with small spin-orbit splitting is
brought in contact with a normal metal, we can use the formulas of the last sub-
section. The scattering matrix for scattering between the two helicity bands in the
non-centrosymmetric metal (index 2) and the two spin bands in the normal metal
(index 1) can be expressed in terms of the scattering matrix for scattering between
spin states on both sides of the interface. The corresponding transformation is

(
S′11 S′12
S′21 S′22

)
=
(

1 0
0 Uk

)
·
(

S11 S12
S21 S22

)
·
(

1 0
0 U †

k

)
, (11.84)

(
S̃′11 S̃′12
S̃′21 S̃′22

)
=
(

1 0
0 U∗−k

)
·
(

S̃11 S̃12

S̃21 S̃22

)
·
(

1 0
0 U T

−k

)
. (11.85)

For the simple case of a spin-conserving scattering in the spin/spin representation,
the spin/helicity representation of the scattering matrix takes the form

(
S′11 S′12
S′21 S′22

)
=
(

r t U †
k

t∗Uk −r UkU †
k

)
,

(
S̃′11 S̃′12
S̃′21 S̃′22

)
=
(

r t∗ U T
−k

t U∗−k −r U∗−kU T
−k

)
.

(11.86)
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where r ≡ rkk and t = tkk with r2 + |t |2 = 1 are reflection and transmission
coefficients that depend on the (conserved) momentum projection on the interface.
We have chosen r real, as in quasiclassical approximation possible reflection phases
do not affect the results. The case t = 0 can be used to describe scattering at a surface.

In the case of a contact with a non-centrosymmetric metal with strong spin-orbit
split bands the scattering matrix has a more complicated structure. It connects in
this case three incoming with three outgoing trajectories, and the scattering at the
interface will not be spin-conserving. For this case, it does then not make sense
anymore do use a spin/spin representation, but a spin/helicity representation must
be used consistently. The scattering matrix must be obtained in agreement with the
symmetry group of the interface, and it cannot in general be related anymore to the
Uk matrices in a simple way.

11.3.7 Superconducting Order Parameter

For the case of weak spin-orbit splitting one expects that to leading order in the
small expansion parameters either a singlet or a triplet component nucleates. On the
other hand, any finite spin-orbit interaction leads to a mixture of spin singlet (�s)
and triplet (�t ) components [119, 120]. Consequently, the singlet or triplet states are
never pure, but they are mixed. This mixing becomes in particular prominent when
the spin-orbit interaction is strong. In this case, it does not make sense anymore to
speak about singlet or triplet components, but it is necessary to start from the helicity
basis.

In the following, we concentrate on the case of weak splitting. In this case the
triplet component is expected to be induced directly by the structure of the spin-orbit
interaction, and the spin triplet component aligns with g(k). The order parameter
matrix is in this case in spin representation given by,

Δspin = (Δk + Dkg(k) · σ )iσ (2) (11.87)

which transforms in helicity basis into

Δ = Uk(Δk + Dkg(k) · σ )iσ (2)U T
−k

= Uk(Δk + Dkg(k) · σ )U †
k Ukiσ (2)U T

−k

= (Δk + Dk|g(k)|σ (3))UkU †
−kiσ (2).

(11.88)

For the following, we introduce the notation

(UkU †
−k)λλ′ =

(
0 e−iϕg

−eiϕg 0

)
≡ −iσ (g)

λλ′ . (11.89)

Note that the identities (σ (g))2 = 1, σ (−g) = −σ (g), and σ (2)σ (g)σ (2) = −σ (g)∗,
hold. With this notation, we can obtain the Nambu-Gor’kov space structure of the
order parameter as



344 M. Eschrig et al

Δ̂ =
(

0 Δ

Δ̃ 0

)
=
(

0 (Δk + Dk|g|σ 3)σ (g)σ (2)

(Δ−k + D−k|g|σ (3))∗σ (g)∗σ (2) 0

)

=
(

0 (Δk + Dk|g|σ (3))iσ (2)
(Δ∗k + D∗k|g|σ (3))iσ (2) 0

)(
iσ (g) 0

0 −iσ (−g)∗
)
,

(11.90)

where Δ−k = Δk, and D−k = Dk, and we have used σ (g)∗σ (3)σ (g)∗ = −σ (3).
With Δ±(k) = Δk ± Dk|g| the order parameter can be cast in the form

Δ(k) =
(
Δ+(k)t+(k) 0

0 Δ−(k)t−(k)

)
(11.91)

�̃(k) =
(
Δ+(k)∗t+(−k)∗ 0

0 Δ−(k)∗t−(−k)∗
)
. (11.92)

with phase factors tλ(k) = −e−iλϕg . Note that tλ(−k) = −tλ(k), and |tλ(k)| =
1, and Δ±(−k) = Δ±(k).

We note in passing that other possibilities to define the canonical transformation
that diagonalizes the kinetic part of the Hamiltonian exist, which differ by the relation
between particle and hole components. Using these alternative definitions (e.g. in
Refs. [48, 58]), the order parameter is purely off-diagonal instead of diagonal in
the band representation, and the symmetry relation Eq. (11.58) becomes non-trivial
(see e.g. Ref. [56]). Here, we prefer a transformation that preserves the symmetry
(11.58), and renders the order parameter above diagonal. This is a natural choice
when treating strongly spin-orbit split systems, where the order parameter should be
band diagonal.

The coherence amplitudes in a bulk system with order parameter Eq. (11.91) are
of a similar form,

γ (k, ε) =
(
γ+(k, ε)t+(k) 0

0 γ−(k, ε)t−(k)

)
(11.93)

γ̃ (k, ε) =
(
γ̃+(k, ε)t+(−k)∗ 0

0 γ̃−(k, ε)t−(−k)∗
)

(11.94)

with γ̃±(k, ε) = γ±(−k,−ε)∗. In inhomogeneous systems helicity mixing can take
place. If this happens, the form of the coherence functions is the same band-diagonal
form as above for the case of strong spin-orbit splitting, however has the full matrix
structure for the case of weak spin-orbit splitting.
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11.3.8 Results

11.3.8.1 Andreev Bound States Near the Surface

The surface bound states are determined by the poles of the Green’s function.
Following Refs. [56, 58], we consider specular reflection, whereby the component
of k normal to surface changes sign, k→ k, whereas the component parallel to the
surface is conserved. We find the amplitudes γ (k, ε) by integrating forward along
the incoming, k, trajectory starting from the values in the bulk, and the amplitudes
γ̃ (k, ε) by integrating backward along the outgoing, k, trajectory, again starting from
the values in the bulk [27]. For the homogeneous solutions one obtains

γ 0±(k, ε) =
−Δ±(k)

ε + i
√|Δ±(k)|2 − ε2

, γ̃ 0±(k, ε) =
Δ±(k)∗

ε + i
√|Δ±(k)|2 − ε2

, (11.95)

Note that the spin-orbit interaction in the helicity basis enters as a term propor-
tional to σ (3), see Eq. (11.54). Consequently, this term commutes with any term
diagonal in the helicity basis, and thus drops out of the homogeneous solutions in
Eq. (11.95) (see Ref. [121] for the case of a Rashba-type spin-orbit coupling). How-
ever, this is not in general the case for non-homogeneous solutions: when helicity
mixing takes place due to impurities or surfaces and interfaces, and a fully self-
consistent solution is obtained, then the spin-orbit coupling term in Eq. (11.54) enters
through the transport equation.

The amplitudes �k and �̃k, are determined from the boundary conditions at the
surface. We consider here a simple model of a non-magnetic surface, that conserves
the spin under reflection (this assumption only holds for a small spin-orbit interaction
in the bulk material). In this case the components of ĝ in the spin basis,

ĝspin(k, ε) = Û †
k ĝ(k, ε)Ûk, (11.96)

are continuous at the surface. This leads to a surface-induced mixing of the helicity
bands according to

U †
k�(k, ε)U

∗
−k = �spin(k, ε) = γ spin(k, ε) = U †

kγ (k, ε)U
∗
−k, (11.97)

U T
−k�̃(k, ε)Uk = �̃spin(k, ε) = γ̃ spin(k, ε) = U T

−kγ̃ (k, ε)Uk. (11.98)

Note that these boundary conditions correspond to Eq. (11.72) with SR and S̃R given
by the (11.28)-components of Eq. (11.86).

We proceed with discussing the local density of states at the surface, N (ε), that
is defined in terms of the momentum resolved density of states, N (k, ε) by

N (k, ε)/NF = −(2π)−1ImTrλ {g(k, ε)} , N (ε) = 〈N (k, ε)〉, (11.99)

which can be expressed in terms of the coherence amplitudes in the following way
(here k points towards the surface and k away from it),
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N (k, ε)/NF = ReTrλ

{[
1− γ (k, ε)�̃(k, ε)

]−1 − 1/2

}

N (k, ε)/NF = ReTrλ
{[

1− �(k, ε)γ̃ (k, ε)]−1 − 1/2
}
.

(11.100)

We obtain �(k, ε) and �̃(k, ε) from Eqs. (11.97) and (11.98), with γ (k, ε) and
γ̃ (k, ε) from Eqs. (11.93), (11.94), (11.95), and (11.104).

The bound states in the surface density of states correspond to the zero eigenvalues
of the matrix

1− γ (k, ε)�̃(k, ε) = 1− γ (k, ε)(U∗−kU T
−k)γ̃ (k, ε)(UkU †

k ) (11.101)

at the surface. An explicite calculation results in an equation for the Andreev bound-
state energy in terms of the surface coherence amplitudes in the helicity basis [58],

{1+ γ+γ̃+} {1+ γ−γ̃−}
{1+ γ+γ̃−} {1+ γ−γ̃+} = −M , (11.102)

where we used the abbreviations γ± ≡ γ±(k, ε) and γ̃± ≡ γ̃±(k, ε). The “mixing”
factor M is determined by the change of g(k) → g(k) under reflection k → k at
the surface,

M = sin2 θg−θg
2 + sin2 θg+θg

2 tan2 ϕg−ϕg

2

cos2 θg−θg
2 + cos2 θg+θg

2 tan2 ϕg−ϕg

2

, (11.103)

where θg, ϕg and θg, ϕg are the polar and azimuthal angles of g(k) and g(k),
respectively.

In general, the order parameter must be obtained self-consistently at the surface.
Helicity mixing at the surface will lead necessarily to a suppression of the order
parameter. To gain insight in the role of the order parameter suppression it is useful
to model it by a normal layer of width W next to the interface. Trajectories incident
at an angle αk from the surface normal travel through a normal region of an effective
width 2Wk = 2W/ cos(αk). Thus, the surface coherence amplitudes gain a phase
factor,

γ±(k, ε) = γ 0±(k, ε)e2ıεW/vF cos(αk), γ̃±(k, ε) = γ̃ 0±(k, ε)e2ıεW/vF cos(αk).

(11.104)

Similar as for g, we will use in the following polar and azimuthal angles for
the vector k, defined by {kx , ky, kz} = |k|{sin(θk) cos(ϕk), sin(θk) sin(ϕk), cos(θk)}
(where 0 ≤ θk ≤ π ). We also introduce the notation ĝ = g/max(|g|). For the
order parameter, we assume isotropic �k = � and Dk = D in Eq. (11.87), and
introduce the parameter q = �/D′ where D′ = D · max(|g|) [56]. In this case
�± = D′(q ± |ĝ|) with maximal gap amplitudes �0 = D′(q + 1).



11 Properties of Interfaces and Surfaces 347

-2 -1 0 1 2
ε/Δ0

0

0.5

1

1.5

2

2.5

3
N

(ε
)/

N
F

q=0
q=0.5
q=1
q=2

(a)

-2 -1 0 1 2
ε/Δ0

0

0.5

1

1.5

2

2.5

3

N
(ε

)/
N

F

q=0
q=0.5
q=1
q=2

(b)

-2 -1 0 1 2
ε/Δ0

0

0.5

1

1.5

2

N
(ε

)/
N

F

q=0
q=0.5
q=1
q=2

(c)

-2 -1 0 1 2
ε/Δ

0

0

0.5

1

1.5

2

N
(ε

)/
N

F

q=0
q=0.5
q=1
q=2

(d)

Fig. 11.9 Local surface density of states N (ε)/NF for a Rashba superconductor, g(k) = αR k× ẑ.
The surface is parallel to ẑ. The curves are for�± = �0(q±|ĝ(k)|)/(q+1), with q ranging from 0
to 2. In a and c the order parameter is assumed constant up to the surface, and in b and d a suppression
of the order parameter to zero in a surface layer of thickness W = 2ξ0 with ξ0 = �vF/2πkBTc is
assumed. a and b is for a cylindrical Fermi surface, vF = (vx , vy, 0), and c and d is for a spherical
Fermi surface. (The symbols are labels for the curves only)

In Fig. 11.9 we show results for a Rashba-type spin-orbit coupling, g(k) =
αR k× ẑ. The surface is aligned with the ẑ direction. In (a) and (b) we use a cylindrical
Fermi surface, for which |ĝ(k)| = 1. In (c) and (d) the results for a spherical Fermi
surface are shown, for which |ĝ(k)| = sin(θk). The effect of a surface layer with
suppressed order parameter is illustrated in Fig. 11.9 (b) and (d), where Eq. (11.104)
with W = 2ξ0 is used, where ξ0 is the coherence length ξ0 = �vF/2πkBTc.

For the special case q = 0 we have �+ = −�− = �0 sin(θk) (we use a real
gauge). For this case, θg = θg = π/2, and consequently, M = tan2 ϕg = cot2 ϕk.
The bound states are then given by [56, 58]

ε

�0
= − sin

(
2Wε

vF cosϕk
± ϕk

)
sin(θk). (11.105)

Numerical solution of the problem shows that the “principal” bound-state branches
ε(ϕk) with energies away from the continuum edge contribute the most to the sub-
gap DOS. For W �= 0 the main branch εbs(ϕk) develops a maximum at ε� < �0,
which gives rise to a peak in the surface DOS near ε�, see Fig. 11.9 (b) and (d). Fully
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self-consistent solution confirms this [58]. For q →∞ the order parameter becomes
insensitive to helicity mixing, i.e. the effective W decreases for increasing q.

Andreev bound states in non-centrosymmetric superconductors have unusual spin
structure [54, 58]. It is found, that the states corresponding to different branches of
Eq. (11.105) have opposite spin polarization. Since the spin polarization changes sign
for reversed trajectories, the Andreev states carry spin current along the interface.
Such spin currents exist in NCS materials because the spin is not conserved, and
consequently precession terms enter the continuity equation [122]. There are spin
currents both in the normal state and in the superconducting state. As was found in
Ref. [58], the most prominent feature is a large surface current with out of plane spin
polarization (reminiscent to that in spin Hall bars [123]) that flows along the surface,
and decays rapidly into the bulk on a Fermi wavelength scale. In addition, there is also
a surface induced superconducting spin current with out of plane spin polarization,
that adds to the background microscopic spin currents and greatly exceeds them in the
limit of small spin-orbit band splitting. This effect is in this case solely determined by
the structure of the superconducting gap. Superconducting spin currents decay into
the bulk on the scale of the coherence length and show oscillations determined by
the spin-orbit strength due to Faraday-like rotations of the spin coherence functions
along quasiparticle trajectories [58].

11.3.8.2 Tunneling Conductance

For a three-dimensional model, which for the Rashba-type spin-orbit coupling was
discussed in Ref. [56], we present in the following tunneling conductances in various
geometries. We will discuss several types of spin-orbit interaction:

C4v : g = η
⎛
⎝ k̂y

−k̂x

0

⎞
⎠+ η′

⎛
⎝ 0̂

0
k̂x k̂y k̂z(k̂2

x − k̂2
y)

⎞
⎠ ,

Td : g = η
⎛
⎜⎝

k̂x (k̂2
y − k̂2

z )

k̂y(k̂2
z − k̂2

x )

k̂z(k̂2
x − k̂2

y)

⎞
⎟⎠ , O : g = η

⎛
⎝ k̂x

k̂y

k̂z

⎞
⎠ ,

(11.106)

For the symmetry C4v, corresponding to the tetragonal point group, the two para-
meters η and η′ can both be non-zero. We will discuss below the special cases
η = 0 and η′ = 0. The case η′ = 0 corresponds to a Rashba spin-orbit coupling.
The type of spin-orbit coupling we consider for the full tetrahedral point group, Td ,
is also known as Dresselhaus coupling. Finally, for the cubic point group, O, the
simplest form for g is considered here, which is fully isotropic. All the cases above
are relevant for non-centrosymmetric superconductors: C4v for CePt3Si, CeRhSi3,
and CeIrSi3,Td for Y2C3 and possibly KOs2O6, and O for Li2(Pd1−x Ptx )3B.

The zero temperature tunneling conductance is obtained according to the formula
Eq. (11.82), which leads for a spin-inactive δ-function barrier to
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G(eV )

GN
= 〈cos(αk)D(αk)N (k, eV )〉

〈cos(αk)D(αk)〉 , D(αk) = D0 cos2(αk)

1− D0 sin2(αk)
(11.107)

where αk is the angle between the surface normal and k. A remark is in place here. In
principle, the interface barrier will be spin-dependent once a spin-orbit split material
is brought in contact with a normal metal. However, for the limit of small spin-orbit
splitting we can neglect the spin-dependence of the interface potential consistent
with the quasiclassical approximation. The corrections are of the same order as the
corrections for the quasiparticle velocity in this case, and are of higher order in the
parameter small.

In Fig. 11.10 we show the tunneling conductance G(eV )/GN obtained from
Eq. (11.107) with Eqs. (11.99)–(11.100) for various types of spin-orbit coupling, cor-
responding to that in Eq. (11.106), and for various alignments of the surface normal
with respect to the crystal symmetry directions. The tunneling parameter in this figure
is D0 = 0.1. We show curves for an order parameter�± = �0(q±|ĝ(k)|)/(q+1),
with q ranging from 0 to 2. For simplicity, we concentrate here on the assumption
that the order parameter is constant up to the surface, i.e. we use the bulk solutions
Eqs. (11.93)–(11.95). For a detailed quantitative description, a self-consistent deter-
mination of the order parameter suppression near the surface must be obtained. We
also use the simplifying assumptions of a spherical Fermi surface with isotropic
Fermi velocity.

As seen from Fig. 11.10, a rich structure of Andreev bound states below the bulk
gap energy develops, which depends strongly on the alignment of the surface with
the crystal symmetry axes. In (a) and (b) a pure Rashba spin-orbit coupling k =
[k̂y,−k̂x , 0] on a Fermi sphere is assumed. Below the critical value q = 1, a zero-
bias peak appears for tunneling in the direction perpendicular to the ẑ direction, i.e.
the (1,0,0) or (0,1,0) direction, however a dependence quadratic in energy appears
for tunneling parallel to the ẑ direction, i.e. the (0,0,1) direction [56]. For q > 1 the
tunneling density of states acquires a gap, as then the singlet character of the order
parameter dominates.

In Fig. 11.10 (b) and (c), we show results for a hypothetical spin-orbit coupling
of the form g = η′[0, 0, k̂x k̂y k̂z(k̂2

x − k̂2
y)], that is consistent with the same point

group symmetry D4v as the Rashba spin-orbit coupling. For this case, a sharp zero-
bias conductance peak exists for q < 1 in all tunneling directions. In contrast, for
q > 1, the zero bias conductance peak only exists when tunneling perpendicular to
the z-direction, however, not when tunneling parallel to the z-direction.

In Fig. 11.10 (d) we consider the cubic point group symmetry, and assume the
simplest form of a fully isotropic spin-orbit interaction of the form ĝ = [k̂x , k̂y, k̂z].
Here, for q < 1 the tunneling conductance is zero at zero bias, but raises sharply
away from zero bias, showing side peaks due to Andreev bound states. At q = 1 this
structure disappears with only a pseudogap remaining. For q < 1 a gap opens.

Finally, in Fig. 11.10 (e)–(g) we show results for the full tetrahedral point group
Td . We compare tunneling in (1,0,0), (1,1,0), and (1,1,1) directions. Note that in
this case, the relation (11.106) between g and k is not invariant under a rotation of
both vectors by 90 degree around the k̂x -, k̂y-, or k̂z-axis, but an overall sign change
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Fig. 11.10 Tunneling conductance G(eV )/GN for various types of spin-orbit coupling correspond-
ing to the indicated symmetry groups, and for various alignments of the surface normal n̂ as indi-
cated. The spin-orbit vector is of the form C4v: g = η[k̂y,−k̂x , 0] + η′[0, 0, k̂x k̂y k̂z(k̂2

x − k̂2
y)];

O: ĝ = [k̂x , k̂y, k̂z] (this case is fully isotropic); Td : ĝ = 2[k̂x (k̂2
y − k̂2

z ), k̂y(k̂2
z − k̂2

x ), k̂z(k̂2
x − k̂2

y)].
The curves are for�± = �0(q ± |ĝ(k)|)/(q + 1), with q ranging from 0 to 2. The order parameter
is assumed constant up to the surface, and a spherical Fermi surface with isotropic Fermi velocity
is assumed. The tunneling parameter is D0 = 0.1. Curves are vertically shifted by multiples of 0.2
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appears; however, the conductance spectra are insensitive to this sign change. For
q < 1 there is a vanishing zero-bias conductance for tunneling in (1,0,0) direction,
and a low-energy dispersive Andreev bound-state branch for tunneling in (1,1,0)
direction. For tunneling in (1,1,1) direction, the zero-bias conductance vanishes for
q = 0, and shows a sharp zero-bias peak for 0 < q < 1. For q > 1 the tunneling
conductance becomes gapped for all directions.

As can be seen from these results, studying directional resolved tunneling in non-
centrosymmetric superconductors gives important clues about the order parameter
symmetry and the type of spin-orbit interaction.

11.3.8.3 Andreev Point-Contact Spectra

Here we present results for the case of a point contact between a normal metal and
a non-centrosymmetric superconductor. We use Eq. (11.79) to calculate the spectra,
with a scattering matrix that has the form shown in Eq. (11.86). We assume isotropic
Fermi surfaces in the materials on both sides of the interface, and for simplicity use
equal magnitudes for Fermi momenta and velocities. The transmission amplitude is
modeled by that for a δ-function barrier,

t (αk) = t0 cos(αk)√
1− t2

0 sin2(αk)

, (11.108)

and the component of the Fermi velocity along the interface normal in direction of
current transport is n̂vF1 = vF cos(αk).

In Fig. 11.11, the Andreev conductance G(eV )/GN for various types of spin-orbit
coupling and for various alignments of the surface normal n̂ are shown. Here, the
transmission probability D0 = t2

0 is varied from zero to one. We restrict here to the
case q = 0, i.e. an order parameter of the form�± = ±�0|ĝ(k)|). Again, a spherical
Fermi surface with isotropic Fermi velocity is assumed. We also compare the case
of a surface layer with suppressed order parameter (dashed lines) with that of an
order parameter constant up to the surface (full lines). To model the order parameter
suppression, we assume a layer of thickness W = 2ξ0 with ξ0 = �vF/2πkBTc (dotted
lines) in which the order parameter vanishes. Thus, we use Eq. (11.104) as incoming
solutions for the coherence amplitudes. Note that for D0 = 1 the surface layer with
zero order parameter does not affect the Andreev conductance. This is due to the
fact that for perfect transmission the normal region simply extends slightly further
towards the superconductor, and within our approximation we neglect the spin-orbit
effects in interface potential.

For a larger spin-orbit coupling the interface between a normal metal and a normal
conducting non-centrosymmetric metal with strong spin-orbit interaction becomes
necessarily spin-active, as the interface potential term in the Hamiltonian must be
hermitian. Thus, a perfect transmission is not realistic in such a case. For weak spin-
orbit splitting these effects are also present, however modify the results only to order
v̂SO/EF, or on energy scales v̂2

SO/EF.
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Fig. 11.11 Andreev conductance G(eV )/GN for various types of spin-orbit coupling correspond-
ing to the indicated symmetry groups, and for the indicated alignments of the surface normal
n̂. The transmission probability D0 = t2

0 is varied. The spin-orbit vector is of the form C4v:

g = η[k̂y,−k̂x , 0]+η′[0, 0, k̂x k̂y k̂z(k̂2
x − k̂2

y)]; O: ĝ = [k̂x , k̂y, k̂z] (this case is fully isotropic); Td :

ĝ = 2[k̂x (k̂2
y − k̂2

z ), k̂y(k̂2
z − k̂2

x ), k̂z(k̂2
x − k̂2

y)]. The curves are for �± = ±�0|ĝ(k)|). The order
parameter is assumed constant up to the surface (full lines) or suppressed to zero in a surface layer
of thickness W = 2ξ0 with ξ0 = �vF/2πkBTc (dotted lines). For D0 = 1 these two cases give
identical results. A spherical Fermi surface with isotropic Fermi velocity is assumed
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For lower transmission, we remark as an overall observation that the suppression
of the order parameter does not affect the value of the Andreev conductance at zero
bias. This is simply due to the fact that in the clean limit the coherence amplitudes
become effectively spatially constant for ε = 0. For higher bias, deviations can be
observed, that in general lead to a shift of Andreev bound states to lower bias.

We turn now to the Andreev point contact spectra for t0 = 1. As can be seen, the
form of the spectrum is sensitive to the type of spin-orbit coupling, and the associated
order-parameter symmetry. For a Rashba spin-orbit coupling, Fig. 11.11 (a) and (b),
the Andreev conductance is enhanced to twice the normal conductance at zero bias,
however to a smaller value for finite bias. There is a pronounced anisotropy in the
shape of the Andreev conductance spectra. In (c) and (d) the Andreev conductance
shows a sharp kink feature at zero bias, associated with the complex nodal structure
of the spin-orbit vector. For cubic symmetry, (e), we observe an Andreev conduc-
tance resembling that of an s-wave spin-singlet superconductor. And, finally, for a
Dresselhaus spin-orbit coupling, (f)–(h), the Andreev conductance shows a behavior
similar to the case of a Rashba spin-orbit interaction, however with a less pronounced
anisotropy.

11.4 Conclusions

We have given an overview over the current status of the theoretical understanding
of Andreev bound states at the surface of a non-centrosymmetric superconducting
material, and have presented results for tunneling conductance, point-contact spectra,
and spin polarized Andreev bound-state spectra.

The new feature in non-centrosymmetric superconductors is the possible appear-
ance of spin polarized Andreev states, that carry a spin-current along the interface or
surface. The presence of such Andreev bound states that cross the chemical potential
as a function of incident angle to the surface, is a topologically stable superconduct-
ing property. Such bound states exist as long as triplet order parameter components
(in spin representation) dominate singlet components of the order parameter. When
both components are equal, the bound state at the chemical potential disappears, and
a topologically new ground state is established. The transition between the two states
is a quantum phase transition.

The spectrum of Andreev states at the surface provides valuable information
about both the structure of the superconducting order parameter and the vector field
of spin-orbit vectors on the Fermi surface. In this chapter we have concentrated on
the rich structure that appears for the limiting case of a small spin-orbit splitting of
the energy bands in the non-centrosymmetric material. In this limit, the spin quantum
number is approximately conserved during scattering from surfaces and interfaces
with normal metals, which leads to strong mixing between the helicity bands in the
non-centrosymmetric material. The opposite limit of strong spin-orbit splitting is still
largely unexplored. We have provided a theoretical basis in this chapter that allows
to treat this case as well.
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Finally, we would like to mention that interesting effects, like e.g. effects related
to the spin Hall effect, or to Berry phases associated with the change of the spin-orbit
vector along closed paths, are interesting subjects left for future studies.
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