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Abstract. Graph theory has been shown to provide a powerful tool for
representing and tackling machine learning problems, such as cluster-
ing, semi-supervised learning, and feature ranking. This paper proposes
a graph-based discrete differential operator for detecting and eliminating
competence-critical instances and class label noise from a training set in
order to improve classification performance. Results of extensive exper-
iments on artificial and real-life classification problems substantiate the
effectiveness of the proposed approach.

1 Introduction

In graph-based data analysis, a dataset is represented as a graph, where the
vertices are the instances of the dataset and the edges encode a pairwise rela-
tionship between instances. For instance, the nearest neighbor relation between
points of a finite set in the Euclidean space can be described by the popular near-
est neighbor (proximity) graph [3,27]. Concepts and methods from graph theory
are then used for extracting knowledge from such a representation. In particular,
the graph Laplacian provides a natural interpretation to the geometric structure
of datasets. It has been used in machine learning for tackling diverse tasks such
as dimensionality reduction and clustering, e.g., [4,29], feature selection, e.g.,
[19,34], and semi-supervised learning, e.g., [35,36].

This paper shows how the graph Laplacian operator can be directly used for
filtering competence-critical instances and class label noise from a training set,
in order to improve test accuracy.

Research on instance selection focusses mainly on three types of filtering
techniques [8]: competence preservation, competence enhancement, and hybrid
approaches. Competence preservation algorithms, e.g., [1,14], remove irrelevant
points, that is, that do not affect the classification accuracy of the training
set. Competence enhancement methods, e.g., [23,26,28,31], remove noisy points,
such as those with a wrong class label, as well as points close to the decision
boundary, yielding to smoother decision boundaries, in order to increase clas-
sifier accuracy. Hybrid methods, e.g., [8,20,24,25,32], aim at finding a subset of
the training set that is both noise free and does not contain irrelevant points.
Alternative methods use prototypes instead of instances of the training set, see
for instance [21].
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The algorithm proposed here belongs to the so-called competence enhance-
ment methods. It differs from previous methods for this task in the way it ex-
tracts information from the neighborhood of an instance in order to measure its
relevance. Indeed, while previous methods are based on ‘static’ measures, such
as being correctly classified, the proposed method uses a ‘differential’ measure,
defined by means of a graph Laplacian operator. Specifically, we consider the
graph-based representation of two class dependent K nearest neighbor (KNN)
relations defined over pairs of instances: the within- and between- class KNN.
The between-class KNN graph is used to define a graph Laplacian operator.
The within-class KNN graph is used to define the within-class degree function,
mapping vertices to their degree.

The application of the Laplacian operator to such function, called Laplace
scoring, provides such differential measure of instance relevance. It measures
the flow of the within-class degree function at each vertex of the between-class
KNN graph. Vertices with negative Laplace score are either close to the KNN
decision boundary or are outliers. This motivates the introduction of a simple
Laplace-based instance filtering algorithm, which removes instances having neg-
ative Laplace score.

To the best of our knowledge, this work presents the first attempt to perform
class noise instance filtering using a graph-based differential approach.

In order to test comparatively the effectiveness of this approach, extensive
experiments on artificial and real-life data sets are conducted. We consider three
classifiers: the KNN classifier without instance filtering, with the popular Wil-
son’s editing [31], and with Laplace filtering. Results of the experiments indicate
best test accuracy performance of Laplace filtering over the other methods, as
well as superior robustness with respect to the presence of class noise in the
training set.

Furthermore, comparison of Laplacian filtering with state-of-the-art editing
algorithms indicate similar or improved generalization performance of the 1-NN.

Finally, we investigate the use of Laplacian filtering for improving the perfor-
mance of classifiers other than 1-NN. We consider SVMs with RBF kernels. These
are related to NN methods, because each RBF measures the distance of a test
instance to one of the training instances. SVM training keeps certain training in-
stances as support vectors, and discards others. In this way, SVM/RBF may also
be viewed as a competence-enhancement filtering method. We investigate the ef-
fect of Laplacian filtering as pre-processing step by performing experiments on
datasets with different levels of added class noise. Results of these experiments
show that at all considered levels of class noise, Laplacian filtering has no signifi-
cant positive effect on the generalization performance of SVMs with RBF kernel.

In general, the results substantiate the effectiveness of graph Laplacian oper-
ators for tackling the class noise filtering problem. Therefore this contribution
adds yet another successful application of such powerful graph-based framework
in machine learning.

We begin by setting the stage with the notation and main concepts used in
this study.
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2 Background

In this paper we useX to denote a dataset of n instancesX = {x1, . . . , xn}, where
xi is a real-valued vector of dimensionm. LetC denote the set of class labels ofX ,
and let l : X → C the function mapping each instance xi to its class label l(xi).

A graph G = (V,E) consists of a finite set V and a subset E ⊂ V × V . The
elements of V are the vertices of the graph and those of E are the edges of the
graph. In this work we consider undirected graphs, that is, such that for each
edge (u, v) ∈ E we have also (v, u) ∈ E. We say that u and v are adjacent
vertices, denoted by u ∼ v, if (u, v) ∈ E. The degree function d of a graph is
defined by d(u) = |{v | u ∼ v}|, where |S| denotes the cardinality of a set S.

The graph normalized Laplacian can be defined as follows. Suppose |V | = n.
Consider the n× n matrix L, defined as

L(u, v) =

⎧
⎨

⎩

d(u) if u = v,
−1 if (u, v) ∈ E,
0 otherwise.

The (normalized) Laplacian of G is the n× n matrix

L(u, v) =

⎧
⎪⎨

⎪⎩

1 if u = v and d(u) �= 0,
−1√

d(u)d(v)
if (u, v) ∈ E,

0 otherwise.

The graph Laplacian operator L maps real-valued functions on vertices to real-
valued functions on vertices, defined by

L(f)(u) =
1

√
d(u)

∑

u∼v

(
f(u)
√
d(u)

− f(v)
√
d(v)

)

.

3 Laplacian Instance Filtering

Denote by l a generic element of C. Let Xl be the subset of X consisting of
those instances having class label equal to l. Define KNN(x, l) to be the set of
K nearest neighbors of x computed among those instance in Xl, excluding x.

Define the following two graphs. The within-class KNN graph, denoted by
Gwc = (V,Ewc), such that V = X , and

Ewc = {(xi, xj) | xj ∈ KNN(xi, l(xi)) or xi ∈ KNN(xj , l(xj))}.

Gwc represents the (symmetric) nearest neighbor relation between points of the
same class in the training set.

Analogously, define the between-class KNN graph, denoted by Gbc = (V,Ebc),
such that V = X ,

Ebc={(xi, xj) | (xj ∈ KNN(xi, l) and l �= l(xi)) or (xi ∈ KNN(xj , l) and l �= l(xj))}.
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Gbc represents the (symmetric) KNN relation between points of each pair of
different classes in the training set. Note that this relation differs from the nearest
unlike neighbor relation (NUN) [15] because it considers all pairs of different
classes, while NUN considers one class versus the union of all the other classes.
Clearly, for binary classification problems the two relations coincide.

The within- and between-class graphs with K = 1 for a toy binary classifica-
tion problem are shown in Figure 1.

Let L be the Laplacian operator of Gbc. Let g denote the within-class degree
function, mapping vertex i to its degree in Gwc. g(i) can be viewed as an estimate
of the density of points of class label l(xi) around xi, since the more instances
with label l(xi) are close to xi, the larger the g(i) will be [34].

We define the Laplace score, denoted by Score, to be the real-valued function
on vertices such that

Score(u) = L(g)(u).

This function assigns a small score to an instance whose neighbors from different
classes (that is, its adjacent vertices in Gbc) are in a region containing many
points of their own class, and few points of classes different from their one.

The within-class degree and Laplace score of instances for the considered toy
classification example are shown in Figure 1. Observe that in this example points
with negative Laplace score are close to the one nearest neighbor class decision
boundary. This motivates the introduction of the simple Algorithm 1 for class
noise filtering, which removes from the training set those instances with negative
Laplace score.

The time complexity of this algorithm is dominated by the cost of building
the between- and within-class graphs, which is quadratic in the size of the train-
ing set. However, this bound can be reduced to O(n log(n)) (for small input
dimension) by using metric trees or other spatial data structures, as shown for

Fig. 1. Graphs and Laplace score with K = 1 of a training set for a toy binary
classification problem in the real plane
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Algorithm 1. Laplace instance filtering
Input: training data X of size n
number K of nearest neighbors
Output: subset S of X
Gbc = between-class KNN graph of X
Gwc = within-class KNN graph of X
g = degree function of Gwc

for i = 1 to n do
Score(i) = L(g)(i)

end for
S = {xi ∈ X | Score(i) ≥ 0}

example in [18], as well as structures optimized for a data and query distri-
bution [5,9].

Application of Laplace instance filtering to an instance of the XOR classifica-
tion problem is illustrated in Figure 2. Points filtered out by the algorithm are
highlighted with circles.

Fig. 2. Application of Laplace filtering with K = 1 to an instance, with class noise
examples, of the XOR classification problem in the real plane. The points removed
have filled markings.

3.1 Justification

The score of an instance can be interpreted as a discrete divergence measure.
This can be shown by using discrete analogous of differential operators. To this
end, we use the results contained in [36].

Indeed, consider the graph gradient operator, mapping real-valued functions
of the vertices into real-valued functions on edges.

(∇φ)(u, v) =
φ(v)
d(v)

− φ(u)
d(u)

.

Observe that in this definition, before computing the variation of φ between two
adjacent vertices, the function value is split at each vertex along its adjacent edges.
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The graph gradient can also be defined at vertex v, as

∇φ(u) = {(∇φ)(u, v) | (u, v) ∈ E}.
The graph divergence maps real-valued functions of the edges into real-valued
functions on vertices.

(div ψ)(u) =
∑

u∼v

1
√
d(v)

(ψ(u, v) − ψ(v, u)).

The divergence measures the net outflow of function ψ at each vertex.
The following equality relates the graph divergence and Laplacian operators:

L(φ) = −1
2
div (∇φ).

By instantiating the above formula with the graph Laplacian of Gbc and the
within-class degree function g we obtain

Score = −1
2
div (∇g).

Therefore, the Laplace instance score is a measure of negative divergence. An
instance having high divergence value (hence small Score value) can be consid-
ered critical, since there is a high flow of within-class degree at that instance in
a neighborhood characterized by means of the between-class graph.

4 Experiments

In order to assess comparatively the accuracy performance of the proposed filter-
ing method, we conduct extensive experiments on 19 Machine Learning datasets,
using the K-nearest neighbor classifier (KNN) with no training set pre-processing
[13], here called No-filtering, with Laplace instance filtering, and with the pop-
ular Wilson’s filtering algorithm. The latter one removes those instances that
do not agree with the majority of its K nearest neighbors. We consider three
instances of each algorithm obtained by setting the number K of neighbors to
1, 3, 5, respectively, resulting in a total of nine classifiers.

Cross validation is applied to each dataset. Specifically, for each partition of
the dataset, each filtering algorithm is applied to the training set X from which
a subset S is returned. The KNN classifier that uses only points of S is applied
to the test set.

4.1 Datasets

We consider 3 artificial datasets (Banana, g50c, g10n) and 16 real-life ones, with
different characteristics as shown in Table 1. These datasets have been used in
previous studies on model selection for (semi)supervised learning.

Specifically, Raetsch’s binary classification benchmark datasets have been
used in [22]: they consists of 1 artificial and 12 real-life datasets from the UCI,
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Table 1. Datasets used in the experiments. CL = number of classes, TR = training
set, TE = test set, VA = number of variables, Cl.Inst. = number of instances in each
class.

Dataset CL VA TR Cl.Inst. TE Cl.Inst.

1 Banana 2 2 400 212-188 4900 2712-2188
2 B.Cancer 2 9 200 140-60 77 56-21
3 Diabetes 2 8 468 300-168 300 200-100
4 German 2 20 700 478-222 300 222-78
5 Heart 2 13 170 93-77 100 57-43
6 Image 2 18 1300 560-740 1010 430-580
7 Ringnorm 2 20 400 196-204 7000 3540-3460
8 F.Solar 2 9 666 293-373 400 184-216
9 Splice 2 60 1000 525-475 2175 1123-1052
10 Thyroid 2 5 140 97-43 75 53-22
11 Titanic 2 3 150 104-46 2051 1386-66
12 Twonorm 2 20 400 186-214 7000 3511-3489
13 Waveform 2 21 400 279-121 4600 3074-1526
14 Iris 3 4 120 40-40-40 30 10-10-10
15 Breast-W 2 9 546 353-193 137 91-46
16 Bupa 2 6 276 119-157 69 26-43
17 Pima 2 8 615 398-217 153 102-51
18 g50 2 50 550 252-248 50 23-27
19 g10n 2 10 550 245-255 50 29-21

DELVE and STATLOG benchmark repositories. For each experiment, the 100
(20 for Splice and Image) partitions of each dataset into training and test set
available in the repository are used here.

Two artificial binary classification problems from Chapelle’s benchmark
datasets [11], g50c and g10n, are generated from two standard normal multi-
variate Gaussians. In g50c, the labels correspond to the Gaussians, and the
means are located in a 50-dimensional space such that the Bayes’ error is 5%. In
contrast, g10n is a deterministic problem in 10 dimensions, where the decision
function traverses the centers of the Gaussians, and depends on only two of the
input dimensions. For each experiment, the 10 partitions of each dataset into
training and test set available in the repository are used.

Finally, four standard benchmark datasets from the UCI Machine Learning
repository are used: Iris, Bupa, Pima, and Breast-W. For each experiment, 100
partitions of each dataset into training and test set are used. Each partition
randomly divides the dataset into training and test set, equal to 80% and 20%
of the data, respectively.

4.2 Results

Results of the experiments are summarized in Table 2 (also plotted in
the first row of Figure 3). The table contains average accuracy results of the
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Table 2. A(M) = average (median) results over datasets. S = +/- number of times
Laplace average accuracy is significantly better (+) or significantly worse (-) than the
other algorithm, according to a paired t-test at 0.01 significance level. W = a ’+’
indicates Laplace significantly better than the other algorithm at a 0.01 significance
level according to a Wilcoxon test for paired samples.

Laplace Wilson No-Filtering
1 3 5 1 3 5 1 3 5

1 Banana 88.5 88.9 88.7 87.8 88.2 88.3 86.4 87.9 88.3
2 B.Cancer 70.6 73.0 74.2 69.4 73.4 73.6 67.3 68.5 71.2
3 Diabetes 73.9 74.0 73.8 72.7 73.2 73.6 69.9 72.4 72.6
4 German 74.0 74.0 73.1 73.0 73.9 73.9 70.5 73.1 74.1
5 Heart 81.6 82.6 82.9 80.6 82.0 82.7 76.8 80.5 81.8
6 Image 94.9 92.3 90.8 95.8 94.6 94.1 96.6 95.7 95.1
7 Ringnorm 67.3 63.2 61.0 54.8 51.2 50.6 64.9 59.5 56.7
8 F.Solar 64.0 64.6 64.7 61.4 62.8 62.7 60.7 62.3 62.2
9 Splice 73.3 76.4 77.1 68.4 68.2 66.7 71.1 72.6 73.3
10 Thyroid 94.3 91.9 89.5 94.0 91.9 89.5 95.6 93.8 92.6
11 Titanic 77.2 77.0 77.2 67.3 72.5 74.5 66.9 72.3 74.0
12 Twonorm 95.5 96.6 96.9 94.1 95.9 96.4 93.3 95.5 96.2
13 Waveform 86.2 87.4 87.3 85.4 86.9 87.5 84.1 86.3 87.3
14 Iris 95.2 95.1 94.8 96.1 95.5 95.8 95.6 95.1 95.8
15 Breast-W 97.1 97.3 97.1 96.9 97.2 96.9 96.2 97.1 97.4
16 Bupa 65.8 69.2 68.4 63.5 67.0 67.4 61.2 64.3 66.5
17 Pima 72.5 74.2 75.0 69.6 73.1 73.8 67.3 69.9 72.0
18 g50 85.6 89.8 91.2 82.2 87.2 92.4 79.6 88.4 92.0
19 g10 74.6 79.0 80.8 74.0 79.2 80.0 75.2 78.4 78.2

A 80.6 81.4 81.3 78.3 79.7 80.0 77.9 79.7 80.4

M 77.3 79.0 80.8 74.0 79.2 80.0 75.2 78.4 78.2

S n/a n/a n/a 14/2 15/3 11/2 13/2 7/3 11/5

W n/a n/a n/a + + + + + +

algorithms on each classification task, their average and median, the outcome
of a paired t-test on the results of each classification task, and the outcome of
a paired Wilcoxon test on the (average) results of the entire set of classification
tasks.

Results of a paired t-test at a 0.01 significance level shows improved accuracy
performance of Laplace (see row ‘S’ in Table 2) on the majority of the datasets.
Application of the non parametric Wilcoxon test for paired samples at a 0.01
significance level to the average results on the entire set of classification tasks,
indicates that KNN with Laplace filtering outperforms the other algorithms.

In summary, the experimental analysis indicates effectiveness of Laplace-based
instance filtering and robustness with respect to the presence of high number of
variables, training examples, noise and irrelevant variables.

We turn now to the experimental analysis of classifier robustness with respect
to the presence of class noise.
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Fig. 3. Average test accuracy performance of the methods

4.3 Robustness to Class Noise

In order to analyze experimentally the robustness of the methods with respect
to the presence of class noise in the training set, all experiments are repeated
with modified training sets. The new training sets are obtained by changing the
class labels of a given percentage γ of randomly selected instances.

Figure 3 shows plots of the average accuracy of the nine KNN classifiers
using the original datasets and those obtained by adding γ% class noise, with
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Table 3. Results of experiments on ML benchmark datasets of HMN-EI, ICF, DROP3,
and Laplace filtering

Dataset HMN-EI ICF DROP3 Laplace

Banana 88.6 86.1 87.6 88.5

B.Cancer 69.2 67.0 69.7 70.6

Diabetes 73.5 69.8 72.3 73.9

German 72.9 68.6 72.0 74.0

Heart 81.6 76.7 80.2 81.6

Image 92.7 93.8 95.1 94.9

Ringnorm 65.6 61.2 54.7 67.3

F.Solar 64.7 61.0 61.4 64.0

Splice 70.7 66.3 67.6 73.3

Thyroid 93.2 91.9 92.7 94.3

Titanic 76.0 67.5 67.7 77.2

Twonorm 95.9 89.2 94.3 95.5

Waveform 85.4 82.1 84.9 86.2

Iris 95.4 95.3 95.8 95.2

Breast-W 96.9 95.4 96.8 97.1

Bupa 64.5 60.9 63.1 65.8

Pima 71.7 67.9 69.4 72.5

G50 86.8 82.2 82.8 85.6

G10 79.2 73.0 75.0 74.6

Average 80.2 76.6 78.1 80.6

Median 79.2 73.0 75.0 77.3

S 10/2 18/0 13/0 n/a

W ∼ + + n/a

γ = 10, 20, 40. The Figure contains four rows, one for each value of γ (the original
training set corresponds to setting γ = 0). Each row contains three plots, one for
each value of K. Each plot shows average test accuracy of No-filtering, Laplace,
and Wilson algorithms for the specific value of K and γ.

In all the considered cases, the average test accuracy curve of Laplace dom-
inates those of the other two algorithms, with more improvement for higher
values of K. Indeed, in all these cases, KNN with Laplace filtering outperforms
significantly the other classifiers.

These results substantiate robustness of the Laplace-based instance filtering
approach for KNN with respect to the presence of class noise.

5 Comparison with Other Methods

5.1 Editing Algorithms

In order to compare the performance of the proposed method with that of state-
of-the-art editing algorithms, we report in Figure 3 the test accuracy results of
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the 1-NN classifier, achieved by the state-of-the-art instance editing algorithms
recently investigated in [20]: Iterative Case Filtering (ICF) [7], Decremental Reduc-
tion Optimization (DROP3) [32,33], and Hit Miss Network Editing (HMN-EI) [20].

ICF first applies E-NN noise reduction iteratively until it cannot remove any
point, and next iteratively removes points. At each iteration all points for which
the so-called reachability set is smaller than the coverage one are deleted. The
reachability of a point x consists of the points inside the largest hyper-sphere
containing only points of the same class as x. The coverage of x is defined as the
set of points that contain x in their reachability set.

DROP3 first applies a pre-processing step which discards points of X misclas-
sified by their K nearest neighbors, and then removes a point x from X if the
accuracy of the KNN rule on the set of its associates does not decrease. Each
point has a list of K nearest neighbors and a list of associates, which are updated
each time a point is removed from X . A point y is an associate of x if x belongs
to the set of K nearest neighbors of y. If x is removed then the list of K nearest
neighbors of each of its associates y is updated by adding a new neighbor point
z, and y is added to the list of associates of z. The removal rule is applied to the

Table 4. Results of SVM/RBF with Laplace pre-processing (LAPLACE) and without
(SVM-RBF) at different levels of class noise γ

γ = 0 γ = 20 γ = 40
svm-rbf laplace svm-rbf laplace svm-rbf laplace

1 89.3 89.3 87.3 87.4 65.7 66.0
2 73.1 72.9 71.1 71.1 62.5 63.1
3 76.5 76.5 74.4 74.4 64.9 64.5
4 76.2 76.4 73.3 73.3 65.7 66.1
5 83.9 84.1 81.1 81.6 64.5 65.4
6 96.5 96.5 92.9 92.9 78.7 78.9
7 98.2 98.1 96.5 96.2 81.3 79.0
8 66.8 66.8 65.0 65.1 57.9 58.4
9 88.8 88.6 83.3 83.3 68.0 68.2
10 95.2 95.0 91.5 91.9 76.4 76.4
11 77.3 77.2 76.1 75.9 67.1 68.0
12 97.5 97.5 96.5 96.9 88.0 89.5
13 89.8 89.8 87.1 87.3 74.2 75.9
14 95.8 95.8 95.1 95.6 90.6 91.0
15 94.2 95.0 96.2 96.2 90.2 90.8
16 70.5 70.7 64.2 64.6 54.9 54.9
17 75.6 75.8 72.9 73.0 64.7 64.7
18 95.8 95.8 93.4 92.6 78.6 81.6
19 94.2 95.0 88.4 89.0 69.8 68.2

A 86.1 86.2 83.5 83.6 71.8 72.1

M 89.3 89.3 87.1 87.3 68.0 68.2

S 0/0 0/0 0/0 0/0 0/0 2/0

W ∼ ∼ ∼ ∼ ∼ ∼
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points sorted in decreasing order of distance from their nearest neighbor from
the other classes (nearest enemy).

HMN-EI is an iterative heuristic algorithm based on a directed graph-based rep-
resentation of the training set, called hit miss network. Topological properties of
such network are used for designing an iterative algorithm that removes points
considered irrelevant or harmful to the 1-NN generalization performance. The em-
pirical error on the training set is used as criterion for terminating the iterative
process.

Results in Figure 3 show that test accuracy of Laplace filtering is similar or
better than the one of these state-of-the-art methods. However, observe that
editing algorithms also reduce storage, while Laplace filtering is specifically de-
signed for removing critical instances. In order to reduce also storage reduction,
one could use Laplace instance filtering as pre-processing step, followed by the
application of a competence preservation algorithm, such as [1].

5.2 SVM with RBF Kernels and Optimized Parameters

A family of classifiers different from KNN, whose training process results in the
selection of a subset of the training set, are the Support Vector Machines (SVMs).
They map training points x into a higher (possibly infinite) dimensional feature
space by the function θ. Then SVM finds a linear separating hyperplane with
the maximal margin in this higher dimensional feature space. Given a training
set of real-valued instance-label pairs (xi, l(xi)), i = 1, . . . , n the support vec-
tor machines (SVM) [6,12] require the solution of the following optimization
problem:

min
w,b,ξ

wTw + C

n∑

i=1

ξi

such that l(xi)(wT ξ(xi) + b) ≥ 1 − ξi and ξi ≥ 0.

C > 0 is the penalty parameter of the empirical error term. Furthermore,
K(x, y) = ξ(x)T ξ(y) is called the kernel function. In particular, SVMs with
Radial Basis Function (RBF) kernel use K(x, y) = e−σ||x−y||2. The set of points
with ξi > 0 are called support vectors. They uniquely identify the separating
hyperplane.

It is interesting to investigate whether the use of Laplacian filtering as pre-
processing step improves the performance of SVMs with RBF kernel and opti-
mized parameters.

To this aim, the experimental evaluation described in the previous section is
used. Specifically, first cross-validation is applied to search for the given training
set for the optimal values of the soft-marginC parameter and the RBF parameter
σ1. Next, Laplacian filtering with K = 1 and Euclidean distance is applied for
discarding critical instances from the training set. Finally, a SVM with RBF

1 In the experiments we use the Matlab functions implemented by S. Hashemi of
LIBSVM’s library [10].
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kernel is trained on the selected instances, using the given optimal values for σ
and C.

Results of experiments are reported in Table 4. The new training sets are
obtained by changing the class labels of a given percentage γ of randomly selected
instances. We consider γ = 0, 20, 40. Laplace filtering does not appear to affect
significantly the test accuracy at the considered levels of class noise. This result
is not very surprising, since SVMs with RBF kernel and ’optimized’ parameters
selection have in general good generalization accuracy in the presence of noise.

6 Conclusions and Future Work

This paper introduced a graph differential operator for scoring instances of a
training set. We showed how this scoring is related to the flow of the within-
class density in the between-class KNN graph, and observed empirically that
instances with negative score are close to the class decision boundary or are
outliers. This observation motivated the design of a simple algorithm for class
noise instance filtering which removes instances having negative score.

We performed extensive experiments on artificial and real-life datasets and
analyzed the test accuracy of KNN classifier without filtering, with a traditional
filtering algorithm, and with Laplace filtering. The results indicated superior
performance of Laplace filtering over the other algorithms. Experiments with
modified training sets obtained by permuting the class label of a percentage of
their instances were conducted, to investigate robustness of the approach to the
presence of class noise. Results of the experiments substantiated the robustness
of Laplacian filtering, which achieved significantly better test accuracy perfor-
mance than the other algorithms, at each of the considered levels of class noise.
Comparison of Laplacian filtering with state-of-the-art editing algorithms indi-
cated similar or improved generalization performance of the 1-NN.

Finally, we investigated whether the use of Laplacian filtering as pre-
processing step improves the performance of classifiers other than KNN. We con-
sidered SVMs with RBF kernels. These are related to NN methods, because each
RBF measures the distance of a test instance to one of the training instances.
SVM training keeps certain training instances as support vectors, and discards
others. In this way, SVM/RBF may be view as a competence-enhancement filter-
ing method. Results of extensive experiments seemed to indicate no significant
effect of Laplacian filtering on the generalization performance of SVM with RBF
kernel. The benefits of noise reduction are much more apparent for kNN because
it does not really have an induction step and uses examples directly for classifi-
cation. SVMs with RBF kernel and equipped with cross validation for selecting
optimal values of their parameters, provide a rather powerful tool for selecting
the centers and parameters of the RBF’s, which is robust to the presence of
noise.

In summary, these results show that Laplacian instance filtering provides a
simple yet effective tool for improving accuracy performance of nearest neighbor
classifiers.



76 E. Marchiori

We conclude with a discussion of issues and future research directions.
The Laplacian filtering algorithm does not takes into account the effect of

removing one instances on the remaining ones. An adaptive approach, consisting
in removing the instance having the largest negative score, and then updating
the score of the remaining instances, and so on, could possibly improve the
effectiveness of the algorithm. However, such an approach would increase the
algorithmic complexity of the algorithm.

In the present algorithm, instances with negative Laplacian score are consid-
ered critical. Replacing such ”rule of the thumb” with an incremental procedure
for selecting a cutoff value will possibly have a beneficial effect. Such a procedure
could be based on the leave-one-out error of the original training set, using the
KNN classifier with actual set of instances incrementally constructed starting
from a core subset consisting of instances with high score.

In those cases where the underlying metric is corrupted (e.g., due to irrele-
vant features), instance selection methods that directly depend on the underlying
similarity measure, such as Laplacian filtering, may possibly fail to improve the
classification performance of the KNN classifier. In such cases hybridization with
metric learning techniques (cf. e.g., [17,16]), could help to overcome this draw-
back. In the metric learning approach the goal is typically to change the metric
in order to repair the KNN classifier. We are investigating an hybridization of
Laplacian filtering with Weinberger’s et al. method [30], for effective repairing
of the metric and removal of critical instances.

Another important issue in instance filtering is scalability. Recently, an in-
stance selection method based on distributed computing has been proposed for
speeding up execution of the algorithm without affecting training set accuracy
[2]. It is interesting to investigate whether this approach can be used also to
speed up execution of Laplace filtering, in order to allow its applicability to very
large datasets.
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Mladenič, D., Skowron, A. (eds.) ECML 2007. LNCS (LNAI), vol. 4701, pp. 430–
441. Springer, Heidelberg (2007)

29. von Luxburg, U.: A tutorial on spectral clustering. Statistics and Computing 17(4),
395–416 (2007)

30. Weinberger, K.Q., Saul, L.K.: Distance metric learning for large margin nearest
neighbor classification. Journal of Machine Learning Research 10, 207–244 (2009)

31. Wilson, D.L.: Asymptotic properties of nearest neighbor rules using edited data.
IEEE Transactions on Systems, Man and Cybernetics (2), 408–420 (1972)

32. Randall Wilson, D., Martinez, T.R.: Instance pruning techniques. In: Proc. 14th
International Conference on Machine Learning, pp. 403–411. Morgan Kaufmann,
San Francisco (1997)

33. Wilson, D.R., Martinez, T.R.: Reduction techniques for instance-based learning
algorithms. Machine Learning 38(3), 257–286 (2000)

34. Zhao, Z., Liu, H.: Spectral feature selection for supervised and unsupervised learn-
ing. In: ICML 2007: Proceedings of the 24th international conference on Machine
learning, pp. 1151–1157. ACM Press, New York (2007)

35. Zhou, D., Huang, J., Schölkopf, B.: Learning from labeled and unlabeled data on
a directed graph. In: ICML 2005: Proceedings of the 22nd international conference
on Machine learning, pp. 1036–1043. ACM Press, New York (2005)

36. Zhou, D., Schölkopf, B.: Regularization on discrete spaces. In: Kropatsch, W.G.,
Sablatnig, R., Hanbury, A. (eds.) DAGM 2005. LNCS, vol. 3663, pp. 361–368.
Springer, Heidelberg (2005)


	Graph-Based Discrete Differential Geometry for Critical Instance Filtering
	Introduction
	Background
	Laplacian Instance Filtering
	Justification

	Experiments
	Datasets
	Results
	Robustness to Class Noise

	Comparison with Other Methods
	Editing Algorithms
	SVM with RBF Kernels and Optimized Parameters

	Conclusions and Future Work



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




