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Abstract. The omnipresence of m-devices, and especially those of the cellular 
phones type, certainly makes the basis for the introduction and use of m-
learning systems, but their implementation heavily depends on the area to be 
covered hence showing a different degree of complexity. This especially holds 
for the area of digital design, where there is the need for handling logic schemes 
which includes both displaying and modifying them in addition to the usual im-
aging of text and graphics. In this paper we discuss essential HCI issues, which 
are related to the implementation of a Mobile Virtual Laboratory for digital 
logic design. We make use of a pragmatic approach by blending a number of in-
teraction methods known from other application fields hopefully providing a 
holistic effect in the process of learning and teaching in the mobile. 
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1   Introduction 

Present technological developments prompted by an ever increasing demand of mo-
bile services on the telecom market have brought to an equally intensive development 
of mobile devices (m-devices) [24], such that the generational gap between m-devices 
and desktop computers is been constantly reduced. As the technological progress of 
both computers and the Internet has favored the expansion of e-learning systems, the 
development and proliferation of m-devices enables, although with a slower pace, the 
advancement of m-learning systems. The fundamental hindrance for a faster and 
smoother introduction of m-learning systems lies in limitations imposed by m-devices 
themselves [23], which mostly arise from their reduced dimensions. 

The advantage of the m-learning concept has led us to the inception of the Mobile 
Virtual Laboratory (MVL) that would support the process of teaching and learning on 
the move for the area of digital design [10]. According to the domain specificity, the 
major requirements to be put in front of the respective MDA (Mobile Device  
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Application) implementation should include the following: (i) display of digital 
schemes on reduced area screens typical of m-devices, (ii) successful navigation 
within digital schemes which are not necessarily displayed on an m-device screen as a 
whole, (iii) easy creation/modification of digital schemes possibly using new techno-
logical enhancements (as e.g. touch sensitive screens), and (iv) simultaneously run-
ning simulations coupled to the digital circuit being developed on-screen. As the latter 
subject is beyond the scope of this paper, we focus on usability [11] and HCI prob-
lems concerning display, managing, and navigation within digital circuitry on the 
mobile device screen (Fig. 1). In solving the abovementioned issues we make a prag-
matic use of already known techniques, which we consider to have a holistic impact 
to the solution of the digital design MVL problem. 

 

Fig. 1. Focus of interest within a digital design MVL system 

2   Related Work on M-Learning and Our Motivation 

The potentiality of m-learning overall success lies in the omnipresence of mobile 
devices in classrooms and university halls. In fact, it has been noticed that “there is no 
doubt that one of the ways of motivating people such as the typical 20 or 30 year old 
is by using Information and Communication Technology” [2]. A research conducted 
at University of Birmingham on a sample of seventeen MSc students [7] with the goal 
of “investigating whether students would find a handheld computer useful for sup-
porting their learning” has shown that although technology has been useful to stu-
dents, “mobile learning organizers used in this study did not ‘revolutionize’ student’s 
styles or patterns of learning”. However, the authors acknowledged this study as just 
the first attempt at designing integrated learning organizers.  

Mobile Learning Engine (MLE) [12] represents a multimedia mobile device appli-
cation which supports many features, some of them being display of formatted text 
with integrated images and hyperlinks, audio and video playback, single/multiple 
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choice quizzes and graphical marking questions. Strong multimedia capabilities have 
been developed to partially overcome limitations of screen size, as authors believe 
that replacing continuous text with different kinds of multimedia brings better results 
in the learning process. MLE has been tested for the medical knowledge domain but it 
can easily be utilized for other domain environments, too. Deficiencies of mobile 
devices have been reduced with the usage of Mobile Interaction Learning Objects 
(MILOs) and strong emphasis on multimedia, resulting with new benefits in trans-
forming mobile devices into mobile learning devices.  

Cellular phones and/or PDA based MDAs developed for performing virtual ex-
periments by remote controlling real hardware is an interesting concept presented in 
[1]. Concerning HCI issues, while commenting virtual laboratories in general, the 
authors found that “action of wiring and rewiring offers the true challenge” while 
working with digital components.  

Apparently, both usability challenges and HCI issues represent a common problem 
in the abovementioned work. Some of them can be reduced through technological 
advancement of mobile devices (more computing power and storage capability, better 
screen resolution, communication channels of larger bandwidth), but others require 
much more effort to be even partially solved. Firstly, it is obvious that the learning 
content should be presented in the most appropriate way for mobile users. One of the 
possible solutions is to create small units of domain knowledge containing as much as 
possible multimedia content adapted to target mobile device. If an m-Learning system 
is to be used in a special knowledge domain requiring practice and training (such as a 
laboratory environment), it should then include special MDAs tailored to support 
interactive examples and simulations from this particular area. Such interactive tech-
niques can be very helpful in the learning process, because “a number of studies indi-
cated that interactive, dynamic computer simulations have been successfully applied 
in promoting exploratory learning of new concepts as well as in changing existing 
mental representations” [13].  

3   Design and Implementation of an MVL 

This section discusses in more detail our implementation of a mobile virtual labora-
tory, the component of our m-Learning system which is to be used as a “support 
MDA” for teaching digital design, and emphasizing both user interface design and 
HCI issues. 

Mobile applications are becoming more versatile, with many options and functions 
being lately offered to the user. To be able to efficiently use all of the offered options, 
the MDA user should be able to find the required option quickly and without much 
effort. Some of the mobile applications and related functions are self explanatory and 
intuitive (e.g. the picture browser), and as such they do not have much options. On the 
other hand, a digital design MVL application represents a complex software unit with 
many options and modes of behavior. Such an application must provide the user with 
a method of swiftly browsing through its options and eventually of finding the desired 
one. The described functionality is provided by our transformable menu component 
(TMC) for mobile device applications [8]. TMC development is motivated by our 
goal to improve mobile user interaction with menu navigation and provide our MDA 
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with a rich GUI component capable of managing a large number of functions and 
options which the user can apply during her/his work without having to invest much 
effort in the interaction. The TMC has the same form as PC desktop application 
menus, as well as suitable size and shape with respect to limitations of mobile device 
displays. The abovementioned motivation goals (i.e. HCI issues) are encompassed by 
using both adaptable and adaptive procedures, thus making the menu component both 
personalized and easy to use. Recent improvements to the TMC, which are currently 
under development, include support to touchscreen events and actions. 

3.1   Creation and Modification of Digital Schemes 

Creation and modification of digital schemes in any type of simulator or even CAD 
system are a painstaking task. Applications for simulating digital logic running on 
desktop computers, having at their disposal all of the respective luxuries, can be very 
complex to use, and encompass numerous menus and toolbars, such that creating a 
logic scheme of an even moderate size can be a time consuming task. The user has to 
place a number of components, move them to different locations, align them manually 
or by means of some tools, connect (or virtually wire) them, and then iterate the cycle. 
The procedure for creating digital logic schemes in our MDA is the same as in any 
other simulation or CAD tool but with a reduced number of actions the user has to 
take. Interconnection routes between components are automatically routed using the 
A* search algorithm, eliminating the need of user intervention here [15], [25]. 

Having at disposal minimal input capabilities, we had to reduce the number of ac-
tions the user has to take to activate certain functions. Different input methods have 
been implemented and combined so far, some of them specially tuned for specific 
task [17]. From the standpoint of graphical imaging, TMC and other interface compo-
nents are designed to be partially, and in some cases even fully transparent, in order to 
limit occlusion of background objects as less as possible. A feature that additionally 
limits the occlusion of background object is the ability to relocate TMC to four differ-
ent locations [8]. As TMC uses icons, we expect it to be more usable through imple-
mentation of icons usage guidelines [14]: textual information is replaced wherever 
possible, with icons, using icons familiar in the domain of digital schematics (mostly 
logic symbols), see Fig. 2.  

On the other hand, we note that many contemporary mobile devices are already 
equipped with touchscreens, a technology which undoubtedly is going to improve the 
input capabilities of mobile device but yet remains to be thoroughly investigated [20]. 
Motivated by the existing research done in the area of touchscreen usage we have 
implemented the MDA interface so as to be able to concurrently use interaction 
events from both keypads and touchscreens of mobile devices. In any moment, with-
out need to explicitly change mode of operation from keypad to touchscreen and vice 
versa, both input methods can be used. Using a touchscreen fewer actions are needed 
to obtain the same result than using the keypad, which requires navigating to an op-
tion before activating it. Within the touchscreen environment all of the on-screen 
options are displayed just one tap distant from their activation, in order to avoid navi-
gation to the item. Conversely, when using the keypad, both adaptive and adaptable 
algorithms can be used to decrease the number of actions to be carried out [10]. 
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Fig. 2. TMC is a semitransparent GUI component imaged only when required, thus minimizing 
occlusion of background objects 

When using a touchscreen we assume that the user is tapping the screen using 
her/his fingers and not the stylus (if present), hence for TMC we are using the Direct 
Touch technique. Because of the relatively large size of fingers in comparison to the 
screen size, screen targets must have adequate sizes for the user to be able to tap on 
them with the required degree of precision. According to [19], mobile device touch-
screen targets should have a size of at least 9.2 mm, which in pixels varies considera-
bly from one device to another. Pixel size is important in the design phase, when user 
interface components are modeled. Because of big variations between different de-
vices, accommodation must be provided by implementing adaptability and adaptivity 
in order to create interface components with adequate sizes for a particular touch-
screen [9]. TMC uses raster icons which also need to be adapted to different screen 
sizes to conform to the 9.2 mm rule. Rather than resizing raster icons, we have taken a 
much simpler approach: the margin belonging to the icon is resized, thus improving 
tapping accuracy on small screens with higher resolution. The change in size of the 
icon margin can be calculated by the MDA (adaptive behavior), while subsequently 
the margin size can be changed by a suitable user action (adaptable behavior). 

Iconic interaction [5] is not used only by the TMC but also by the MDA's virtual 
breadboard. Breadboards are tools used to assemble electronic circuitry during the 
experimental phase, resulting in prototypes being built without soldering the compo-
nents. This enables their subsequent disassembly and reassembly as required in the 
design process. A virtual breadboard uses icons (in fact logic symbols) to represent 
real digital components, as shown in Fig. 2 and Fig. 3. The respective icon (logic 
symbol) here stands for a representation of the underneath data structures carrying 
semantics and related component data. Icons/logic symbols pertinent to a touchscreen 
environment should also adhere to the 9.2 mm guideline for target size [19], what is 
achieved by the virtual breadboard zooming feature. The zooming factor can be 
automatically calculated by the MDA (adaptive behavior) and subsequently possibly 
changed by the user (adaptable behavior).  
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Fig. 3. From left to right: creation of a simple digital logic scheme. Using the touchscreen the 
user points to the first icon of a vertical TMC hence opening a submenu, then points again to 
the logic gate to be placed, and eventually places it by again tapping the screen. The A* algo-
rithm is subsequently used to calculate the routes and connect the symbols.  

The latter two paragraphs illustrate how to accommodate the user interface to 
touchscreen actions by resizing the interface widgets, however some of them due to 
their nature cannot be magnified enough like e.g. interconnection lines in the MVL 
setting. Users planning to create interconnections between two virtual wires must 
select a point in a pixel-wide wire where the connection is to be made. Using a finger 
a user would probably tap correctly on the line, but the accurate tap position will be 
somewhere in the range of the abovementioned 9.2 mm. Zooming the line (in both 
dimensions) as any other graphical element will make it wider on the screen, resulting 
with a smaller length imaged on-screen with the surrounding interconnected symbols 
possibly out of screen, thus loosing the schematic context. The precise selection of a 
target having dimensions of just a few pixels is very difficult when using Direct 
Touch on touchscreens, hence warranting a completely new approach. For instance, 
techniques like TapTap and MagStick are experimentally proven to successfully 
tackle with the “selection of targets with the thumb on small tactile screens: screen 
accessibility, visual occlusion and accuracy” [22]. TapTap uses one tap to generally 
determine the region of interest and a second one to precisely select the target in the 
previously selected region of interest which is zoomed in the middle of the screen. 
However, selection of points on a line by zooming it is not applicable in our case, and 
consequently we cannot use the TapTap. Conversely, because of its “magneticity” 
feature, MagStick can be very successfully applied for selection of connection points 
on lines, since it supports sticking to a line but allow also movements of the selection 
point, as opposite to sticking and holding to the closest selected point on the line.  

3.2   Display and Navigation Issues Associated with Small Screens 

The display of digital schemes on reduced area screens presents problems related to 
the impossibility of having imaged the whole circuit, since digital schemes can very 
easily be large and complex, exceeding the imaging capabilities of m-devices (and 
especially of cellular phones). In this context we rely on some known techniques, 
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which are used quite successfully for displaying both (regular) Web pages [3] and 
geographic maps [16]. Both from a conceptual and an implementation view, regarding 
digital schemes as vector graphics enables an easier display scaling (i.e. zooming 
in/out), see Fig. 4, a characteristic that is considered important for such contents. 
Additionally, simple vector graphics manipulations also support an easier adaptation 
to various m-devices with differing screen resolutions; this also involves the possibil-
ity of a subsequent implementation of fish-eye techniques for highlighting the focus 
of manipulation. 

 

Fig. 4. Navigation to off-screen elements using interconnection lines 

Implementing an effective navigation is a general issue in m-device screens [18],  
[21]; in digital design (and in our MVL implementation) it should get a more consid-
erate attention because of the specific content to be displayed. Here the analogy with 
navigating (digital) geographic maps cannot be assumed to hold fully. Namely, spatial 
relationships are the core of the information to be relayed to the user of maps, while 
this is not the case in digital schemes where the information lies in interconnecting of 
digital components. Therefore, navigation to digital components (represented by logic 
symbols) relies either on classic window panning or on using information about com-
ponents' internal relationships; this latter is especially helpful when trying to reach 
digital components not imaged on-screen. 

Performing manipulations on digital schemes (creation and/or modification) is cer-
tainly not an easy task, and is quite demanding for an MDA because of limited input 
capabilities provided by an m-device, which are presently constrained on arrow keys 
navigation. Hence the rationale for using a pointing device based interaction style, 
using a suitable touch sensitive screen, what comes especially useful when handling 
unconnected components. Such an approach could also be interpreted as syntactic 
sugar for a digital circuitry visual language. 

The virtual breadboard implements only basic methods for navigating to off-screen 
objects, which includes scrolling, panning and zooming (the latter is supported by the 
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usage of vector graphics). Some more advanced methods, on the other hand, include 
techniques like Halo and HOP. Halo is a technique interesting “for pointing users to 
the presence of off-screen objects” [4] by drawing circles around them while HOP is 
an “interaction technique that enables quick access to off-screen objects” [16]. A 
comparative evaluation of Halo and simple direction arrows pointing hasn't found 
significant differences in performing simple spatial tasks [6]. This fact together with 
the prospect of occluding much of the screen by Halo arcs (visible parts of circles 
drawn around off-screen object) in the case of larger number of components prompted 
us to implement a simpler technique much closer to the direction arrows, which uses 
information on component internal relationships to make the user aware of possibly 
existent off-screen objects. Interconnections leaving the screen are a clear indicator of 
existing off-screen objects; hence the MDA and its virtual breadboard do not require 
any special graphical element for showing off-screen objects. Interconnections are 
also used to navigate to the next connected element: tapping on the outgoing line near 
the screen boundary will shift the viewpoint to the next connected element, see Fig. 4. 

4   Conclusion  

While developing a particular mobile device application for MVL, a strong ambition 
to take advantage of improved capabilities of present day mobile devices occurs. 
Consequently, we endeavor to make this application as possible powerful, graphically 
rich and highly interactive. In the same time, in the implementation process we are 
confronted with the usability challenges and HCI issues, hence our efforts are focused 
on the quality of mobile user interaction. Having in mind special requirements in the 
digital design domain, we have considered and evaluated a number of well-known 
interaction methods, trying to pragmatically adapt them in our MDA, while at the 
same time keeping in mind both features and type of contents our application handles. 

Our work targets the implementation of a suitable MDA with (i) iconic interaction 
which enables easy creation and modification of digital logic schemes on mobile 
device screens, and (ii) the possibility to use both device keypad and touch sensitive 
screen (if available), without special need to explicitly change interaction mode. 
We deem that such an approach, which consists of using a visual language (digital 
schemes) and bimodal interaction (arrow keys and fingers), accomplishes a didacti-
cally innovative and effective m-learning concept for teaching digital design. 
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