
Peer-assisted On-demand Video Streaming

with Selfish Peers�

Niklas Carlsson1, Derek L. Eager2, and Anirban Mahanti3

1 University of Calgary, Calgary, Canada
2 University of Saskatchewan, Saskatoon, Canada

3 NICTA, Sydney, Australia
niklas.carlsson@cpsc.ucalgary.ca, eager@cs.usask.ca,

anirban.mahanti@nicta.com.au

Abstract. Systems delivering stored video content using a peer-assisted
approach are able to serve large numbers of concurrent requests by utiliz-
ing upload bandwidth from their clients to assist in delivery. In systems
providing download service, BitTorrent-like protocols may be used in
which “tit-for-tat” policies provide incentive for clients to contribute up-
load bandwidth. For on-demand streaming delivery, however, in which
clients begin playback well before download is complete, all prior pro-
posed protocols rely on peers at later video play points uploading data
to peers at earlier play points that do not have data to share in return.
This paper considers the problem of devising peer-assisted protocols for
streaming systems that, similar to download systems, provide effective
“tit-for-tat” incentives for clients to contribute upload bandwidth. We
propose policies that provide such incentives, while also providing short
start-up delays, and delivery of (almost) all video frames by their respec-
tive playback deadlines.
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1 Introduction

Peer-assisted content delivery techniques are increasingly being adopted by me-
dia companies. For example, in April 2008 it was reported that the BBC iPlayer
service1, which in part uses peer-assisted delivery, was being used for download-
ing more than one million BBC programmes each week.2

When a download-and-play approach is used (as in the BBC iPlayer service),
BitTorrent-like protocols [1] may be used in which a tit-for-tat policy provides
incentives for clients to contribute their upload bandwidth.3 Tit-for-tat is effec-
� This work was supported by the Natural Sciences and Engineering Research Council

(NSERC) of Canada and by the Informatics Circle of Research Excellence (iCORE)
in the Province of Alberta.

1 http://www.bbc.co.uk/iplayer/
2 http://technology.timesonline.co.uk/tol/news/tech and web/article3716781.ece
3 BBC iPlayer also offers a streaming service, but this does not use peer-assisted

delivery.
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tive in this context because the protocol’s “rarest first” piece selection policy
makes it highly likely that peers will have differing sets of file pieces and are
thus able to carry out two-way mutually beneficial piece exchanges.

Clients may, however, prefer services in which they can begin viewing a video
shortly after beginning download, with only a short start-up delay. In such on-
demand streaming systems, once playback begins, reception of each subsequent
frame must occur before the frame’s play point if impairment in playback quality
is to be avoided. Unfortunately, the in-order requirements of playback fundamen-
tally conflict with the goal of high piece diversity, as needed for effective use of
tit-for-tat. In fact, all prior peer-assisted protocols for on-demand video stream-
ing have relied, for good performance including low start-up delay, on peers at
later video play points uploading data to peers at earlier play points that do not
have data to share in return.

This paper considers the problem of improving quality of service in peer-
assisted on-demand streaming systems while retaining the basic tit-for-tat be-
haviour of BitTorrent-like protocols. Tit-for-tat is one of the cornerstone ideas
supporting fairness and scalability in BitTorrent and has the advantage of being
fully decentralized [1]. We attempt to achieve this goal through design of new,
tit-for-tat compatible, peer and piece selection policies, focusing for the most
part on policies to be used for server-to-peer uploads (for which tit-for-tat be-
havior is not an issue) rather than peer-to-peer uploads. We find that the best
system performance is achieved with a peer selection (by the server) policy that
preferentially allocates server bandwidth for uploads to peers at imminent risk
of receiving data too late for playback, and secondly for uploads of rare pieces
to newly arrived peers. Simulations of these new policies are used to evaluate
their effectiveness. Our results show that substantial improvements in quality of
service are feasible while ensuring that the piece diversity is sufficient for peers
to effectively employ tit-for-tat.

The remainder of the paper is organized as follows. Related work is discussed
in Section 2. Section 3 describes a baseline tit-for-tat based peer-assisted stream-
ing protocol. New piece selection policies, and a server policy for prioritizing
upload requests from peers, are discussed in Section 4. Section 5 describes the
simulation model used for evaluating the new policies. Section 6 presents perfor-
mance results. Conclusions are presented in Section 7.

2 Related Work

There exists a large literature on peer-assisted on-demand streaming systems. A
significant portion of this literature has focussed on explicit allocation of peer up-
load bandwidth [2,3,4,5,6,7,8,9,10]. This literature, for example, includes tree-
based cache-and-relay approaches [4,5], and work that considers the problem of
determining the set of servers (or peers) that should serve each peer, and at what
rate each server should operate [6,7]. In recent work, Parvez et al. show that sys-
tems in which pieces are retrieved in-order can significantly benefit from peer se-
lection policies that bias uploads towards peers with fewer potential uploaders
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(i.e., peers requiring data closer to the end of the file) [9]. Such bias results in a
natural “daisy-chain” effect wherein peers upload the most pieces to peers with
slightly fewer in-order pieces than the peer itself has obtained thus far. Peer se-
lection bias towards peers with similar playback points has also been used in an
implementation of a video-on-demand system [10]. While effective in cooperative
environments, we note that these techniques do not allow for effective use of tit-
for-tat as younger peers typically are not able to upload to older peers.

Other work has proposed using feedback mechanisms to gain information
about the upload contributions of peers at earlier playback points, and use this
information to reward peers that forward pieces at a higher rate [11]. We note
that such feedback-based schemes are significantly more sensitive to cheating
peers than tit-for-tat techniques in which the peers themselves can effectively
measure the rates they receive from other peers.

There has also been related work on piece selection policies that attempt to
mediate the conflict between high piece diversity and the in-order requirements
of playback (e.g., [12,13,14,15,16]). For example, Annapureddy et al. [12] propose
splitting each file into fixed-sized segments, each consisting of some number of
consecutive pieces. Segments are downloaded sequentially using a BitTorrent-like
protocol. To increase the likelihood that peers downloading the same segment
have pieces to exchange they propose using distributed network coding within
segments, and pre-fetch some smaller number of pieces from future segments.
Probabilistic piece selection policies have also been proposed [14,15,16]. Note
that in order to achieve low start-up delays, these policies depend on older peers
uploading to new peers that most likely do not have any needed pieces to offer
in exchange.

Finally, we note that most prior work on peer-assisted video-on-demand has
assumed that peers begin playback after buffering a fixed amount of data, or
evaluate protocols with respect to the lowest possible start-up delay a peer could
have chosen such that the (unknown a priori) download completion time of every
piece is no later than its playback point. In contrast, we use a simple online
rule (based on LTA [14]) to determine when playback can safely commence, and
evaluate our policies with regards to both the actual start-up delay, as determined
by this online rule, and the percentage of pieces that are not received by their
playback point, given the chosen start-up delay.

3 Baseline Protocol Using Tit-for-Tat

We consider peer-assisted on-demand streaming systems with a single server and
varying numbers of active peers, and focus on the delivery of a single video file.
This file is divided into fixed-size pieces; each piece is further divided into sub-
pieces as in other BitTorrent-like systems [17,18]. The unit of upload/download
is the subpiece. When a peer acquires (all of) a piece, it can advertise this to
other peers, and upload subpieces to other peers that do not yet have (all of)
the piece. A peer may download multiple different subpieces of a piece in par-
allel from multiple other peers. We further assume that pieces are grouped into
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fixed-sized segments, as might be needed in systems utilizing coding, although
the simulation results that we present here are for uncoded content delivery.

A peer is considered to be interested in another peer if the latter peer has at
least one piece that the former peer has not yet received. A piece selection policy
is used to select among the pieces that are available from a particular peer. In our
baseline policy, the candidate pieces are ranked according to how soon they will
be needed for playback, and a piece is selected by sampling from a Zipf probabil-
ity distribution [14]. More specifically, with the Zipf(θ) policy, a peer j about to
request a piece from peer i selects a piece k from the set of pieces that i has, but
that j does not have, with a probability proportional to 1/(k + 1 − k0)θ, where
k is the index of the piece, and k0 is the index of the first piece that peer j does
not yet have. While the Zipf parameter θ can be tuned so that the policy is more
or less aggressive with respect to its preference for earlier pieces,4 for the results
presented here θ is fixed at 1.25. The Zipf(θ) policy has been shown to achieve
a good tradeoff between high piece diversity and sequential progress. In contrast
to in-order policies (including segment-based in-order versions [12]), or proposals
that make explicit allocation of peer upload bandwidth so that older peers upload
to newer peers, Zipf-based policies allow for effective use of tit-for-tat.

As with BitTorrent, each peer establishes persistent connections with a large
set of peers but only uploads to a limited number of peers at each time instance.
A peer selection policy determines which peers to upload to, among the interested
peers. A tit-for-tat peer selection policy is assumed, wherein upload priority at a
peer is given to those other peers that are providing the highest download rates
to that peer. Periodically, a new peer is chosen to upload to, in the chance that
it may offer a better download rate than the current peers. With this optimistic
unchoke component, a random selection is made among the interested peers to
which the peer is not already uploading, if any. At the server, the baseline peer
selection policy is random. The above policies are commonly used in simulations
of BitTorrent-like systems and provide a baseline for comparison.

4 New Policies

4.1 Acquiring Rare Pieces

For good performance including low start-up delay, all previous policies for peer-
assisted streaming delivery depend on older peers uploading to new peers that
most likely do not have any needed pieces to offer in exchange. Such behavior
is not a concern in tit-for-tat based download systems, since in that context
rarest-first piece selection can be used, and new peers can quickly acquire pieces
needed by many others. It is a potential concern, however, in tit-for-tat based
streaming systems. Even with probabilistic piece selection policies such as that
used in our baseline protocol, it may take a relatively long time for new peers to
acquire pieces needed by many others. Selfish peers may therefore be motivated
4 For example, note that θ = 0 and θ → ∞ yield random and in-order piece selection,

respectively.
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to adopt optimistic unchoke policies discriminating against new peers. Also, the
upload bandwidth of new peers may be underutilized, particularly in low to
moderate request rate scenarios in which there is frequently only a single or
a small number of concurrently active new peers. Finally, owing to use of tit-
for-tat, new peers may receive a relatively small share of the aggregate upload
bandwidth of other peers, resulting in a relatively low total download rate and
lengthened start-up delays. We address this concern with rare piece delivery to
new peers (RPNP), which entails two modifications to the baseline protocol.

First, when the server unchokes a “new” peer (specifically, a peer that has not
yet begun playback), rather than using the Zipf(θ) piece selection policy used in
the baseline protocol, the selected piece is the rarest piece not currently being
uploaded by the server to some other peer. If there are multiple rarest pieces,
ties are broken randomly except when only the server has these pieces, or when
the server has sufficient upload bandwidth to serve every currently active peer
at the play rate, in which case ties are broken using the Zipf(θ) policy.

Second, to more quickly disseminate rare pieces to new peers, the server gives
upload priority to peers that have not yet begun playback.5 Among such peers,
higher priority is given to peers for which the server has uploaded less data. The
server uploads to only the n highest priority peers, where n is the number of
server upload connections; ties are broken randomly.

4.2 Prioritizing Urgent Piece Downloads

We further modify the baseline protocol so as to increase the likelihood that
each piece is received by its scheduled playback point, by prioritizing delivery
of the next required piece for any peer that has started playback and for which
this next required piece is within either the current segment being played back,
or the next segment (i.e., the peer is in a “low-buffer” state).

This prioritization is accomplished through two policy modifications. First,
peers in the low-buffer state use in-order piece selection, rather than Zipf-based
piece selection. Second, the server gives the highest upload priority to those peers
that are in the low-buffer state. The remaining peers may be prioritized as in
RPNP. Among those peers in the low buffer state, higher priority is given to
peers for which the server has uploaded less data. As with RPNP, the server
uploads to the n highest priority peers, with ties broken randomly.

When used together with RPNP, we call this approach urgent piece prioritiza-
tion with rare piece delivery to new peers (UP/RPNP). Note that neither RPNP
nor UP/RPNP alter the tit-for-tat peer selection policy used by peers.

5 Simulation Model

We use an existing event-based simulator of BitTorrent-like systems [14]. For the
results presented here it is assumed that: (i) all active peers have
5 Both here, and in Section 4.2, we assume that the server is able to reliably identify

peers to which it wishes to give preferential treatment. For example, the system may
require use of content provider software with this functionality built in.
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connections with each other6, (ii) there are sufficiently many sub-pieces per piece
that parallel download is always possible when multiple peers have a desired
piece, (iii) a peer i (or the server) uses at most ni concurrent upload connec-
tions, (iv) connections are not choked in the middle of an upload, and (v) new
downloads are initiated only when the download bandwidth capacity Di is not
being fully utilized.

The set of peers that a peer i (or the server) is uploading to may change when
(i) the peer completes the upload of a piece, or (ii) some other peer becomes
interested and peer i has fewer than ni active upload connections. The new set
of upload targets includes (i) any peer currently being uploaded to, and (ii) ad-
ditional peers up to the limit ni. Using the peer selection policy, additional peers
are selected from the set of interested peers that are not yet fully utilizing their
download capacity. With a probability 1/ni the optimistic unchoke component
is used to choose a peer, and with a probability of (ni − 1)/ni the peer that is
uploading to peer i at the highest rate is chosen.

The start-up delay, that is the time since arrival until a peer begins playback, is
determined using a modified version of the LTA start-up rule [14]. Playback does
not commence until the following two conditions are satisfied. First, the initial
two segments of the video must be fully received. Second, the measured long-term
average rate at which the peer has received in-order pieces must be sufficiently
high such that all of the remaining pieces would be received by their playback
time, should this rate be maintained. The long-term average rate is calculated as
the ratio of the amount of in-order data received thus far, divided by the time since
the peer first began download of a piece that was not selected using “rarest-first
with ties broken randomly”, or in the case no such piece download has begun, the
time since the peer’s arrival to the system.7

For simulating the transmission rates of piece transfers, it is assumed that
connection bottlenecks are located at the end points and the network operates
using max-min fair bandwidth sharing (using TCP, for example). Under these
assumptions, each piece transfer operates at the highest possible rate that en-
sures that (i) no bottleneck operates above its capacity, and (ii) the rate of no
transfer can be increased without decreasing the rate of some other transfer
operating at the same or lower rate.

Unless stated otherwise, it is assumed that peers have three times higher
download bandwidth than upload bandwidth, and that each peer concurrently
uploads to at most four peers. The maximum number of server upload connec-
tions is chosen as the total server bandwidth available for the video file divided
by the video playback bit rate (an integer value owing to the parameters chosen

6 Note that the default parameters in recent versions of the mainline BitTorrent client
allow peers to be connected to up to 80 other peers, which is often achieved in
practice [19]. Furthermore, peers not satisfied with their performance are able to
request additional peers from the tracker.

7 Alternative start-up rules were tried, but did not impact the relative performance
of the considered policies. More aggressive rules, of course, result in shorter start-up
delays but increased likelihood that a piece is not received by its playback point.
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in our experiments). By ensuring that each server connection can transfer data
at the playback bit rate, the server is better able to assist “low buffer” peers.

A variety of workload scenarios are considered. For scenarios with a constant-
rate request (peer) arrival process, the system is simulated for 6000 requests,
with the initial 1000 and the last 500 requests removed from the measurements.
For flash crowd scenarios (in which the arrival rate starts high and decays to
zero) no warmup period was used and simulations were run until the system
emptied. Except in two scenarios considered in Section 6.6, it is assumed that
all peers leave the system as soon as they have received the entire file (i.e., act
only as leechers).

6 Performance Comparisons

In this section, we compare the performance of the policies defined in Sections 3
and 4. Section 6.1 describes the metrics that will be considered in the policy
evaluations. Sections 6.2-6.5 present our principal comparisons for four different
workload scenarios. Section 6.6 explores the impact of differing assumptions
regarding the available upload resources.

6.1 Performance Metrics

We use two quality of service metrics: (i) the percentage of late pieces, defined as
the percentage of pieces that are not received by their playback point, and (ii) the
average start-up delay, as determined by the start-up rule of Section 5. Without
loss of generality, data volume is measured in units of the file size, and time in
units of the total video playback duration. Hence, all data rates are expressed
relative to the playback bit rate, and start-up delay is expressed relative to the
time it takes to play the entire video. For example, an upload bandwidth of 1.25
means that when the peer is fully utilizing its upload bandwidth, it can upload
data at 1.25 times the playback bit rate. Similarly, a start-up delay of 5% means
that the delay until playback begins is equal to 5% of the total playback duration,
and an arrival rate of 100 means that on average 100 peers arrive during the time
it takes to entirely play back the video once.

6.2 Steady State Scenario

In the “steady state” scenario, peers (i) do not leave the system until having
fully downloaded the file, (ii) arrive according to a Poisson process at rate λ,
and (iii) are homogeneous (i.e., all peers have the same upload bandwidth U and
download bandwidth D). The server upload bandwidth is denoted by B.

Figure 1 shows results for the baseline protocol. Figures 2 and 3 show results
using RPNP and UP/RPNP, respectively. When interpreting these results, it
should be noted that the total bandwidth requirement (request arrival rate × file
size) ranges from two to forty times the server upload bandwidth, as the request
rate varies from 10 to 200. (Naturally, at least the difference between the total
bandwidth requirement and the server upload bandwidth must be contributed
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Fig. 1. Baseline; steady state scenario (B = 5, D/U = 3, 100 segments with 5
pieces each)
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Fig. 2. Rare piece delivery to new peers (RPNP); steady state scenario (B = 5, D/U =
3, 100 segments with 5 pieces each)
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Fig. 3. Urgent piece prioritization with rare piece delivery to new peers (UP/RPNP);
steady state scenario (B = 5, D/U = 3, 100 segments with 5 pieces each)

by peers.) To capture a wide range of workloads, start-up delays, and percentage
of late pieces, these figures (as well as subsequent figures) use log scales. Note
that late piece percentages under 0.1% are not shown.
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Comparing Figures 1 through 3, we note that RPNP substantially improves
over the baseline protocol, with respect to both start-up delay (owing to “new”
peers being able to compete more effectively for the upload bandwidth of other
peers) and the percentage of late pieces (owing to improved piece diversity in the
system). UP/RPNP provides additional improvements in both of these metrics.
The improvement in start-up delay with UP/RPNP, in comparison to RPNP,
arises from a subtle side-effect of using in-order rather than Zipf-based piece
selection for “low buffer” peers. Generally, a more in-order piece delivery will
tend to degrade the system’s piece diversity somewhat, leading to a greater
fraction of uploads being initiated to a random interested peer (including new
peers) rather than to a peer from which data is currently being downloaded.

6.3 Flash Crowd Scenario

Our second scenario is motivated by measurements of operational file sharing
torrents [20]. In this scenario, peers are assumed to arrive at an exponentially
decaying rate λ(t) = λ0e

−γt, where λ0 is the initial arrival rate at time zero and
γ is a decay factor. By varying γ between 0 and ∞, a variety of arrival processes
can be simulated, from constant-rate arrivals at one extreme, to a flash crowd in
which all peers arrive instantaneously (to an empty system) at the other extreme.

Figures 4 and 5 show the results for the second scenario using the baseline
protocol and UP/RPNP, respectively. For this workload scenario, as well as for
subsequent workload scenarios, results for RPNP are omitted owing to space lim-
itations. Here,λ0 and γ are selected such that the expected total number of arrivals
is equal to 500. By varying γ between 1

8 and 1, we cover a wide range of intensi-
ties of flash crowds. With γ = 1

8 , 11.8% of all arrivals occur within one playback
duration of the first peer arrival; with γ = 1, the corresponding value is 63.2%.

While the potentially very high initial arrival rate makes this scenario much
different than the steady state scenario, UP/RPNP still achieves significant im-
provements in the percentage of late pieces. The cases with a high percentage
of late pieces for both protocols, which occur for intense flash crowds, are due
to pieces not being disseminated from the server to all peers quickly enough. To
further reduce the percentage of late pieces in these cases (given the same server
resources), a more conservative start-up rule would be needed.

6.4 Heterogeneous Scenario

The third scenario is of a heterogeneous workload with two types of peers: low
bandwidth peers and high bandwidth peers. For both types of peers, the down-
load bandwidth is three times the upload bandwidth, as assumed previously. As
in the first scenario peers arrive at a constant rate λ.

Figure 6 shows the percentage of late pieces and the average start-up delay
for this workload scenario. The percentage of high bandwidth peers is varied
such that the system ranges from bandwidth-constrained (most peers are low
bandwidth) to bandwidth-rich (most peers are high bandwidth). Results are
shown for a workload in which the low and high bandwidth peers have upload
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Fig. 5. Urgent piece prioritization with rare piece delivery to new peers (UP/RPNP);
flash crowd scenario (B = 10, D/U = 3, 100 segments with 5 pieces each)

bandwidths of one and two times the playback bit rate, respectively. As in the
previous scenarios, significant improvements in both the percentage of late pieces
and the start-up delays are observed with UP/RPNP.

Note that for both the baseline and UP/RPNP, the high bandwidth peers
generally incur both a smaller percentage of late pieces and lower start-up delays.
This is a consequence of both the higher download bandwidth of these peers,
and of the use of tit-for-tat coupled with their higher upload bandwidth.

6.5 Freeloader Scenario

Our fourth scenario is of a workload with two types of peers: contributing peers
and freeloaders. We assume that both types of peers have identical download
bandwidth, equal to three times their upload bandwidth, as assumed previously.
However, only the contributing peers upload file pieces to other peers.

Figure 7 shows the percentage of late pieces and the average start-up delay
for this workload scenario. Results are shown for a workload in which peers have
an upload bandwidth of 1.25 times the playback bit rate. The percentage of
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Fig. 7. Performance with freeloaders; steady state (B = 5, D = 3.75, U = 1.25, 5%
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peers that are freeloaders is fixed at 5%, and the arrival rate is varied between
10 and 200. As in the previous scenarios, significant improvements in both the
percentage of late pieces and the start-up delays are observed with UP/RPNP.

With both the baseline protocol and UP/RPNP, the rate-based tit-for-tat
mechanism ensures that contributing peers receive substantially better perfor-
mance than the freeloaders. For example, with UP/RPNP and λ = 200, freeload-
ers have an average start-up delay roughly three times that of contributing peers,
and observe more than five times as many late pieces. While freeloaders are reg-
ularly unchoked (due to the use of optimistic unchoke), and therefore, are not
completely starved, this performance advantage illustrates that the tit-for-tat
policy provides peers with a strong incentive to contribute their upload resources.

6.6 Impact of Total Upload Capacity

Figures 8 through 10 show the percentage of late pieces and the average start-up
delay as functions of the server upload bandwidth, the average time peers stay in
the system after having completed download as “seeders”, and the peer arrival
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Fig. 9. Impact of the average seed time; steady state scenario (B = 5, λ = 100, D/U =
3, 100 segments with 5 pieces each)
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Fig. 10. Steady state scenario in which peers stay until playback completion (B =
5, D/U = 3, 100 segments with 5 pieces each)

rate for an example scenario in which peers stay in the system until having played
back the entire file (rather than only until download completion), respectively.
For simplicity, we assume that seed times are exponentially distributed.
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As expected, increases in the server bandwidth (cf. Figure 8) and the available
peer upload bandwidth (cf. Figures 9 and 10) have positive impacts on the
quality of service. Comparing Figure 10 with Figures 1 and 3, we note that some
performance improvements are possible if peers stay in the system contributing
their upload bandwidth at least until having completed playback (rather than
just until download is complete).

7 Conclusions

This paper has considered the problem of devising BitTorrent-like peer-assisted
protocols for on-demand video streaming systems, in which peers are motivated
to upload data to others owing to the likely beneficial impact on their own
achieved performance. The challenge in this context is that of mediating the
conflict between the goals of low start-up delay and consistently on-time piece
delivery (which motivates piece delivery that is more “in-order”), and the re-
quirements of effective tit-for-tat (which motivates piece delivery that is more
“rarest first”).

We devised new tit-for-tat compatible policies where the server, for which
tit-for-tat is not an issue, gives preference to peers at imminent risk of receiv-
ing data too late for playback, and secondly to upload of rare pieces to newly
arrived peers. Evaluations of the proposed policies for a variety of workload sce-
narios suggests that our policies are able to provide substantial improvements
in quality of service while ensuring that the piece diversity is sufficient for peers
to effectively employ tit-for-tat.
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