
Side Channel Analysis of Some Hash Based
MACs: A Response to SHA-3 Requirements

Praveen Gauravaram1,� and Katsuyuki Okeya2

1 DTU Mathematics, Technical University of Denmark, Denmark
p.gauravaram@mat.dtu.dk

2 Hitachi, Ltd., Systems Development Laboratory, Japan
katsuyuki.okeya.ue@hitachi.com

Abstract. The forthcoming NIST’s Advanced Hash Standard (AHS)
competition to select SHA-3 hash function requires that each candidate
hash function submission must have at least one construction to support
FIPS 198 HMAC application. As part of its evaluation, NIST is aiming to
select either a candidate hash function which is more resistant to known
side channel attacks (SCA) when plugged into HMAC, or that has an
alternative MAC mode which is more resistant to known SCA than the
other submitted alternatives. In response to this, we perform differen-
tial power analysis (DPA) on the possible smart card implementations
of some of the recently proposed MAC alternatives to NMAC (a fully
analyzed variant of HMAC) and HMAC algorithms and NMAC/HMAC
versions of some recently proposed hash and compression function modes.
We show that the recently proposed BNMAC and KMDP MAC schemes
are even weaker than NMAC/HMAC against the DPA attacks, whereas
multi-lane NMAC, EMD MAC and the keyed wide-pipe hash have simi-
lar security to NMAC against the DPA attacks. Our DPA attacks do not
work on the NMAC setting of MDC-2, Grindahl and MAME compression
functions.

Keywords: Applied cryptography, hash functions, side channel attacks,
HMAC.

1 Introduction

The cryptanalysis of the MD5 and SHA-1 hash functions [41,42] and its impact
on several applications [5, 10, 13, 16, 40] have triggered a kind of feeding frenzy
among the cryptographers. On the other hand, generic attacks [20, 23] on the
popular Merkle-Damg̊ard (MD) hash framework [12,30] have exposed several of
its undesirable properties.

In the wake of this active cryptanalysis of hash functions and its impact on
applications, NIST is conducting an international competition to define an Ad-
vanced Hash Standard (AHS) which would be referred to as SHA-3 family [34].
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NIST requires that each candidate hash function must have at least one con-
struction to support the current applications of hash functions specified in the
FIPS or NIST special publications that include FIPS 198 HMAC [33]. As part of
its evaluation, NIST is also considering side channel attacks (SCA) on the hash
based MACs. NIST intends to select as SHA-3, either a candidate hash which is
more resistant to known SCA attacks when plugged into HMAC, or that has an
alternative MAC mode which is more resistant to known SCA attacks than the
other submitted alternatives [9, 21, 22].

Considering this state of the art of research in hash functions, we believe that
AHS competition would receive hash as well as compression function modes as
candidates for SHA-3 using structures and chaining modes different from the
ones used in the broken hash functions. It is prominent that such proposals
define provably secure MAC modes with a protection from the SCA attacks.

This research problem has motivated us to assess the security of several re-
cently proposed MAC alternatives to NMAC (a thoroughly analysed variant of
HMAC) and HMAC algorithms [3, 2] and some compression function and hash
function modes in the NMAC/HMAC setting from differential power analysis
(DPA) attacks. We analyse MACs that are assumed to be instantiated with the
compression functions built over ideal block ciphers that are secure against SCA
attacks as was done in [36, 17]. If the proposed MAC or hash function mode
does not specify any block cipher based compression function then we analyse it
using twelve secure compression functions based on block ciphers proposed by
Preneel, Govaerts and Vandewalle (PGV) [38]. Such analysis allows the designers
to construct hash and DPA resistant MAC modes whose security can be formally
reduced to the compression function modes that are real and whose security was
formally established [7]. In a related work, HMAC based on the dedicated hash
functions SHA-1 and SHA-256 was shown to be vulnerable to the side channel
attacks [28, 26].

1.1 Our Approach

We analyse several recently proposed provably secure MAC alternatives to the
NMAC/HMAC algorithms and NMAC/HMAC settings of some compression
function and hash function prototypes proposed in the literature against the
DPA attacks. Although the list of MAC algorithms that we have analysed may
not be thorough, our analysis can be easily extended to the other similar MAC
proposals that we might have missed. The outcome of the DPA attacks on many
of these MAC schemes is the recovery of their secret keys. The MAC schemes that
are vulnerable to the complete key recovery attacks can be universally forged ;
forgery for any given message. The MACs for which we can partially recover the
key or internal state, we can either existentially forge the scheme by computing
a valid authentication tag for a random message or cannot guarantee its security
against forgery attacks. We perform DPA analysis of MACs by dividing them
into Type-1 and Type-2 categories:

Type-1: Provably secure MAC alternatives to NMAC/HMAC. These
MAC schemes, in general, are based on the alternative hash frameworks to the
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MD structure. They include BNMAC and its single key variants [43], MAC
based on Enveloped Merkle-Damg̊ard (EMD) transform [4], keyed version of
Merkle-Damg̊ard with permutation (MDP)-KMDP [18], Multi-Lane NMAC [44]
and One-keyed NMAC (O-NMAC) [14]. These schemes do not emphasize using
any specific compression function; hence, we analyse their security using twelve
secure PGV schemes.

Type-2: NMAC setting of the compression and hash function modes.
This category includes the DPA analysis of the NMAC settings of MDC-2 [11,32],
MAME [45] and Grindahl [24] compression functions which is also applicable to
their HMAC versions. MDC-2 has been chosen for its rigorous analysis and
specification in the standards ANSI X9.31 [1] and ISO/IEC 10118-2 [19] and
the new proposals Grindahl and MAME are chosen due to their novelty. We
assume that the keyed versions of these compression functions define a family
of pseudorandom functions and hence their NMAC settings retain the proof of
security of NMAC [2]. We also analyse the security of the wide-pipe hash [27]
instantiated with twelve PGV schemes in the setting of NMAC.

Our DPA analysis of MACs based on EMD, MDP and wide-pipe hash [27]
and the NMAC setting of the hashes in the Type-2 category meet the criteria of
the AHS evaluation process where a MAC version of a secure hash is expected
to resist SCA attacks. EMD and KMD modes preserve the pseudorandom oracle
and collision resistance properties of the compression functions whereas wide-
pipe hash was shown to be secure against the generic attacks of [20, 23]. The
unkeyed version of O-NMAC was recently shown to be weak against the generic
attacks of [23,20] in [15] and collisions can be easily found for the unkeyed version
of BNMAC as shown later in the paper.

1.2 Our Results and Their Significance

In Table 1, we outline the results of the DPA attacks on the MAC schemes in
the Type-1 category. While we have analysed MAC functions, where applicable,
instantiated with twelve PGV schemes, here we outline our results for the MAC
instantiations based on the popular compression functions that include Matyas-
Meyer-Oseas (MMO), Miyaguchi-Preneel (MP) and Davies-Meyer (DM). In Ta-
ble 1, the following notation holds: CK-complete key recovery, PK-partial key
recovery, N/A-not applicable, NO-key recovery is not possible, EF-existential
forgery, UF-universal forgery, NG-no guarantee on the MAC security. For the
sake of comparison, we have also included the results of the DPA analysis of
NMAC [36,17] in the last row of Table 1. While MP scheme can be implemented
in three different ways for a given block cipher as shown later in the paper,
Table 1 outlines the results based on its strongest implementation. The NMAC
settings of the compression functions in the Type-2 category are not vulnerable
to the DPA attacks. NMAC based on the wide-pipe hash has similar security as
NMAC [36] with respect to the DPA attacks.

Our research indirectly provides some ground work on building DPA resistant
hash based MACs using cryptographic primitives such as block ciphers that are
often implemented as DPA resistant hardware modules. Our work provides the
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Table 1. Our results on the Type-1 MACs based on three popular PGV schemes

MAC function Matyas-Meyer-Oseas Miyaguchi-Preneel Davies-Meyer
BNMAC [43] PK(EF) CK(UF) CK(UF)

EMD [4] N/A N/A PK(NG)
KMDP [18] NO NO CK(UF)

Multi-lane NMAC [44] N/A N/A PK(NG)
O-NMAC [25] NO NO NO
NMAC [36] NO NO PK(NG)

following significant contributions: Firstly, we analysed several alternatives to
NMAC/HMAC that use hash function modes different from that of MD [36,17].
Secondly, we analysed MACs in the MD mode instantiated with the compression
functions different from the PGV schemes. Finally, we show the first example of
a MAC scheme, in the form of BNMAC, vulnerable to the DPA attacks and can
be existentially forged when instantiated with any secure compression function.

Our results are the outcome of theoretical DPA attacks on the possible smart
card implementations of some MAC proposals. To our knowledge, currently,
no smart card implementations of the MAC schemes analysed in this paper
are available. So, experimental verification of our analysis has not been done
so far. However, since our DPA attacks follow the same attack model used to
attack HMAC implementations on an IC chip in [36], it is possible to realise the
practicality of our attacks on the MAC implementations on a real smart card
system or its emulated system.

1.3 Guide to the Paper

In Section 2, we introduce hash functions and NMAC and HMAC functions. In
Section 3, we generalise DPA attacks on MACs. In Sections 4 and 5, we analyse
Type-1 and Type-2 MAC schemes against the DPA attacks. We conclude the
paper in Section 6 with some open questions.

2 Hash Functions

A hash function H : {0, 1}∗ → {0, 1}n processes an arbitrary length message into
a fixed length n-bit hash value. It is a common approach to design H by iterating
a compression function h : {0, 1}n × {0, 1}b → {0, 1}n which processes a fixed
length b-bit message and an n-bit input state producing an n-bit output state.
The message to be processed using H is always padded using any secure one-to-
one padding technique such that {0, 1}∗ → {0, 1}b.t where t is the number of b-bit
blocks. The padded message is represented with b-bit message blocks as m =
m[1]‖ . . .‖m[t]. Each block m[i] is processed using h to compute intermediate
hash values H [i] = hH[i−1](m[i]) where i = 1, . . . , t and H [0] is the fixed initial
value (IV) of H . The final state H [t] = hH[t−1](m[t]) is the hash value of m.
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The MD iterative structure [30,12] has been a popular iterated hash function
framework used in the design of standard hash functions such as SHA-1 and
SHA-2 family [35]. Let ec be the concatenation of e bit c times where e is either
0 or 1. MD hash functions specify an upper bound of 2l bits on the length of
m and always pad m by appending it with a 1 bit and 0b−l−d−1 where d is
the number of message bits in the incomplete block of m. The last l bits of m
are filled in with the binary encoded representation of the length of m in bits
(depending on the size of d, an additional block may be used for padding).

Often, compression function modes are constructed using block ciphers.
Twelve out of sixty-four PGV compression function modes [38] are provably
secure when their underlying block cipher is ideal [7]. This model of PGV uses
parameters p, q, r ∈ {H [i − 1], m[i], H [i − 1] ⊕ m[i], 0} and a block cipher G
to derive a compression function. See Table 2 for the description of these 12
schemes denoted with hj where j is from 1 to 12. Table 2 also includes three
possible implementations of the compression functions h3 and h7. The subscript
to G denotes its key input which is either a message block m[i] or a hash state
H [i − 1] when G is turned into the compression function h using one of the 12
PGV modes. In this paper, we shall often assume that b = n for these twelve
PGV schemes.

Table 2. 12 provably secure PGV compression functions

Compression function Description
h1 H [i] = GH[i−1](m[i]) ⊕ m[i]
h2 H [i] = GH[i−1](m[i] ⊕ H [i − 1]) ⊕ m[i] ⊕ H [i − 1]
h3 H [i] = GH[i−1](m[i]) ⊕ (m[i] ⊕ H [i − 1])
h4 H [i] = GH[i−1](m[i] ⊕ H [i − 1]) ⊕ m[i]
h5 H [i] = Gm[i](H [i − 1]) ⊕ H [i − 1]
h6 H [i] = Gm[i](H [i − 1] ⊕ m[i]) ⊕ (H [i − 1] ⊕ m[i])
h7 H [i] = Gm[i](H [i − 1]) ⊕ (m[i] ⊕ H [i − 1])
h8 H [i] = Gm[i](H [i − 1] ⊕ m[i]) ⊕ H [i − 1]
h9 H [i] = GH[i−1]⊕m[i](m[i]) ⊕ m[i]
h10 H [i] = GH[i−1]⊕m[i](H [i − 1]) ⊕ H [i − 1]
h11 H [i] = GH[i−1]⊕m[i](m[i]) ⊕ H [i − 1]
h12 H [i] = GH[i−1]⊕m[i](H [i − 1]) ⊕ m[i]

h(3,1) H [i] = (H [i − 1] ⊕ m[i]) ⊕ GH[i−1](m[i])
h(7,1) H [i] = (H [i − 1] ⊕ m[i]) ⊕ Gm[i](H [i − 1])
h(3,2) H [i] = (GH[i−1](m[i]) ⊕ m[i]) ⊕ H [i − 1]
h(7,2) H [i] = (Gm[i](H [i − 1]) ⊕ m[i]) ⊕ H [i − 1]
h(3,3) H [i] = (GH[i−1](m[i]) ⊕ H [i − 1]) ⊕ m[i]
h(7,3) H [i] = (Gm[i](H [i − 1]) ⊕ H [i − 1]) ⊕ m[i]

2.1 NMAC and HMAC

Let k2 and k1 be any two random and independent secret keys. If H is an MD
hash, the NMAC function [3, 2] is defined by NMACk1,k2(m) = hk1(Hk2(m))
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where the keys k2 and k1 replace the IVs of the inner and outer H where outer
H is expected to perform only one iteration. If k is an n-bit random secret key
then HMACk(m) = HIV ((k‖0b−|k| ⊕ const1)‖HIV ((k‖0b−|k| ⊕ const2)‖m))).
HMAC and NMAC are related by HMACk(m) = hk1(Hk2(m)) where k1 =
hIV ((k‖0b−|k|) ⊕ const1), k2 = hIV ((k‖0b−|k|) ⊕ const2), const1 and const2
are the constants defined in [3] and ‖ is the concatenation operation.

3 Side Channel Attacks on Hash Based MACs

Here, we generalize the DPA attacks [36, 17] mounted on the NMAC/HMAC
algorithms instantiated with the 12 secure PGV compression functions based on
the DPA resistant block ciphers.

3.1 Differential Power Analysis (DPA) Attack

The main objective of mounting a DPA attack on a MAC function is to detect
target regions in the power consumption of a cryptographic device having a MAC
function implementation correlated with particular bits of the secret key.

x

y z(secret and fixed)

(public and variable)

Fig. 1. The DPA attack model

Lemma 1. A DPA attack is mounted on a MAC function with the target XOR
operation z = x ⊕ y (See Figure 1) to detect the fixed secret key input y where x
is a public variable input.

The DPA attack on such a MAC function is outlined below:

1. Guess a certain bit b of the secret input y and run the MAC algorithm having
the above target XOR operation for N random values of message input xi

where i = 1 . . .N .
2. For each of the N message inputs xi, a discrete time power signal Sit is

collected and the corresponding output zi of the XOR operation is also
collected. The index i corresponds to the message input xi that produced
the signal and t corresponds to the time of the sample.

3. Let xi,k be the kth bit of input xi. Sort the inputs xi depending on whether
the target kth bit of z is 0 or 1. Let Sb = {Sit|xi,k ⊕ b = 0} and Sb =
{Sit|xi,k ⊕ b = 1} where b is the guessed kth bit of y.

4. Compute average power signal for each of the sets Sb and Sb where |Sb| +
|Sb| = N :
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APb[t] = 1/|Sb|
∑

Sit∈Sb

Sit

APb[t] = 1/|Sb|
∑

Sit∈Sb

Sit

5. Following the Hamming weight model of [31], the power consumed by the
target XOR operation depends on the Hamming weight of the manipulated
data. When there is a large power consumption, that is when APb[t] �
APb[t], the target bit of z is 1 since the other bits behave randomly and the
averaging eliminates their effect. This DPA bias signal is used to verify the
guess of the secret key bit b of y.

6. By repeating the above steps, the whole secret key y can be recovered. How-
ever, it is enough to reclassify the input x and compute average power signal
for the new sets using the power signal samples collected in the first instance.

Reverse DPA (RDPA) attack. It is a minor variant of DPA where instead
of known input a known output is used.

Lemma 2. An RDPA attack is mounted on a MAC function with the target
XOR operation z = x ⊕ y (see Figure 2) to detect the fixed secret key input y
where z is a public variable which may not be controlled.

x

y z(secret and fixed) (public and variable)

Fig. 2. The RDPA attack model

The RDPA attack on such a MAC function is outlined below:

1. Guess a certain bit of the secret input y and run the MAC algorithm for N
random values of input x and collect the discrete time power signals for the
XOR operation.

2. Observe the output z for all these N values and sort it out into two groups
depending on whether the target bit of input x is 0 or 1.

3. Compute the average power consumption for each group and verify the cor-
rectness of the original guess bit of y using the averages.

These results are also applicable when other SCA attacks such as timing or
electro magnetic analysis are mounted on the MACs [36].

4 DPA Analysis of Type-1 Schemes

In this section, we perform DPA analysis of the Type-1 MAC schemes. Some
of these MACs have their own padding rules whereas some others follow the
padding functionality defined for the MD hashes.
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4.1 BNMAC and Its One-Key Variants

Yasuda [43] proposed BNMAC as an alternative to HMAC to achieve higher
performance than HMAC when it is implemented with the slower SHA-2 family.
BNMAC uses an alternative hash function framework to the MD called hyper
Merkle-Damg̊ard (HMD). Yasuda also proposed two practical variants of BN-
MAC that use only one secret key.

Hyper Merkle-Damg̊ard. An arbitrary length message m to be processed
using a HMD hash function H is split into blocks as m = m[1]‖m[2]‖ . . .m[2t −
1]‖m[2t] such that |m[2i−1]| = n and |m[2i]| = b for i = 1, 2, . . . , t. The interme-
diate hash value H [i] at any iteration i is given by H [i] = hH[i−1]⊕m[2i−1](m[2i])
where H [0] is the IV of H .

BNMAC and its variants. If k1 and k2 are two independent and random
secret keys then the BNMAC function is defined by:

BNMACk1,k2(m) = hk1(Hk2(m)‖1b−n)

BNMAC always uses a secure one-to-one padding for m so that the size of
m is always a multiple of b + n blocks. The first variant is BNMAC1k(m) =
hk1(Hk2(m)‖1b−n) where the two keys k1 and k2 are derived from the key k as
given by k1 = hk(1b) and k2 = hk(0b). The second variant is BNMAC2k(m) =
hk(Hhk(0b)(m)‖1b−n).

DPA attacks on BNMAC and its variants. By assuming b = n, we
can instantiate BNMAC with any of the twelve PGV schemes. Then we have
|k1| = |Hk2(m)|. In this setting, the first and second set of n input bits to the
compression function h correspond to the chaining value and the message block of
h. At every iteration i of BNMACk1,k2(m), the XOR operation H [i−1]⊕m[2i−1]
would become the target on which we mount the DPA attack to recover the pre-
vious secret state information H [i − 1] where H [0] is the secret key k2. In fact,
this inner key recovery attack on BNMAC is independent of the security of the
compression function as the target XOR operation on which we mount the DPA
attack is external to the compression function.

Once the key k2 is recovered, we can mount the DPA attack on the target oper-
ation k1 ⊕Hk2(m) = BNMACk1,k2(m) based on hj where j ∈ {2, 4, 6, 8, 9, 10, 11,
12} to recover the secret key k1. We can mount RDPA attack on this target
operation for BNMAC based on hj where j ∈ {5, (3, 1), (3, 2), (7, 1), (7, 2)} to
recover the secret key k1. There is no target XOR operation for BNMAC based
on hj where j ∈ {1, (3, 3), (7, 3)} on which we could mount the DPA attacks to
recover the key k1. These attacks also apply to BNMAC1 and BNMAC2.

Forging BNMAC. Recovering only k2, BNMAC based on any secure h can
be existentially forged with just one oracle query as follows:

1. Query the BNMAC oracle with m = m[1]‖m[2]‖ . . .m[2t] and obtain its tag
BNMACk1,k2(m).
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2. Forge BNMAC by computing the tag BNMACk1,k2(m∗) of the message
m∗ = m[1]‖m[2]‖h(m[1] ⊕ k2‖m[2]) ⊕ (m[1] ⊕ k2)‖m[2]‖ . . .m[2t] such that
BNMACk1,k2(m∗) = BNMACk1,k2(m).

Note that one can trivially find collisions for the HMD hash. BNMAC invoked
with the PGV schemes for which both keys can be recovered can be universally
forged by computing the tag for any given message.

4.2 Enveloped Merkle-Damg̊ard (EMD) Transform

Bellare and Ristenpart [2] proposed a variant of MD called EMD which works
as a MAC when its keyed compression function is a PRF.

EMD construction. An arbitrary length message m to be processed using
EMD scheme H is split into b-bit blocks m[1]‖m[2]‖ . . .m[t − 1] and incomplete
bits are filled in the last block m[t] where b ≥ n + 64. The last 64 bits of m[t]
contain the binary format of |m|. At any iteration i of H , the intermediate hash
value is given by H [i] = hH[i−1](m[i]) where 1 ≤ i ≤ t − 1 and H [0] is the IV of
H . The hash value is H [t] = hH[0]∗(H [t − 1]‖m[t]) where H [0]∗ is the IV of the
final compression function h and H [0] 	= H [0]∗. The constraint b > n allows us
to use only h5 as the compression function for the EMD hash.

Keying EMD. The EMD construction keyed through its IVs is defined by
EMDk1,k2(m) = hk1(Hk2(m[1]‖m[2]‖ . . .m[t − 1])‖m[t]).

Trail secret key-recovery of keyed EMD. We can mount the RDPA attack
on the target operation k1 ⊕ GHk2 (m)‖m[t](k1) = EMDk1,k2(m) in the outer
compression function of EMD MAC based on h5 to recover the secret key k1.
Note that the control over b−n−64-bit input in the block m[t] does not provide
us any additional advantage to recover the key k1. Once we know the key k1,
the current security proof of EMD MAC does not guarantee its security against
forgery attacks.

4.3 Merkle-Damg̊ard with Permutation (MDP)

Hirose, Park and Yun [18] proposed a minor variant of the MD called Merkle-
Damg̊ard with permutation (MDP). MDP keyed through its chaining value
works as a MAC when the underlying keyed compression function is a PRF
and secure against a very mild related-key attack.

MDP construction. The MDP construction is obtained by processing the
last intermediate hash value of MD using a fixed permutation π. An arbi-
trary length message m to be processed using MDP is split into b-bit blocks
m[1]‖m[2]‖ . . .‖m[t]. At any iteration i of the MDP construction, the interme-
diate hash value is given by H [i] = hH[i−1](m[i]) where 1 ≤ i ≤ t − 1. The hash
value of m is H [t] = hπ(H[t−1])(m[t]). The message m is padded such that the
last l bits of m[t] contain |m| in the binary format. We can instantiate MDP
using any of the twelve PGV schemes.
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Keyed MDP. The MDP scheme keyed through its IV works as a MAC and
is called KMDP in [18]. For 1 ≤ i ≤ t, the KMDP function is defined by
KMDPk(m) = hπ(H[t−1])(hk(m[i])).

DPA analysis of KMDP. The DPA attack can be mounted on the tar-
get XOR operation H [i − 1] ⊕ m[i] = H [i] of KMDP based on hj for j ∈
{2, 3(1), 4, 6, 7(1), 8, 9, 10, 11, 12} to recover the secret key k where H [0] = k.
KMDP based on h5 is vulnerable to a variant of the RDPA attack as outlined
below:

1. Consider a variable 2-block message m = m[1]‖m[2] where the first b − l − 2
bits of m[2] contain the information followed by the padding bits 1‖0 and
then the binary format of b + b − l − 2-bit length of the true message in the
last l bits of m[2].

2. We repeat the following for N2 number of random values of m to collect N
values of H [1]:
– Choose m[1] and fix it. Mount the RDPA attack on the target opera-

tion π(H [1]) ⊕ Gm[2](π(H [1])) = KMDPk(m) in the second iteration of
KMDP to recover the secret π(H [1]) by collecting tags KMDPk(m) for
N values of m by varying the first b− l−2 bits of m[2]. We then compute
π−1(π(H [1])) to obtain the output H [1] of the first iteration.

3. Finally, we recover the key k by mounting the RDPA attack on the target
operation k ⊕ Gm[1](k) = H [1] in the first compression function by using N
values of H [1] recovered in step 2.

Similarly, RDPA attack can also be mounted on the BNMAC function based on
h3(2) and h7(2) to detect the secret key k. In practice, about N = 100, 000 ≈ 217

samples are required to mount the RDPA attack once on the target operation
of a MAC function implemented in an IC chip [36]. Hence, about 235 runs of
the compression function of KMDP based on hj where j ∈ {5, 3(2), 7(2)} imple-
mented on an IC chip are required to recover the secret key.

KMDP based on h1, h3(3) and h7(3) does not have a target XOR operation on
which we could mount the DPA attacks. KMDP based on the PGV compression
functions that are vulnerable to the DPA attacks can be universely forged for
any given message.

4.4 Multilane NMAC

L-lane NMAC and HMAC algorithms. Yasuda [44] proposed a provably
secure n-bit L-Lane NMAC (L ≥ 2), which we call LNMAC, to increase the se-
curity level of n-bit NMAC from 2n/2 to 2n evaluations against forgery attacks.
LNMAC uses L lanes of an MD hash to process an arbitrary length message.
Each lane of LNMAC uses an independent random secret key of size n bits as
the IV of the hash function in that lane. The proof of security of LNMAC as a
PRF and hence as a MAC requires b ≥ 2n. This condition on b allows us to invoke
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the LNMAC algorithm with only h5 out of twelve PGV schemes. The 2NMAC
function is defined below where i = 1, 2, . . . , t and τ is the authentication tag:

2NMACk(m) = hk′(hk′
1
(m[i])‖hk′

2
(m[i])‖0b−2n) = τ

Trail secret key-recovery of LNMAC. There is no target XOR operation
in 2NMAC based on h5 on which we can mount the DPA attack to recover the
secret keys k′

1 and k′
2. Now let u = G(hk′

1
(m[i])‖hk′

2
(m[i])‖0b−2n)(k′). We can mount

the RDPA attack on the target operation k′ ⊕ u = τ in the last compression
function to recover the secret key k′. Similarly, we can recover the key k′ for
LNMAC as this RDPA attack is independent of the number of lanes. Once we
know the trail secret key of LNMAC, its security proof does not guarantee its
MAC security.

4.5 O-NMAC

The MAC function O-NMAC was proposed as a one-key variant of NMAC in [14].
O-NMAC computes a linear-XOR checksum using the intermediate hash values
of the MD hash function and process it as a final message block. While O-
NMAC was analysed informally in [14], a security proof for O-NMAC as a MAC
function was provided in [25] under the name Enveloped Checksum Merkle-
Damg̊ard (ECM) transform. The O-NMAC function keyed through its IV with
a random key k is defined by:

O-NMACk(m) = h⊕t
i=1hH[i−1](m[i])(hk(m)‖m′)

where m is split into b-bit blocks m[1]‖m[2]‖ . . .m[t] with the last block m[t]
having the binary encoded format of m in its last l bits, H [0] = k, H [i] =
hH[i−1](m[i]) and m′ contains the padding bits including the length encoding of
the n-bit value hk(m) in its last l bits. We assume |k| = b = n. Then there is
no need to pad hk(m) with the bits m′. Note that if the message has only one
block then a separate block is used to pad it. Hence, at least three iterations of
the compression function h are required to compute the authentication tag of
an arbitrary length message using O-NMAC.

DPA analysis of O-NMAC. The DPA attack can be mounted on the tar-
get XOR operation H [i − 1] ⊕ m[i] = H [i] of O-NMAC based on hj for j ∈
{2, 3(1), 4, 6, 7(1), 8, 9, 10, 11, 12} to recover the secret key k where H [0] = k.
Hence, O-NMAC instantiated with these PGV schemes can be universally forged.

When we try to mount the RDPA attack on O-NMAC instantiated with h5,
say using a 2-block message m = m[1]‖m[2], both operands on the left hand
side of the expression H [2] ⊕ GH[1]⊕H[2](H [2]) = O-NMACk(m) are variable.
Hence, we cannot mount the RDPA attack. Similar analysis holds for O-NMAC
implemented with h3(2) and h7(2). There is no target XOR operation in O-
NMAC based on hj where j ∈ {1, 3(3), 7(3)} on which we could mount the DPA
attacks.
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5 DPA Analysis of Type-2 Schemes

In this section, we perform DPA analysis of the NMAC setting of the Type-2
hash schemes which can also be extended to their HMAC version.

5.1 MDC-2 Hash Function in the NMAC Setting

MDC-2 hash function. MDC-2 [11,32] is a 2n-bit provably secure hash func-
tion based on an n-bit ideal block cipher [39]. MDC-2 is an MD mode of MMO
scheme (h1) in parallel paths. We follow the description of MDC-2 in [39] which
is generalised for any ideal block cipher G with the same key and block sizes. If
H [0] and H ′[0] are two different IVs then the intermediate hash value of MDC-2
at any iteration i is defined by H [i]‖H ′[i] = h1

H[i−1](m[i])‖h1
H′[i−1](m[i]).

MDC-2 hash function in the NMAC setting. Let k1 = k′
1‖k∗

1 and k2 =
k′
2‖k∗

2 be any two 2n-bit keys such that k′
1,k∗

1 ,k′
2 and k∗

2 are four random and
independent keys each of n bits. Then the MDC-2 hash in the NMAC setting is
defined by MDC-2k1,k2(m) = h1

k1
(H1

k2
(m)). At any iteration i, the intermediate

hash value of this MAC is given by H [i]‖H ′[i] = h1
H[i−1](m[i])‖h1

H′[i−1](m[i])
where H [0] = k1 and H ′[0] = k2.

DPA analysis. There is no target XOR operation in the compression function
of MDC-2k1,k2(m) on which we could mount the DPA attacks to recover the
secret keys.

Remark 1. MDC-4 [8, 29] is an extended MDC-2 which uses two sequential ex-
ecutions of MDC-2 to process one message block. The DPA analysis of keyed
MDC-2 is also applicable to keyed MDC-4. Similarly, NMAC version of the MD
mode of the MAME compression function [45] which uses a novel block cipher
algorithm in the MMO mode is also secure against our DPA attacks when its
block cipher algorithm is assumed to be ideal and secure against side channel
attacks. The MAME compression function was claimed to be transformed to a
light weight hash function using any domain extension algorithm and such hash
function can withstand side channel attacks when it is used as a key derivation
function. We note that not all MAC or key derivative versions of such hash
modes may resist DPA attacks even when the block cipher of MAME is ideal.
For example, BNMAC based on MAME can be existentially forged.

5.2 Grindahl Compression Function in the NMAC Setting

Grindahl compression function design. The Grindahl compression func-
tion [24] h processes every block m[i] by concatenating it with the previous
state H [i − 1] using the permutation G and then truncates the output of G
to n-bit state H [i]. At any iteration i, its intermediate hash value is defined
by H [i] = h′(G(m[i]‖H [i − 1])) where h′ is the truncation function. When h is
iterated in the MD mode, the output of the permutation of the last message
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block (padded block) is not truncated; instead an output transformation with a
pre-defined number of blank rounds is executed followed by the truncation step
to output n-bit hash value.

Keying Grindahl compression function. The MD hash iteration of Grindahl
compression function can be defined in the NMAC setting using two random and
independent secret keys k2 and k1. The initial value H [0] of the hash function is
replaced with the key k2 and a key k1 is used as a key to the outer compression
function h. The outer function may require more than one iteration if blank
rounds are also defined for the outer function. Its HMAC version can be defined
as in HMAC where the two keys k1 and k2 are derived from a master key k.

DPA analysis of Keyed Grindahl. There is no target XOR operation in the
NMAC setting of Grindahl on which we could mount the DPA attacks when the
block algorithm G is ideal. This result complements the claim of [24] on using
a side channel resistant AES implementation as the underlying block cipher
to protect the keyed implementations of Grindahl members from side channel
attacks. Note that the collision attack on Grindahl-256 [37], a specific 256-bit
hash function following the design strategy of Grindahl compression function
has no influence on our analysis as our analysis assumes an ideal G independent
of any specific details.

5.3 Wide-Pipe Hash Construction in the NMAC Setting

Wide-pipe hash. The wide-pipe hash construction [27] uses a large compres-
sion function h : {0, 1}2n × {0, 1}b → {0, 1}2n to process a b-bit message block
where b ≥ 2n and once the complete message is processed, it uses a function
h′ : {0, 1}2n → {0, 1}n to truncate 2n-bit output to an n-bit hash value. We
assume that the least n significant bits of the output are truncated to produce
high order n bits as the hash value.

NMAC with wide-pipe. As noted in [44], a variant of HMAC can be con-
structed using wide-pipe hash with an n-bit key k. Similarly, we can construct
NMAC using wide-pipe hash with two independent n-bit keys k1 and k2. Let
k = k1‖k1 and k′ = k2‖k2 be two 2n-bit keys keyed through the IV of the in-
ner/outer wide-pipe hashes of NMAC. We call keyed wide-pipe as WNMAC and
define it by WNMACk,k′(m) = h′(hk′(h′(Hk(m)))).

DPA analysis of WNMAC. For WNMAC based on hj for j ∈ {2, 3(1), 4,
6, 7(1), 8, 9, 10, 11, 12}, the secret key k can be recovered by mounting the DPA
attack on the target XOR operation H [i − 1] ⊕ m[i] = H [i] in the function hj

where H [0] = k as for NMAC. For WNMAC based on h5, we can mount the
RDPA attack on the target XOR operation Gh′(Hk(m))(k′)⊕k′ = hk′(h′(Hk(m)))
to recover the high order n bits of k′ which are equal to the tag WNMACk,k′(m)
and then recover k′. Similarly, we can mount the RDPA attack on WNMAC



124 P. Gauravaram and K. Okeya

based on hj where j ∈ {3(2), 7(2)}. There is no target XOR operation in WN-
MAC based on hj where j ∈ {1, 3(3), 7(3)} on which we could mount the DPA
attacks.

Remark 2. Protecting a hash based MAC function from the DPA attacks by
masking target XOR or addition operations requires developing a whole new
hardware module for that MAC function instead of using a widely implemented
DPA resistant hardware module of a cryptographic algorithm such as a block
cipher. Hence, constructing DPA resistant hash based MACs by using combi-
nations of appropriate key settings and provably secure hash and compression
function modes that do not expose any target XOR or addition operations when
they are combined with DPA resistant cryptographic hardware modules allows
us to reuse these hardware modules.

6 Conclusion

Our research leaves a number of questions open: Among these, the most inter-
esting is, how to design a secure hash mode which can be turned into a DPA
resistant provably secure MAC when it is instantiated with any of the secure
PGV schemes. The other interesting question is on defining provably secure
MAC versions or NMAC settings for some new hash function frameworks such
as HAIFA [6] and double-pipe hash [27] invoked with 12 PGV schemes and anal-
yse them against DPA attacks. The final question is how to plug an alternative
hash framework to MD into NMAC/HMAC? We believe that our work and fu-
ture developments in this area of research would provide much needed insights
to the designers of hash functions who compete in the AHS process.
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