
L. Ma, R. Nakatsu, and M. Rauterberg (Eds.): ICEC 2007, LNCS 4740, pp. 415–420, 2007. 
© IFIP International Federation for Information Processing 2007 

Playing and Cheating in Ambient Entertainment 

Anton Nijholt 

University of Twente, Human Media Interaction 
PO Box 217, 7500 AE Enschede, The Netherlands 

anijholt@cs.utwente.nl 

Abstract. We survey ways to extract information from users interacting in 
ambient intelligence entertainment environments. We speculate on the use of 
this information, including information obtained from physiological processes 
and brain-computer interfacing, in future game environments. 
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1   Introduction 

In future Ambient Intelligence (AmI) environments we assume intelligence embedded 
in the environment, its objects (furniture, mobile robots) and its virtual, sometimes 
visualized agents (virtual humans). These environments support the human 
inhabitants or visitors of these environments in their activities and interactions by 
perceiving them through their sensors (proximity sensors, cameras, microphones, 
etc.). Support can be reactive, but also and more importantly, pro-active and 
unobtrusive, anticipating the needs of the inhabitants and visitors by sensing their 
behavioral signals and being aware of the context in which they act [1]. 

Health, recreation, sports and playing games are among the needs inhabitants and 
visitors of smart environments will have. Sensors in these environments can detect 
and interpret nonverbal activity and can give multimedia feedback to invite, stimulate, 
guide, advise and engage. Activity can aim at improving physical and mental health 
(well-being), but also at improving capabilities related to a profession (ballet, etc.), 
recreation (juggling, etc.), or sports (fencing, etc.). Fun, just fun, to be achieved from 
interaction can be another aim of such environments. 

For many of these (envisioned) applications, the nonverbal interactions with the 
environment are important and need to be recognized and interpreted. And, rather 
than having a rather regulated process of turn taking as in dialogue systems, in these 
applications the main flow of events is continuous, rather than segmented. 

In this paper we look at nonverbal interaction in ambient entertainment 
applications. How is the environment going to use such information? For example, in 
an entertainment game, will the environment use this information to make the 
experience more attractive for the user, providing him or her with more chances, or 
should the environment be in competition with the user and employ all information 
that can be derived from the user’s behavior to win? In the latter case, the human 
gamer may try to hide his or her intentions in order to mislead the environment. 
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Information that can be taken into account is physiological information, including 
information obtained from measuring brain activity (brain-computer interfacing). 
Again, this knowledge can be used to adapt the interaction with the user in a 
particular entertainment game situation. And, in a situation where we really compete 
with the computer we need to be aware that the computer is using this information 
against us. Can we control our nonverbal behavior, our physiological processes and 
our brain activity in such a way that we can mislead the computer? 

2   Dance, Music, Sports, and Fitness 

Entertainment, health, sports, and leisure applications using information and 
communication technology often require and encourage physical body movements 
and often applications are designed for that reason. In our research we look at bodily 
and gestural interaction with game and leisure environments that are equipped with 
sensors (cameras, microphones, touch, and proximity sensors) and application-
dependent intelligence (allowing reactive and proactive activity). Interpretation of the 
bodily interaction, requiring domain-dependent artificial intelligence, needs to be 
done by the environment and the agents that maintain the interaction with the human 
partner. In the display of reactive and pro-active activity embodied virtual agents play 
an important role. Virtual agents can play the role of teacher, coach, partner or game 
opponent. Hence, there are, among others, a virtual therapist that helps patients to 
recover from injuries [2], a Tai Chi training master [3], and a shadow boxer [4]. 

We have designed applications in which our ideas about nonverbal and bodily 
interaction have been implemented [5,6,7]. We looked at the design, implementation 
and evaluation of a virtual dancer that invites a visitor to dance with her, a conductor 
that guides musicians in their playing, and a virtual trainer that helps a user or patient 
in his exercises. In the applications there is a continuous interaction between an 
embodied agent and a human partner. Rather than have the more traditional verbal 
interaction supported by nonverbal communication, here the main interaction is 
nonverbal. Speech and language, when present at all, have a supporting role. In these 
applications there is multimodal analysis of a user’s activities. 

3   Learning to Know the User 

In AmI environments user profiles are maintained. The profile will continuously be 
adapted by new information made available by the user (not necessarily with the aim 
to have its profile updated). Our environments perceive a user’s activities and use that 
information to learn about the user (and adapt and extend his profile).  

In order to learn about the user, his or her personality, his or her ‘human values’ 
and attitudes, questionnaires have been designed. In [8] it is remarked that 
“Personality represents those characteristics of the person that account for consistent 
patterns of feeling, thinking, and behaving.” Without doubt, in face-to-face 
interaction, our interaction behavior does not only depend on our own personality, but 
also on the personality characteristics that we try to derive from the behavior of our 
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partner in the interaction and that we attribute to our interaction partner or to the 
profile we made up from already available information about our interaction partner. 

Questionnaires that aim to measure personality are well-known. They depend on 
models of personality theory (trait theory, personal construct theory, psychodynamic 
theory, etc.). In educational environments it is not unusual to take into account 
personality characteristics and associated questionnaires in order to be able to match 
learning styles with tutoring strategies, and the display of feedback. Using a user’s 
scores on personality dimensions in order to adapt a game is an unexplored area of 
game and entertainment research. When we know that a particular user has a high 
score on curiosity, creativity and untraditional (high scores on Openness), we can 
make use of that. Similarly, it also helps if we know that a user is cynical, rude and 
uncooperative (low scores on Agreeableness). 

Many other questionnaires exist. Apart from personality we can look at 
questionnaires that measure intelligence and emotional intelligence. Moreover there 
are questionnaires that aim to measure the values a user has. A good example is the 
so-called Human Values Scale [9] and in particular how it is used in the context of 
recommender systems [10]. There are also questionnaires that aim at extracting 
information that is more directly related to educational, game, and entertainment 
situations [11]. Hence, we can look at decision-making style questionnaires where 
thoroughness, control, hesitancy, social resistance, perfectionism, idealism and 
instinctiveness are among the issues that are assessed, and we can look at 
questionnaires where we can look at a players willingness to empathize with other 
personality characters in a game (see e.g. the empathy questionnaire [12]. 

Summarizing, to answer the question what the environment can learn about the 
user, we can look at demographic information that has been collected, information 
about the user that can be generated from ‘external’ sources (email content and 
communication, web page visits, Skype, device use, etc.), information about the 
context (what behavior can be expected), and information that can be obtained from 
filled-in forms and questionnaires that tell us about intelligence, personality, 
emotional intelligence, and more specialized questionnaires that help us to anticipate 
gaming styles, and decision making behavior. Obviously, it is far from natural to ask 
people to fill in questionnaires. 

4   Learning from Behavior in the Entertainment Environment 

Although information about the entertainment gamer can be obtained through 
questionnaires, as mentioned in the previous section, this is a rather unnatural way 
and we can not expect that people are willing to spend time before starting to play.  

There are also possibilities to obtain information about the user by hiding the 
questionnaires in a playful interaction with the user. For example, in [13] an attempt 
is made to score personality by means of an informal conversation where elements of 
the traditional questionnaires are merged into the conversation by the computer. 
Interesting is also the approach in [14], where music preferences are correlated with 
personality dimensions.  This approach fits in a framework correlating personality 
dimensions and behavior that occurs in everyday life. 
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In AmI environments we have the technology to capture human behavior in 
everyday life. In our ambient entertainment view the same technology is available and 
we can either assume that behavior of a particular user or visitor of our ambient 
entertainment environment already carries a user profile that has been generated from 
the user’s behavior in the past, or we can assume that during a possibly playful 
interaction with the environment a profile can be obtained and can be used by the 
environment to adapt to the user’s characteristics. 

What can we learn from behavioral information captured by cameras, microphones 
and other types of sensors? In [15] results are reported from short observations of 
expressive behavior. Observations include the assessment of relationships, 
distinguishing anxious and depressed people from normal people, predicting judges’ 
expectations for a trial outcome, determining political views of television news-
casters, etc. Personality judgments from ‘thin slices of behavior’ and their accuracy 
are also discussed in [16]. An example where real-time behavioral analysis is done by 
a computer can be found in [17].  Here a participant is invited in front of a video 
camera for about 30 seconds. After that a personality profile is generated. 

5   Playing with Behavioral Information 

5.1   Taking into Account Involuntary User Responses 

In the examples mentioned earlier we have bodily interaction with the computer 
system. Input to an entertainment environment can be based on conscious decisions 
made by the human. This is usually the case when keyboard, mouse or joystick is 
used. Behavioral signals and patterns during activities provide (additional) 
information about the tasks that a user wants to perform, the way they should be 
performed and the user’s appreciation of task, performance, and context. Sensing and 
understanding these signals is an important issue in ‘human computing’ [1] and it 
makes human computing an important area of research for entertainment computing. 
This kind of input is not always consciously provided by a user and is sometimes 
beyond the control of the user.  Behavioral signals also provide information about the 
affective state of the user and this information is useful to adapt the environment 
(more or less control by the user, other challenges, etc.) to the user. 

More information about the affective state of the user of an entertainment 
environment can be obtained by collecting and interpreting information obtained from 
measuring physiological processes and brain activity. Physiological cues are obtained 
from, for example, respiration, heart rate, pulse, skin temperature and conductance, 
perspiration, muscle action potentials and blood pressure [18,19]. Unfortunately, this 
information can mostly not be obtained unobtrusively. Finally, we should mention 
measured brain activity. Again, measuring brain activity, e.g. by using an EEG cap, 
can provide information about the affective state of the user (frustration, engagement, 
etc.) and this can be used to dynamically adapt the interface to the user and provide 
tailored feedback. 
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5.2   User Control of ‘Involuntary’ Responses 

Playing against a computer is not fair. The computer knows about our affective state 
and can decide to use it or to communicate it to our (virtual) opponents or team 
players in the environment who can use it to their advantage. On the other hand, apart 
from adapting the environment, the computer can also make the  human player aware 
of his affective state so that he can make an attempt to control it since it can decrease 
own performance and give away unwanted information to other players in the game. 

In games and sports opponents can be misled. We can as well try to mislead or 
tease our virtual and human partners who play in a computer-controlled environment. 
One step further is that we have entertainment games where misleading the computer 
is an essential part of the game. A simple example is playing soccer against a 
humanoid robot and the robot’s aim is to win rather than to offer its human partner an 
enjoyable experience. In such a situation misleading means for example making 
feints. But also, trying to look more tired than we really are and all other kinds of 
misleading behavior that we can think of. In our virtual dancer installation human 
dancers sometimes try to tease the virtual dancer by acting unexpected and then look 
how she reacts. In other environments we may want to hide our intentions from the 
computer by controlling our facial expressions (e.g., in a poker game with a computer 
that can observe us). Once we know that our non-human opponent is receptive for our 
behavioral, physiological or brain processes, we need to cheat in order to obtain more 
satisfaction from the entertainment game. Game research in this direction is rare, but 
it is well-known that people can learn to control, up to a certain level, these processes. 
Research and development in among others brain-computer interfacing makes clear 
that interesting new types of entertainment in which ideas described above can be 
incorporated will become available in the future [20,21]. 

6   Conclusions 

We looked at ways to provide the computer in an entertainment environment with as 
much information about ourselves and our preferences as possible. In particular we 
looked at ways for a computer to extract this information automatically from our 
behavior. We also looked at the computer as our opponent rather than as provider of 
enjoyable experiences. We then prefer to mislead the computer and hide information 
about our affective state or even control and manipulate our behavioral, physiological 
and brain processes so that we consciously provide the computer with misinformation 
allowing us to become the ‘winner’ in smart entertainment environments. 
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