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Abstract. Continuing organisational dependence upon computing and
networked systems, in conjunction with the mounting problems of security
breaches and attacks, has served to make intrusion detection systems an
increasingly common, and even essential, security countermeasure. However,
whereas detection technologies have received extensive research focus for over
fifteen years, the issue of intrusion response has received relatively little
attention - particularly in the context of automated and active response systems.
This paper considers the importance of intrusion response, and discusses the
operational characteristics required of a flexible, automated responder agent
within an intrusion monitoring architecture. This discussion is supported by
details of a prototype implementation, based on the architecture described,
which demonstrates how response policies and alerts can be managed in a
practical context.

1   Introduction

Ever since the commercialisation of the Internet, there has been a substantial growth
in the problem of intrusions, such as Denial of Service attacks, website defacements
and virus infections [1]. Such intrusions cost organisations significant amounts of
money each year; for example, the 2003 CSI/FBI Computer Crime and Security
Survey [2] reported annual losses of $201,797,340 from 530 companies questioned.
Although these results suggest that the cost of attacks has decreased for the first time
since 1999, it is still significant amount, representing a 101.55% increase compared to
1997 [3].

As a defence against such attacks, intrusion detection technologies have been
employed to monitor events occurring in computer systems and networks. Intrusion
detection has been an active research area for more than 15 years [4,5], and merits a
wide acceptance within the IT community [6;3]. However, detecting intrusions is only
the first step in combating computer attacks. The next step involves the counteraction
of an incident and has so far been largely overlooked [7;8]. The CSI/FBI survey
suggests a declining trend amongst organisations to address vulnerabilities, or report
incidents to law enforcement since 1999 [2]. Although the percentage of respondents,
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who patched vulnerabilities after an incident, was reasonably high, it was still
decreased by 2% when compared to the respective figure of 1999, while about 50% of
the respondents chose not to report the incident at all. Even if vulnerability patching
and incident reporting are only two aspects of responding to intrusions, the lower
percentages suggest a lack of effective response policies and mechanisms within
organisations.

A principal reason for this problem is likely to be the administrative overhead
posed by response procedures. At the moment, the detection of a suspected intrusion
typically triggers a manual intervention by a system administrator, after having
received an alert message from the intrusion detection system. The IDS can
additionally assist the incident response process, by providing the details of the attack,
saved in a log file [9]. However, responding manually to intrusions is not necessarily
an easy task, as it may involve dealing with a high number of alerts and notifications
from the IDS [10], ensuring awareness of security bulletins and advisories from
incident response teams, and taking appropriate actions to resolve each of the alerts
reported. From the system administrator’s perspective, the main requirement is to
ensure that the system remains operational and available. Thus, unless resolving a
detected incident is explicitly required to ensure that this is the case, the task of
responding is likely to be given a lower priority.

The importance of timely response has been demonstrated by Cohen [11] in his
simulation of attacks, defences and their consequences in complex ‘cyber’ systems.
These showed that, if skilled attackers are given 10 hours between being detected, and
generating a response, then they have an 80% chance of a successful attack. When
that time interval increases to 20 hours, the rate of success rises to 95%. After 30
hours the skill of the system administrator makes no difference, as the attacker will
always succeed. However, if the response is instant, the probability of a successful
attack against a skilled system administrator becomes almost zero. This shows not
only the importance of response, but also the relationship between its effectiveness
and the time it is initiated.

At the time of writing, the degree of automation in current IDS is very low,
offering mostly passive responses (i.e. actions that aim to notify other parties about
the occurrence of an incident and relying on them to take further action). In contrast,
active responses (actions taken to counter the incident that has occurred) either have
to be initiated manually or may not be offered at all. Lee [12] found that even if IDS
products offer active responses, they are not trusted by administrators, mainly due to
the likely adverse effects in the event of them being falsely initiated. In spite of the
potential problems, practical factors suggest that automated response methods will
become increasingly important. For example, the widespread use of automated scripts
to generate distributed attacks [13] can offer very limited opportunity to respond, and
further diminishes the feasibility of doing so manually. Thus, there is a need for the
adoption of automated response mechanisms, which will be able to protect system
resources in real time and, if possible, without requiring explicit administrator
involvement at the time.

As an effort to enhance the effectiveness of automated response and reduce its
adverse effects in false rejection scenarios, an automated response framework has
been devised. The aim is to enable accurate response decisions to be made
autonomously, based on the nature of the attack and the context in which it is
occurring (e.g. what applications are running, what account is being used, etc.). The
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remainder of this paper describes the concept of the Responder, followed by details of
a prototype implementation that demonstrates the approach in practice.

2   The Intrusion Monitoring System (IMS)

IMS has been the focus of research within the authors’ research group for several
years and is a conceptual architecture for intrusion monitoring and activity
supervision, based around the concept of a centralised host handling the monitoring of
a number of networked client systems. Intrusion detection is based upon the
comparison of current user activity against both historical profiles of normal
behaviour for legitimate users and intrusion specifications of recognised attack
patterns. The architecture addresses data collection and response on the client side,
and data analysis and recording at the host. The elements of the architecture that are
relevant to the discussion presented in this paper are illustrated in Figure 1. The main
modules of IMS have already been defined in earlier publications [14], and interested
readers are referred to these for associated details. In this paper, specific focus will be
given to the modules related to intrusion response.

The Responder is responsible for monitoring the Alerts sent from the Detection
Engine (note: this module was referred to as the Anomaly Detector in previous
papers) and, after considering them, in conjunction with other contextual factors,
taking appropriate actions where necessary. If the actions selected by the Responder
need to be performed on the client side, a local Responder Agent is responsible for
initiating and managing the process. Without providing an exhaustive list, examples
of actions that could be performed at the client side include correcting vulnerabilities,
updating software, issuing authentication challenges, limiting access rights and
increasing the monitoring level.

The Responder utilises a variety of information in order to make an appropriate
decision. This is acquired from several other elements of IMS, including the
Detection Engine, the Collector, the Profiles, and the Intrusion Specifications. The
possible contributions from each of these sources are described below.

As well as indicating the type of suspected incident, the Detection Engine is also
able to directly inform the Responder about the intrusion confidence, the current alert
status of the IDS, the source of the alert that triggered the detection, information about
the perceived perpetrator(s) and the target involved.

The Collector is able to provide information about current activity on the target
system (e.g. applications currently running, network connections currently active,
applications installed etc.). This information can be used to minimise the disruption of
legitimate activity, by making sure that no important work at the target gets lost, or no
important applications are ended unnecessarily, as a result of selected response
actions. It can also be used for cases of compromised targets when information about
them needs to be reassessed. For example, the determination of whether unauthorised
software (sniffing software / malware) has been installed will be vital information for
the response decision process. In that way the negative impacts of responses can be
minimised and the response capability enhanced as much as possible.
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Fig. 1. The Intrusion Monitoring System (IMS)

The Profiles contain information about users and systems, both of which can provide
some information in the context of response decisions:

− User profiles: If the incident involves the utilisation of a user account, then the
corresponding user profile can indicate aspects such as the privileges and access
rights associated with it.

− System profiles: These relate to system characteristics, such as versions of
operating systems and installed services, the expected load at given hours/periods,
the importance of the system within the organisation (e.g. whether it holds
sensitive information or offers critical services), its location on the network etc.

Finally, Intrusion Specifications contain information about specific types of intrusions
and their characteristics - such as incident severity rating, ratings of likely impacts
(e.g. in terms of confidentiality, integrity and availability), and the speed with which
the attack is likely to evolve [15]. Once the Detection Engine has indicated the type of
incident that it believes to have occurred, additional information can be retrieved from
the specifications to obtain a comprehensive view of the incident (all of which would
again influence the response selection).

Having gathered all of the available information, the actions that should be
initiated in different contexts are then specified in the Response Policy.  In the first
instance, the Response Policy would need to be explicitly defined by the system
administrator; however, it could also be refined over time to reflect practical
experience. For example, if a particular response is found to be ineffective against a
particular situation, then the policy could be updated to account for this. It is
envisaged that this refinement could be initiated manually by the system
administrator, as well as automatically by the system itself. Further information about
this process is given in the next section.
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3   Operational Characteristics of the Responder

In order to enable increasingly automated responses, and reduce the risks associated
with using active response methods, the architecture incorporates techniques to
improve the flexibility of the response process when compared to approaches in
current IDS.  Specifically, the proposed Responder includes the ability to:

− adapt decisions according to the current context; and
− assess the appropriateness of response actions before and after initiating them.

The concept of adaptive decision-making relates to the requirement for flexibility in
the response process.  A fundamental principle of the proposed approach is that
response decisions should vary depending upon the context in which an incident has
occurred (i.e. a response that is appropriate to a particular type of incident on one
occasion will not necessarily be appropriate if the same incident was to occur again
under different circumstances).  The previous section described how the Responder
draws upon information from a number of other sources within the IMS framework.
This enables the system to determine the overall context in which an incident has
occurred, including considerations such as:

− the overall alert status of the IDS at the time of the new incident;
− whether the incident is part of an ongoing series of attacks (e.g. how many targets

have already been affected?  Which responses have already been issued?);
− the perpetrator of the attack (is there enough information to suggest a specific

attacker? Is he/she an insider/outsider? Has he/she initiated an attack before? How
dangerous is he/she? What attacks is he likely to attempt?);

− the current status of the target (e.g. is it a business critical system? What is its load
at the moment? Is there any information or service that needs to be protected?
What software/hardware can be used for response?);

− the privileges of the user account involved (e.g. what is the risk of damage to the
system?);

− the probability of a false alarm (how reliable has the sensor/source that detected the
incident been in the past? What is the level of confidence indicated by the
Detection Engine about the occurrence of an intrusion?);

− the probability of a wrong decision (how effective has the Responder been so far?
Have these responses been applied before in similar circumstances?).

Having assessed the above factors, response decisions must then be adapted to the
context accordingly.  For example, if the incident has been detected on a business
critical system, and the Detection Engine has indicated a low confidence, then the
selection of a response with minimal impact upon the system would represent the
most sensible course of action. That decision minimises the chance of critical
operations being disrupted in the case of an error alert. However, if the same scenario
occurred in conjunction with previous alerts having already been raised (i.e.
indicating that the current incident was part of a series of attacks), or if the overall
alert status of the IDS was already high, then a more severe response would be
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warranted. More comprehensive information about this decision process, and the
information that would be assessed, is presented in earlier publications [15; 16].

The other novel feature of the Responder is its ability to assess the appropriateness
of response actions. This can be achieved in two ways; firstly by considering the
potential side effects of a response action, and secondly by determining its practical
effectiveness in containing or combating attacks.

As previously identified in the introduction, the problem of side effects is a
particular concern in the context of using active responses, because they have the
potential to adversely affect legitimate users of the system.  As a result, this needs to
be considered before the Responder chooses to initiate a given action.  There are a
number of characteristics that would be relevant in this context:

− the transparency of the response action.  In some cases it might be preferable to
issue responses that do not alert the attacker to the fact that he/she has been
noticed, whereas in others it could be preferable to issue a response that is very
explicit.

− the degree to which the action would disrupt the user to whom it is issued.  This is
especially relevant in the context of a response action having been mistakenly
issued against a legitimate user instead of an attacker.  In situations where the
Detection Engine has flagged an incident but expressed low confidence, it would
be desirable to begin by issuing responses that a legitimate user would be able to
overcome easily.

− the degree to which the action would disrupt other users, or the operation of the
system in general.  Certain types of response (e.g. termination of a process,
restriction of network connectivity) would have the potential to affect more than
just the perceived attacker, and could cause reduced availability to other people as
well. As such, the Response Policy may wish to reserve such responses only for the
most extreme conditions.

Each of these factors would need to be rated independently, and the information
would be held in the database of available response actions (previously illustrated in
Figure 1). The consideration of the ratings could then be incorporated into the
response selection process as appropriate, and indeed during the formulation of the
Response Policy by the system administrator. In addition to assessing the side effects,
each response could also usefully be given an associated rating to indicate its
perceived strength (which could inform the Responder and the administrator about its
likely ‘stopping power’ in relation to an attacker).

The second factor that would influence the appropriateness of a response in a
particular context would be whether it had been used in the same context before.  If
the Responder keeps track of its previous response decisions, then they can
subsequently be used as the basis for assessing whether the response actions were
actually effective or not.  This requires some form of feedback mechanism, which can
then be used to refine the Response Policy.  It is envisaged that feedback could be
provided in two ways: explicitly by a system administrator, and implicitly by the
Responder itself.  In the former case, the administrator would inspect the alert history
and manually provide feedback in relation to the responses that had been selected to
indicate whether or not they had been effective or appropriate to the incident.  By
contrast, the latter case would require the Responder itself to infer whether previous
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responses had been effective.  A simplified example of how it might do this would be
to determine whether it had been required to issue repeated responses in relation to
the same detected incident.  If this was the case, then it could potentially infer that (a)
the initial response actions were not effective against that type of incident, and (b) the
last response action issued might form a better starting point on future occasions (i.e.
upgrading and downgrading the perceived effectiveness of the responses when used in
that context).

Having obtained such feedback, it would be desirable for the system to
automatically incorporate it into a refined version of the Response Policy.  This,
however, would be a non-trivial undertaking, and it is anticipated that a full
implementation of the system would need to incorporate machine-learning
mechanisms to facilitate a fully automated process.  An alternative would be to collate
the feedback, and present it to the system administrator for later consideration when
performing a manual overhaul of the Response Policy.

4   A Prototype Responder System

As an initial step towards the development of the Responder, a prototype system has
been implemented that demonstrates the main response features of IMS, including the
ability to make decisions based on the information from IDS alerts and other
contextual factors.

The first element of the prototype is a console used to simulate intrusion
conditions. In the absence of a full Detection Engine, or indeed genuine incidents, this
is necessary to enable incident conditions to be configured before generating an alert
to trigger the Responder’s involvement. The parameters that can be adjusted from the
console interface include the ones that are meant to be provided by the Detection
Engine in the alert message, and are illustrated in Figure 2.  The Responder can form
a decision by monitoring (or determining) an additional set of contextual parameters,
and then using these in conjunction with the ones included in the alert message.

The second component of the prototype is the Responder itself, which is
responsible for receiving the alerts and making response decisions according to the
given context. The Responder largely bases its decision upon the Response Policy,
which can be accessed from the Responder module, by selecting the Response Policy
Manager tool. A user-friendly interface is provided for the review of Policy rules,
which are represented via a hierarchical tree, where the incidents are at the highest
level and the response actions lie at the lowest levels. At the most basic level, there
will be a one to one correspondence between a type of incident and an associated type
of response.  However, a more likely situation is that the desired response(s) to an
incident will vary, depending upon other contextual factors, and the Policy Manager
allows these alternative paths to be specified via intermediate branches in the tree.
Between them, these intermediate branches comprise the conditions, under which
specific response actions are initiated for particular incidents.
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Fig. 2. Prototype Console Interface

The IMS Response Policy Manager is illustrated in Figure 3, with an example of
response rules that could be specified in relation to an ‘authentication failure’
incident. In this case, had there been an alarm from the Detection Engine describing
the successful login of a suspected masquerador, the Responder would check for the
most recent update of related software to ensure that it is not vulnerable, and initiate
keystroke analysis and facial recognition (if available) to authenticate the user in a
non-intrusive manner. Of course, the conditions for the latter to happen would not be
just the occurrence of the incident. Only the addition of the alarm to a log file would
happen in that case. For the previously mentioned responses to be issued, the intrusion
confidence would need to be low (hence the responder would need to collect more
information about the incident), the overall threat and the importance of the target
would need to be at low levels as well, not justifying the issue of more severe
responses. Also, the account involved would need to be not privileged, with login
time outside the normal pattern, in order to issue non-intrusive authentication.

Had there been a privileged account logged in at an abnormal time, then the
urgency to collect more information about the incident would be greater and thus
more intrusive countermeasures could be allowed. More authentication challenges
like continuous keystroke analysis [17], the use of cognitive questions [18], and
fingerprint recognition could also be used. Other methods that could be utilised
include session logging (for further future reference or forensic purposes), alerting the
user himself/herself about the occurrence of this suspicious behaviour (aiming to
provoke a reaction from him/her and possible discourage him/her from any further
unauthorised activity). Finally another option would be the redirection to a decoy
system, in order to protect the integrity of the original target. Although this option
would be more suited in the case of a server being compromised, it could still be an
option for very sensitive environments, where a maximum level of security is required
and minimum levels of risk are allowed. In any case, Figure 3 depicts an example of a
security policy, which may or may not be optimal.
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Fig. 3. IMS Response Policy Manager

Having determined the Response Policy, the Responder can make decisions about the
alerts it receives. During normal operation, the Responder logs the details of
responses that have been issued so that they can be tracked and reviewed by a system
administrator. This is achieved via the Alert Manager interface (see Figure 4), which
contains a list of suspected incidents, allowing them to be selected and reveal the
response action(s) initiated for them. Each alert contains information about the
incident itself, and the reasoning for the associated response decision.  When viewing
the alerts, it is also possible for the administrator to review the response decision that
was made by the system, and provide feedback about the effectiveness of the actions
selected. A full implementation of the Responder would use this feedback as the basis
for automatic refinement of the response policy over time.

Fig. 4. IMS Responder: Alert Manager
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5   Conclusions and Future Work

This paper has presented the requirements for enhanced intrusion response and the
operational characteristics of an automated response architecture that enables flexible,
escalating response strategies. The prototype system developed provides a proof-of-
concept, and demonstrates the process of creating and managing a flexible response
policy, as well as allowing intrusion scenarios to be simulated in order to test the
response actions that would be initiated. Although the IMS approach as a whole
would not necessarily be suited to all computing environments it is considered that the
automated response concept could still be more generally applicable.

Future work could usefully include the integration of machine learning algorithms
into the Responder implementation, in order to enable it to learn from the
effectiveness (or otherwise) of previous response decisions and automatically refine
the response policy accordingly. Based on the feedback from experience, the ability to
learn and to assess its decision-making capability, the Responder could eventually
attain a sufficient level of confidence to operate autonomously.
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