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#### Abstract

Among all existing identity-based encryption (IBE) schemes in the bilinear group, Wat-IBE proposed by Waters [CRYPTO, 2009] and JR-IBE proposed by Jutla and Roy [AsiaCrypt, 2013] are quite special. A secret key and/or ciphertext in these two schemes consist of several group elements and an integer which is usually called tag. A series of prior work was devoted to extending them towards more advanced attribute-based encryption (ABE) including inner-product encryption (IPE), hierarchical IBE (HIBE). Recently, Kim et al. [SCN, 2016] introduced the notion of tag-based encoding and presented a generic framework for extending Wat-IBE. We may call these ABE schemes $A B E$ with tag or tag-based $A B E$. Typically, a tag-based ABE construction is more efficient than its counterpart without tag. However the research on tag-based ABE severely lags-We do not know how to extend JR-IBE in a systematic way and there is no tag-based ABE for boolean span program even with Kim et al.'s generic framework.

In this work, we proposed a generic framework for tag-based ABE which is based on JR-IBE and compatible with Chen et al.'s (attributehiding) predicate encoding [EuroCrypt, 2015]. The adaptive security in the standard model relies on the $k$-linear assumption in the asymmetric prime-order bilinear group. This is the first framework showing how to extend JR-IBE systematically. In fact our framework and its simple extension are able to cover most concrete tag-based ABE constructions in previous literature. Furthermore, since Chen et al.'s predicate encoding supports a large number of predicates including boolean span program, we can now give the first (both key-policy and ciphertext-policy) tag-based ABE for boolean span program in the standard model. Technically our framework is based on a simplified version of JR-IBE. Both


[^0]the description and its proof are quite similar to the prime-order IBE derived from Chen et al.'s framework. This not only allows us to work with Chen et al.'s predicate encoding but also provides us with a clear explanation of JR-IBE and its proof technique.
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## 1 Introduction

An attribute-based encryption [BSW11] (ABE) is an advanced cryptographic primitive supporting fine-grained access control. ${ }^{1}$ Such a system is established by an authority (a.k.a. key generation center, KGC for short). On a predicate $\mathrm{P}: \mathcal{X} \times \mathcal{Y} \rightarrow\{0,1\}$ (and other system parameter), the authority publishes master public key mpk. Each user will receive a secret key $\mathrm{sk}_{y}$ associated with a policy $y \in \mathcal{Y}$ when he/she joins in the system. A sender can create a ciphertext $\mathrm{ct}_{x}$ associated with an attribute $x \in \mathcal{X}$. A user holding $\mathrm{sk}_{y}$ can decrypt the ciphertext $\mathrm{ct}_{x}$ if $\mathrm{P}(x, y)=1$ holds, otherwise he/she will infer nothing about the plaintext. This notion covers many concrete public-key encryptions such as identity-based encryption [Sha84] (IBE), fuzzy IBE [SW05], ABE for boolean span program [GPSW06] and inner-product encryption [KSW08] (IPE).

The basic security requirement is collusion-resistance. Intuitively, it is required that two (or more) users who are not authorized to decrypt a ciphertext individually can not do that by collusion either. The notion is formalized via the so-called adaptive security model [BF01] where the adversary holding mpk can get secret keys $\mathrm{sk}_{y_{1}}, \ldots, \mathrm{sk}_{y_{q}}$ for $y_{1}, \ldots, y_{q} \in \mathcal{Y}$ and a challenge ciphertext ct* for target $x^{*} \in \mathcal{X}$ via key extraction queries and challenge query respectively. We emphasize that the adversary can make oracle queries in an adaptive way. Although several weaker security models [CHK03, CW14] were introduced and widely investigated, this paper will focus on the adaptive security model.

Dual System Methodology and Predicate Encoding. A recent breakthrough in this field is the dual system methodology invented by Waters [Wat09] in 2009. He obtained the first adaptively secure IBE construction with compact parameters under standard complexity assumptions in the standard model. Inspired by his novel proof technique, the community developed many ABE constructions in the next several years. More importantly, the dual system methodology finally led us to a clean and systematic understanding of ABE.

[^1]In 2014, Wee [Wee14] and Attrapadung [Att14] introduced the notion of predicate encoding ${ }^{2}$ and proposed their respective frameworks in the composite-order bilinear group. For certain predicate, if we can construct a predicate encoding for it, their frameworks will immediately give us a full-fledged ABE scheme for the predicate. This significantly simplifies the process of designing an ABE scheme. In fact the powerful frameworks allow them to give many new concrete constructions.

As Wee pointed out in his landmark work [Wee14], the framework reflects the common structures and properties shared among a large group of dual-system ABE schemes while predicate encodings give predicate-dependent features. More concretely, investigating the IBE instance derived from a framework will show the basic construction and proof technique captured the framework, then developing and analysing various predicate encodings will tell us how to extend the IBE instance to more complex cases.

Based on pioneering work by Wee [Wee14] and Attrapadung [Att14], a series of progresses have been made to support more efficient prime-order bilinear groups, employ more advanced proof techniques and more complex predicate encodings [CGW15, AC16, Att16, AC17, AY15].

ABE with Tag. The proof technique behind all these frameworks can be traced back to the work from Lewko and Waters [LW10,LW12] and their variants. However there are two dual-system IBE schemes located beyond these frameworks: one is the first dual-system IBE by Waters [Wat09] and the other one is the IBE scheme based on quasi-adaptive non-interactive zero-knowledge (QA-NIZK) proof by Jutla and Roy [JR13]. In this paper, we call them Wat-IBE and JR-IBE, respectively, for convenience.

Apart from several group elements as usual, a ciphertext and/or a key of WatIBE and JR-IBE also include an integer which is called tag. This distinguishes them from other dual-system IBE schemes. We must emphasize that the tag plays an important role in the security proof and results in a different proof technique. Therefore we believe they deserve the terminology $I B E$ with tag or tag-based IBE. Accordingly, an ABE with a tag in the ciphertext and/or key will be called $A B E$ with tag or tag-based $A B E$.

There have been several concrete tag-based ABE schemes derived from Wat-IBE or JR-IBE such as [RCS12,RS14,Ram16,RS16]. Recently, Kim et al. [KSGA16] introduced the notion of tag-based encoding and developed a new framework based on Wat-IBE [Wat09], which is the first systematic study for tag-based ABE. All these work show that a tag-based ABE typically has shorter master public key and ciphertexts/keys, especially for complex predicates. This is a desirable advantage in most application settings of ABE.
${ }^{2}$ Attrapadung [Att14] actually introduced another terminology pair encoding. Although predicate encoding and pair encoding serve the same methodology, Attrapadung's framework is based on more advanced proof technique originated from [LW12].

### 1.1 Motivation

We review previous tag-based ABE in more detail. Ramanna et al. [RCS12] simplified Wat-IBE (with stronger assumptions) and extended it to build hierarchical IBE (HIBE) and broadcast encryption. Ramanna and Sarkar [RS14] described two HIBE constructions derived from JR-IBE. Then two IPE schemes were proposed by Ramanna [Ram16]. Although both of them were constructed from JR-IBE, the first one borrows some techniques from Wat-IBE. The recent work [RS16] by Ramanna and Sarkar provided us with two identity-based broadcast encryption schemes, both of which comes from JR-IBE. Kim et al.'s tag-based encoding and generic framework [KSGA16] allow them to present several new IPE, (doubly) spatial encryption with various features.

One may notice that there is no framework based on JR-IBE and all previous extensions were obtained in a somewhat ad-hoc manner. This immediately arises our first question.

Question 1: Is it possible to propose a framework based on JR-IBE?
We note that although both Wat-IBE and JR-IBE take the tag as an important component, their proof techniques are different. That is they use the tag in their own ways in the security proof. As a matter of fact, Wat-IBE requires distinct tags on ciphertext and secret key, respectively, while a secret key in JR-IBE has no tag. To our best knowledge, there is no explicit evidence demonstrating that a framework based on Wat-IBE (like that in [KSGA16]) implies a framework based on JR-IBE.

Furthermore, we surprisingly found that there is no tag-based ABE for boolean span program even with a generic framework! In fact, Kim et al. reported that their tag-based encoding is seemingly incompatible with linear secret sharing scheme which is a crucial ingredient of ABE for boolean span program. Hence it's natural to ask the following question.

Question 2: Is there any limitation on the predicate for tag-based $A B E$ ?
To some extent, we are asking whether the tag-based proof techniques (used for Wat-IBE and JR-IBE) makes a trade-off between efficiency and expressiveness? A very recent work $[K S G+17]$ proposed an ABE with tag supporting boolean span program based on Wat-IBE. However the security analysis was given in the semi-adaptive model [CW14], which is much weaker than the standard adaptive security model (see [GKW16] for more discussions).

### 1.2 Our Contribution

In this paper, we propose a new framework for tag-based ABE. The framework is based on JR-IBE and can work with the predicate encoding defined in [CGW15]. The adaptive security in the standard model (without random oracles) relies on the $k$-linear assumption ( $k$-Lin) in the prime-order bilinear group. Our framework is also compatible with attribute-hiding predicate encoding from [CGW15]
and implies a family of tag-based ABE with weak attribute-hiding feature. Here weak attribute-hiding means that ciphertext $\mathrm{ct}_{x}$ reveals no information about $x$ against an adversary who are not authorized to decrypt $\mathrm{ct}_{x}$.

With this technical result, we are ready to answer the two questions:
Answer to Question 1: Our framework itself readily gives an affirmative answer to the question. Luckily, by defining new concrete predicate encodings motivated by [Ram16, RS16], our framework is able to cover these previous tag-based ABE. In order to capture the HIBE schemes proposed in [RS14], we need to extend both the framework and the predicate encoding to support predicate with delegation. (See Sect. 6.) However we note that Ramanna's first tag-based IPE [Ram16] and Ramanna and Sarkar's second identity-based broadcast encryption with tag [RS16] still fall out of our framework because they involve further developments of JR-IBE's proof technique which has not been captured by our framework.
Answer to Question 2: We highlight that both Chen et al.'s framework without tag [CGW15] and our tag-based framework are compatible with the predicate encoding described in [CGW15] (and its attribute-hiding variant). This answers Question 2 with negation, that is there should be no restriction on predicates for tag-based ABE. Concretely, we can construct a series of new tag-based ABE schemes including ABE for boolean span program (for both key-policy and ciphertext-policy cases; see Sect.5) thanks to concrete encodings listed in [CGW15].

We compare our framework with the CGW framework by Chen et al. [CGW15] and the KSGA framework by Kim et al. [KSGA16] in Table 1. Here we only focus on the space efficiency, i.e., the size of mpk, sk and ct. The comparison regarding the decryption time is analogous to that for the size of ct.

Table 1. Comparison among CGW [CGW15], KSGA [KSGA16], and our framework in terms of space efficiency. All of them work with asymmetric bilinear group $\left(p, G_{1}, G_{2}, G_{T}, e\right)$. In the table, $\left|G_{1}\right|,\left|G_{2}\right|$ and $\left|G_{T}\right|$ represent the element sizes of three groups, respectively. Parameter $n$ is the number of common parameter of the predicate encoding, $|\mathrm{sE}|$ and $|\mathrm{rE}|$ are the respective size of sender and receiver encodings.

|  | \|mpk| |  | \|sk| |  | \|ct| |  | Sec. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\|G_{1}\right\|$ | $\left\|G_{T}\right\|$ | $\left\|G_{2}\right\|$ | $\left\|\mathbb{Z}_{p}\right\|$ | $\left\|G_{1}\right\|$ | $\left\|\mathbb{Z}_{p}\right\|$ |  |
| CGW | $n\left(k^{2}+k\right)+k$ | $k$ | $(\|\mathrm{rE}\|+1)(k+1)$ | 0 | $(\|s \mathrm{E}\|+1)(k+1)$ | 0 | $k$-Lin |
|  | $6 n+2$ | 2 | $3 \cdot\|\mathrm{FE}\|+3$ | 0 | $3 \cdot\|\mathrm{SE}\|+3$ | 0 | DLIN |
|  | $2 n+1$ | 1 | $2 \cdot\|\mathrm{FE}\|+2$ | 0 | $2 \cdot\|\mathrm{sE}\|+2$ | 0 | SXDH |
| KSGA | $n+11$ | 1 | $\|\mathrm{rE}\|+7$ | \|rE| | $\|\mathrm{sE}\|+8$ | \|sE| | DLIN |
| Ours | $(n+1) k^{2}+k$ | $k$ | $(\|\mathrm{rE}\|+1)(k+1)+k$ | 0 | $\|\mathrm{sE}\| \cdot k+k+1$ | \|sE| | $k$-Lin |
|  | $4 n+6$ | 2 | $3 \cdot\|\mathrm{EE}\|+5$ | 0 | $2 \cdot \mid \mathbf{S E \|}+3$ | \|sE| | DLIN |
|  | $n+2$ | 1 | $2 \cdot\|\mathrm{FE}\|+3$ | 0 | \|sE| + 2 | \|sE| | SXDH |

Table 2. Comparison among CGW [CGW15], KSGA [KSGA16], and ours framework in terms of concrete instantiations. In the table, $\left|G_{1}\right|,\left|G_{2}\right|$ and $\left|G_{T}\right|$ have the same meanings as Table 1. The parameter $\ell$ is the dimension of vector space for IPE while it stands for the size of universe for ABE .

|  | IPE |  |  |  |  |  | KP-ABE-BSP |  |  |  |  |  | Sec. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \|mpk| |  | \|sk| |  | \|ct| |  | \|mpk| |  | \|sk| |  | \|ct| |  |  |
|  | $\left\|G_{1}\right\|$ | $\left\|G_{T}\right\|$ | $\left\|G_{2}\right\|$ | $\left\|\mathbb{Z}_{p}\right\|$ | $\left\|G_{1}\right\|$ | $\left\|\mathbb{Z}_{p}\right\|$ | $\left\|G_{1}\right\|$ | $\left\|G_{T}\right\|$ | $\left\|G_{2}\right\|$ | $\left\|\mathbb{Z}_{p}\right\|$ | $\left\|G_{1}\right\|$ | $\left\|\mathbb{Z}_{p}\right\|$ |  |
| CGW | $6 \ell+2$ | 2 | $3 \ell+6$ | 0 | 6 | 0 | $6 \ell+2$ | 2 | $3 \ell+3$ | 0 | $3 \ell+3$ | 0 | DLIN |
|  | $2 \ell+1$ | 1 | $2 \ell+4$ | 0 | 4 | 0 | $2 \ell+1$ | 1 | $2 \ell+2$ | 0 | $2 \ell+2$ | 0 | SXDH |
| KSGA | $\ell+11$ | 1 | $\ell+6$ | $\ell-1$ | 9 | 1 |  |  | - |  |  |  | DLIN |
| Ours | $4 \ell+6$ | 2 | $3 \ell+8$ | 0 | 5 | 1 | $4 \ell+6$ | 2 | $3 \ell+5$ | 0 | $2 \ell+3$ | $\ell$ | DLIN |
|  | $\ell+2$ | 1 | $2 \ell+5$ | 0 | 3 | 1 | $\ell+2$ | 1 | $2 \ell+3$ | 0 | $\ell+2$ | $\ell$ | SXDH |

In general, our framework has shorter master public key and shorter ciphertexts than the CGW framework at the cost of slightly larger secret keys. We highlight that the cost we pay here is constant for specific assumption (i.e., consider $k$ as a constant) while the improvement we gain will be proportional to $n$ and $|\mathrm{sE}|$, respectively. In fact our work can be viewed as an improvement of CGW framework using the tag-based technique underlying JR-IBE and improves a family of concrete ABE constructions in a systematic way.

Superficially, the KSGA framework is much more efficient than ours (and CGW framework as well). However, as we have mentioned, this framework is less expressive. In particular, the KSGA framework works with tag-based predicate encoding [KSGA16] which fails to support many important predicates such as boolean/arithmetic span program. That is this framework does not imply more efficient ABE for these predicates. It's also worth noting that our framework has shorter ciphertext for concrete predicate encodings with $|\mathrm{sE}|<5$, including predicate encoding for inner-product encryption with short ciphertext [CGW15]. Namely our framework also implies a more efficient IPE scheme. Actually the CGW framework also has a similar advantage but for predicate encodings with $|\mathrm{sE}|<3$.

In Table 2, we compare concrete instantiations derived from CGW, KSGA, and our framework. Here we only take inner-product encryption (IPE) and keypolicy ABE for boolean span program (KP-ABE-BSP) as examples. It is clear that our KP-ABE-BSP has the shortest master public key and ciphertexts (also fastest decryption algorithm). Under the DLIN assumption, our IPE has the shortest ciphertext but its master public key is larger than the IPE derived from KSGA framework. However if we are allowed to use stronger SXDH assumption, our IPE will have the shortest master public key.

### 1.3 Overview of Method: A Simplified JR-IBE

Our framework is based on JR-IBE. In Jutla and Roy's original paper [JR13], JR-IBE was derived from the QA-NIZK proof for a specific subspace language. Although it's important to describe/explain an IBE from the angle of NIZK
proof, it's still a big challenge to work on it directly. Therefore the foundation of our framework is a simplified (and slightly generalized) version of JR-IBE. The simplified JR-IBE is similar to the prime-order IBE instantiated from the CGW framework [CGW15] and its proof analysis is cleaner and much easier to follow. With the benefits of these features, we are able to develop our new framework for tag-based ABE which is based on JR-IBE's proof technique [JR13] and is compatible with the predicate encoding from [CGW15]. The adaptive security relies on the $k$-Lin assumption, which is a generalized form of SXDH used in [JR13].

Simplified JR-IBE. We assume there is an asymmetric prime-order bilinear $\operatorname{group}\left(p, G_{1}, G_{2}, G_{T}, e\right)$. Let $g_{1} \in G_{1}, g_{2} \in G_{2}$ and $e\left(g_{1}, g_{2}\right) \in G_{T}$ be the respective generators, we will use the following notation: $[a]_{s}=g_{s}^{a}$ for all $a \in \mathbb{Z}_{p}$ and $s \in\{1,2, T\}$. The notation can also be naturally applied to a matrix over $\mathbb{Z}_{p}$.

Let $\mathbb{Z}_{p}$ be the identity space. The JR-IBE can be re-written as

$$
\begin{aligned}
\mathrm{mpk} & :[\mathbf{A}]_{1},\left[\mathbf{W}_{0}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{W}_{1}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{W}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{k}^{\top} \mathbf{A}\right]_{T} \\
\mathrm{ct}_{\text {id }} & \left.:[\mathbf{A s}]_{1},\left[\left(\mathbf{W}_{0}+\mathrm{id} \cdot \mathbf{W}_{1}+\tau \cdot \mathbf{W}\right]\right)^{\top} \mathbf{A} \mathbf{s}\right]_{1},\left[\mathbf{k}^{\top} \mathbf{A} \mathbf{s}\right]_{T} \cdot m, \tau \\
\text { sk }_{\text {id }} & :[\mathbf{r}]_{2},\left[\mathbf{k}+\left(\mathbf{W}_{0}+\mathrm{id} \cdot \mathbf{W}_{1}\right) \mathbf{r}\right]_{2},[\mathbf{W r}]_{2}
\end{aligned}
$$

Here $\mathbf{A} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}$ acts as the basis, matrices $\mathbf{W}_{0}, \mathbf{W}_{1}, \mathbf{W} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}$ are common parameters, the vector $\mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}$ is the master secret value, vectors $\mathbf{s}, \mathbf{r} \leftarrow \mathbb{Z}_{p}^{k}$ are random coins for the ciphertext and the secret key, respectively, and the tag $\tau$ is a random element in $\mathbb{Z}_{p}$.

The boxed parts involving matrix $\mathbf{W}$ are relevant to the tag while the remaining structure is quite similar to the IBE implied by the CGW framework. The main difference is that we do not need another basis $\mathbf{B}$ in $\mathbf{s k}_{\text {id }}$, which reduces the size of $\mathbf{W}, \mathbf{W}_{0}, \mathbf{W}_{1}$ and thus shortens mpk and $\mathrm{ct}_{\mathrm{id}}$. In fact this structure has been used in a recent tightly secure IBE [BKP14, GDCC16], and we indeed borrow some proof technique from the tight reduction method there.

Proof Blueprint. Our proof mainly follows the tag-based proof strategy given by Jutla and Roy [JR13] which basically employs the dual system methodology [Wat09]. The first step is to transform the normal challenge ciphertext (see the real system above) into the semi-functional (SF) one:

$$
\mathrm{ct}_{\mathrm{id} \mathbf{d}^{\mathrm{SF}}}^{\mathrm{F}}:[\mathbf{A s}+\mathbf{b} \hat{s}]_{1},\left[\left(\mathbf{W}_{0}+\mathrm{id}^{*} \cdot \mathbf{W}_{1}+\tau \cdot \mathbf{W}\right)^{\top}(\mathbf{A} \mathbf{s}+\mathbf{b} \hat{s})\right]_{1},\left[\mathbf{k}^{\top}(\mathbf{A} \mathbf{s}+\mathbf{b} \hat{s})\right]_{T} \cdot m, \tau
$$

where $\mathbf{b} \leftarrow \mathbb{Z}_{p}^{k+1}$ and $\hat{s} \leftarrow \mathbb{Z}_{p}$. One may prove such a transformation is not detectable by the adversary from the $k$-Lin assumption following [CGW15]. The next step is to convert secret keys revealed to adversary from normal form into semi-functional (SF) form defined as follows:

$$
\mathrm{sk}_{\mathrm{id}}^{\mathrm{SF}}:[\mathbf{r}]_{2},\left[\mathbf{k}+\alpha \mathbf{a}^{\perp}+\left(\mathbf{W}_{0}+\mathrm{id} \cdot \mathbf{W}_{1}\right) \mathbf{r}\right]_{2},[\mathbf{W r}]_{2}
$$

where $\mathbf{a}^{\perp} \leftarrow \mathbb{Z}_{p}^{k+1}$ with $\mathbf{A}^{\top} \mathbf{a}^{\perp}=\mathbf{0}$ and $\alpha \leftarrow \mathbb{Z}_{p}$. As usual, the conversion will be done in a one-by-one manner. That is we deal with single secret key each time which arises a security loss proportional to the number of secret keys sent to the adversary. When all secret keys and the challenge ciphertext become semifunctional, it would be quite direct to decouple the message $m$ from the challenge ciphertext which implies the adaptive security.

Tag-Based Technique, Revisited. In fact what we have described still follows [CGW15] (and most dual-system proofs [Wat09]). However the proof for the indistinguishability between normal and SF secret key heavily relies on the tag as [JR13] and deviate from [CGW15].

Recall that a SF key is a normal key with additional entropy $\alpha \mathbf{a}^{\perp}$. To replace a normal key with a SF key, we use the following lemma in [BKP14, GDCC16] which states that

$$
\begin{equation*}
\left([\mathbf{r}]_{2},\left[\mathbf{v}^{\top} \mathbf{r}\right]_{2}\right) \approx_{c}\left([\mathbf{r}]_{2},\left[\mathbf{v}^{\top} \mathbf{r}+\hat{r}\right]_{2}\right) \text { given }[\mathbf{Z}]_{2},\left[\mathbf{v}^{\top} \mathbf{Z}\right]_{2} \tag{1}
\end{equation*}
$$

where $\mathbf{v}, \mathbf{r} \leftarrow \mathbb{Z}_{p}^{k}, \hat{r} \leftarrow \mathbb{Z}_{p}$ and $\mathbf{Z} \leftarrow \mathbb{Z}_{p}^{k \times k}$. Following [BKP14, GDCC16], we pick $\gamma_{0}, \gamma_{1} \leftarrow \mathbb{Z}_{p}$ and embed the secret vector $\mathbf{v}$ into common parameter $\mathbf{W}_{0}$ and $\mathbf{W}_{1}$ as follows

$$
\mathbf{W}_{0}=\widetilde{\mathbf{W}}_{0}+\gamma_{0} \cdot \mathbf{a}^{\perp} \mathbf{v}^{\top} \quad \text { and } \quad \mathbf{W}_{1}=\widetilde{\mathbf{W}}_{1}+\gamma_{1} \cdot \mathbf{a}^{\perp} \mathbf{v}^{\top}
$$

where $\widetilde{\mathbf{W}}_{0}, \widetilde{\mathbf{W}}_{1} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}$. The lemma shown in Eq. (1) will allow us to move from a normal key to the following transitional form

$$
\begin{equation*}
[\mathbf{r}]_{2},\left[\mathbf{k}+\left(\mathbf{W}_{0}+\mathrm{id} \cdot \mathbf{W}_{1}\right) \mathbf{r}+\left(\gamma_{0}+\mathrm{id} \cdot \gamma_{1}\right) \cdot \mathbf{a}^{\perp} \hat{r}\right]_{2},[\mathbf{W r}]_{2} \tag{2}
\end{equation*}
$$

However we must ensure that $\mathbf{v}$ will not appear in mpk and $\mathrm{ct}_{\mathrm{id}}$, both of which consist of elements in $G_{1}$; otherwise, we can not apply the lemma at all since there is not element from $G_{1}$ with information on $\mathbf{v}$.

It is direct to see that $\left[\mathbf{W}_{0}^{\top} \mathbf{A}\right]_{1}$ and $\left[\mathbf{W}_{1}^{\top} \mathbf{A}\right]_{1}$ in mpk reveal nothing about $\mathbf{v}$ from the fact that $\mathbf{A}^{\top} \mathbf{a}^{\perp}=\mathbf{0}$, but the challenge ciphertext may include $\mathbf{v}$ since we have

$$
\mathbf{W}_{0}+\mathrm{id}^{*} \cdot \mathbf{W}_{1}+\tau \cdot \mathbf{W}=\widetilde{\mathbf{W}}_{0}+\mathrm{id}^{*} \cdot \widetilde{\mathbf{W}}_{1}+\tau \cdot \mathbf{W}+\left(\gamma_{0}+\mathrm{id}^{*} \cdot \gamma_{1}\right) \mathbf{a}^{\perp} \mathbf{v}^{\top}
$$

and $\mathbf{A s}+\mathbf{b} \hat{s} \in \mathbb{Z}_{p}^{k+1}$ with high probability. Fortunately, the tag can help us to circumvent the issue: set

$$
\mathbf{W}=\widetilde{\mathbf{W}}-\mathbf{a}^{\perp} \mathbf{v}^{\top} \quad \text { and } \quad \tau=\gamma_{0}+\mathrm{id}^{*} \cdot \gamma_{1}
$$

we can see that

$$
\tau \cdot \mathbf{W}+\left(\gamma_{0}+\mathrm{id}^{*} \cdot \gamma_{1}\right) \mathbf{a}^{\perp} \mathbf{v}^{\top}=\tau \cdot \widetilde{\mathbf{W}}
$$

where there is no $\mathbf{v}$ anymore and the proof strategy now works well. We note that both $\mathbf{W}$ and $\tau$ are distributed correctly.

Then we can move from the transitional key (see Eq. 2) to the SF key using the statistical argument asserting that

$$
\left\{\gamma_{0}+\mathrm{id}^{*} \cdot \gamma_{1}, \gamma_{0}+\mathrm{id} \cdot \gamma_{1}\right\}
$$

are uniformly distributed over $\mathbb{Z}_{p}^{2}$. Chen et al.'s proof [CGW15] also involves this statistical argument. However, in Chen et al.'s proof [CGW15], both values appear "on the exponent" while $\gamma_{0}+\mathrm{id}^{*} \cdot \gamma_{1}$ is given out "directly" as the tag in our case.

### 1.4 Related Work and Discussion

Since the work by Wee [Wee14] and Attrapadung [Att14], predicate/pair encodings and corresponding generic frameworks have been extended and improved via various methods [CGW15, AC16, Att16, AC17, ABS17]. Before that, there were many early-age ABE from pairing such as IBE [BF01,BB04b, BB04a, Wat05, Gen06], fuzzy IBE [SW05], inner-product encryption [KSW08,OT12], and ABE for boolean formula [GPSW06, OSW07,BSW07,OT10,LOS+10, Wat11, LW12]. Most of them has been covered by generic frameworks. Attrapadung et al. [AHY15] even gave a generic framework for tightly secure IBE based on broadcast encodings and reached a series of interesting constructions. However IBE schemes with exponent-inverse structure [Gen06, Wee16, CGW17] are out of the scope of current predicate encodings, and we still have no framework supporting fully attribute-hiding feature [OT12].

JR-IBE has been used to construct more advanced primitives [WS16, WES17]. We note that our framework is seemingly not powerful enough to cover them. However we believe our simplified JR-IBE (and our framework as well) can shed the light on more extensions in the future.

Organization. Our paper is organized as follows. The next section will give several basic notions. Our generic framework for ABE with tag will be given in Sect. 3. We also prove its adaptive security in the same section. We then show the compatibility of our framework with attribute-hiding encodings in Sect.4. The next section, Sect. 5, illustrates the new ABE constructions derived from our framework. The last section, Sect. 6, shows how to extend our framework to support delegation.

## 2 Preliminaries

Notation. We use $s \leftarrow S$ to indicate that $s$ is selected uniformly from finite set $S$. For a probability distribution $\mathcal{D}$, notation $x \leftarrow \mathcal{D}$ means that $x$ is sampled according to $\mathcal{D}$. We consider $\lambda$ as security parameter and a function $f(\lambda)$ is negligible in $\lambda$ if, for each $c \in \mathbb{N}$, there exists $\lambda_{c}$ such that $f(\lambda)<1 / \lambda^{c}$ for all $\lambda>\lambda_{c}$. "p.p.t." stands for "probabilistic polynomial time". For a matrix $\mathbf{A} \in \mathbb{Z}_{p}^{k \times k^{\prime}}$ with $k>k^{\prime}$, we let $\overline{\mathbf{A}}$ be the matrix consist of the first $k^{\prime}$ rows and A be the matrix with all remaining rows.

### 2.1 Attribute-Based Encryptions

Syntax. An attribute-based encryption (ABE) scheme for predicate $P(\cdot, \cdot)$ consists of the following p.p.t. algorithms.

- Setup $\left(1^{\lambda}, \mathrm{P}\right) \rightarrow$ (mpk, msk). The setup algorithm takes as input the security parameter $\lambda$ and a description of predicate $P$ and returns master public/secret key pair (mpk, msk). We assume that mpk contains descriptions of domains $\mathcal{X}$ and $\mathcal{Y}$ of P as well as message space $\mathcal{M}$.
- Enc $(\mathrm{mpk}, x, m) \rightarrow \mathrm{ct}_{x}$. The encryption algorithm takes as input the master public key mpk, an index (attribute) $x \in \mathcal{X}$ and a message $m \in \mathcal{M}$ and outputs a ciphertext $\mathrm{ct}_{x}$.
- KeyGen(mpk, msk, $y$ ) $\rightarrow \mathrm{sk}_{y}$. The key generation algorithm takes as input the master public/secret key pair (mpk, msk) and an index (policy) $y \in \mathcal{Y}$ and generates a secret key $\mathrm{sk}_{y}$.
- Dec $\left(\mathrm{mpk}, \mathrm{sk}_{y}, \mathrm{ct}_{x}\right) \rightarrow m$. The decryption algorithm takes as input the master public key mpk, a secret key sk $y_{y}$ and a ciphertext $\mathrm{ct}_{x}$ with $\mathrm{P}(x, y)=1$ and outputs message $m$.

Correctness. For all (mpk, msk) $\leftarrow \operatorname{Setup}\left(1^{\lambda}, \mathrm{P}\right)$, all $x \in \mathcal{X}$ and $y \in \mathcal{Y}$ satisfying $\mathrm{P}(x, y)=1$, and all $m \in \mathcal{M}$, it is required that

$$
\operatorname{Pr}\left[\operatorname{Dec}\left(\mathrm{mpk}, \mathrm{sk}_{y}, \mathrm{ct}_{x}\right)=m \left\lvert\, \begin{array}{c}
\mathrm{sk}_{y} \leftarrow \operatorname{KeyGen}(\mathrm{mpk}, \mathrm{msk}, y) \\
\mathrm{ct}_{x} \leftarrow \operatorname{Enc}(\mathrm{mpk}, x, m)
\end{array}\right.\right]=1 .
$$

Security. For all adversary $\mathcal{A}$, define advantage function $\operatorname{Adv}_{\mathcal{A}}^{\mathrm{ABE}}(\lambda)$ as follows.

$$
\left.\operatorname{Adv}_{\mathcal{A}}^{\mathrm{ABE}}(\lambda)=\operatorname{Pr}\left[\beta=\beta^{\prime} \left\lvert\, \begin{array}{c}
(\mathrm{mpk}, \mathrm{msk}) \leftarrow \operatorname{Setup}\left(1^{\lambda}, \mathrm{P}\right), \beta \leftarrow\{0,1\} \\
\left(x^{*}, m_{0}^{*}, m_{1}^{*}\right) \leftarrow \mathcal{A}^{\text {KeyGen }(\mathrm{mpk}, \mathrm{msk}, \cdot)}(\mathrm{mpk}) \\
\mathrm{ct}^{*} \leftarrow \operatorname{Enc}\left(\mathrm{mpk}, x^{*}, m_{\beta}^{*}\right) \\
\beta^{\prime} \leftarrow \mathcal{A}^{\mathrm{KeyGen}(\mathrm{mpk}, \mathrm{msk}, \cdot)}\left(\mathrm{mpk}, \mathrm{ct}^{*}\right)
\end{array}\right.\right]-\frac{1}{2} \right\rvert\, .
$$

An ABE scheme is said to be adaptively secure if $\operatorname{Adv}_{\mathcal{A}}^{\mathrm{ABE}}(\lambda)$ is negligible in $\lambda$ and $\mathrm{P}\left(x^{*}, y\right)=0$ holds for each query $y$ sent to oracle KeyGen (mpk, msk, $\cdot$ ) for all p.p.t. adversary $\mathcal{A}$. We may call $x^{*}$ the target attribute and each $y$ a key extraction query.

### 2.2 Prime-Order Bilinear Groups and Cryptographic Assumption

We assume a group generator GrpGen which takes as input security parameter $1^{\lambda}$ and outputs group description $\mathcal{G}=\left(p, G_{1}, G_{2}, G_{T}, e\right)$. Here $G_{1}, G_{2}, G_{T}$ are cyclic groups of prime order $p$ of $\Theta(\lambda)$ bits and $e: G_{1} \times G_{2} \rightarrow G_{T}$ is a nondegenerated bilinear map. We assume that descriptions of $G_{1}$ and $G_{2}$ contain respective generators $g_{1}$ and $g_{2}$.

Let $s \in\{1,2, T\}$. For $\mathbf{A}=\left(a_{i j}\right) \in \mathbb{Z}_{p}^{k \times k^{\prime}}$, we define the implicit representation $[\mathrm{EHK}+13]$ as

$$
[\mathbf{A}]_{s}=\left(\begin{array}{ccc}
g_{s}^{a_{11}} & \cdots & g_{s}^{a_{1 k^{\prime}}} \\
\vdots & & \vdots \\
g_{s}^{a_{k 1}} & \cdots & g_{s}^{a_{k k^{\prime}}}
\end{array}\right) \in G_{s}^{k \times k^{\prime}} .
$$

Given $[\mathbf{A}]_{1} \in G_{1}^{k \times n}$ and $[\mathbf{B}]_{2} \in G_{2}^{k \times n^{\prime}}$, define $e\left([\mathbf{A}]_{1},[\mathbf{B}]_{2}\right)=\left[\mathbf{A}^{\top} \mathbf{B}\right]_{T} \in G_{T}^{n \times n^{\prime}}$.
We also use the following notations: given $[\mathbf{a}]_{s},[\mathbf{b}]_{s} \in G_{s}^{k}$ and $c \in \mathbb{Z}_{p}$, define

$$
\begin{equation*}
[\mathbf{a}]_{s} \cdot[\mathbf{b}]_{s}=[\mathbf{a}+\mathbf{b}]_{s} \in G_{s}^{k} \quad \text { and } \quad[\mathbf{a}]_{s}^{c}=[c \mathbf{a}]_{s} \in G_{s}^{k} ; \tag{3}
\end{equation*}
$$

for $\left(\left[\mathbf{a}_{1}\right]_{s}, \ldots,\left[\mathbf{a}_{n}\right]_{s}\right),\left(\left[\mathbf{b}_{1}\right]_{s}, \ldots,\left[\mathbf{b}_{n}\right]_{s}\right) \in\left(G_{s}^{k}\right)^{n}$, we define

$$
\left(\left[\mathbf{a}_{1}\right]_{s}, \ldots,\left[\mathbf{a}_{n}\right]_{s}\right) \cdot\left(\left[\mathbf{b}_{1}\right]_{s}, \ldots,\left[\mathbf{b}_{n}\right]_{s}\right)=\left(\left[\mathbf{a}_{1}\right]_{s} \cdot\left[\mathbf{b}_{1}\right]_{s}, \ldots,\left[\mathbf{a}_{n}\right]_{s} \cdot\left[\mathbf{b}_{n}\right]_{s}\right) \in\left(G_{s}^{k}\right)^{n}
$$

for $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Z}_{p}^{n}$ and $[\mathbf{b}]_{s} \in G_{s}^{k}$, we define

$$
\begin{equation*}
[\mathbf{b}]_{s}^{\mathbf{a}}=\left([\mathbf{b}]_{s}^{a_{1}}, \ldots,[\mathbf{b}]_{s}^{a_{n}}\right) \in\left(G_{s}^{k}\right)^{n} . \tag{4}
\end{equation*}
$$

Let $\mathcal{D}_{k}$ be a matrix distribution sampling matrix $\mathbf{A} \in \mathbb{Z}_{p}^{(k+1) \times k}$ along with a non-zero vector $\mathbf{a}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ satisfying $\mathbf{A}^{\top} \mathbf{a}^{\perp}=\mathbf{0}$. We need the following lemma with respect to $\mathcal{D}_{k}$.

Lemma 1 (Basic Lemma [GDCC16, GHKW16]). With probability $1-1 / p$ $\operatorname{over}\left(\mathbf{A}, \mathbf{a}^{\perp}\right) \leftarrow \mathcal{D}_{k}$ and $\mathbf{b} \leftarrow \mathbb{Z}_{p}^{k+1}$, it holds that

$$
\mathbf{b} \notin \operatorname{span}(\mathbf{A}) \quad \text { and } \quad \mathbf{b}^{\top} \mathbf{a}^{\perp} \neq 0
$$

We review the matrix decisional Diffie-Hellman (MDDH) assumption in the prime-order bilinear groups as follows.

Assumption 1 ( $\mathcal{D}_{k}$-MDDH [EHK +13$]$ ). Let $s \in\{1,2\}$. For any adversary $\mathcal{A}$, define the advantage function $\operatorname{Adv}_{\mathcal{A}}^{\mathcal{D}_{k}}(\lambda)$ as follows

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathcal{D}_{k}}(\lambda)=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{G},[\mathbf{A}]_{s},[\mathbf{A} \mathbf{s}]_{s}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{G},[\mathbf{A}]_{s},[\mathbf{u}]_{s}\right)=1\right]\right|
$$

where $\mathcal{G} \leftarrow \operatorname{GrpGen}\left(1^{\lambda}\right),\left(\mathbf{A}, \mathbf{a}^{\perp}\right) \leftarrow \mathcal{D}_{k}, \mathbf{s} \leftarrow \mathbb{Z}_{p}^{k}$ and $\mathbf{u} \leftarrow \mathbb{Z}_{p}^{k+1}$. The assumption says that $\operatorname{Adv}_{\mathcal{A}}^{\mathcal{D}_{k}}(\lambda)$ is negligible in $\lambda$ for all p.p.t. adversary $\mathcal{A}$.

### 2.3 Predicate Encodings

This subsection reviews the notion of predicate encoding [Wee14, CGW15] and shows some useful notations and facts.

Definition. $\mathrm{A} \mathbb{Z}_{p}$-linear predicate encoding for $\mathrm{P}: \mathcal{X} \times \mathcal{Y} \rightarrow\{0,1\}$ consists of five deterministic algorithms

$$
\begin{array}{ll}
\mathrm{sE}: \mathcal{X} \times \mathbb{Z}_{p}^{n} \rightarrow \mathbb{Z}_{p}^{n_{s}} & \mathrm{sD}: \mathcal{X} \times \mathcal{Y} \times \mathbb{Z}_{p}^{n_{s}} \rightarrow \mathbb{Z}_{p} \\
\mathrm{rE}: \mathcal{Y} \times \mathbb{Z}_{p}^{n} \rightarrow \mathbb{Z}_{p}^{n_{r}} & \mathrm{kE}: \mathcal{Y} \times \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}^{n_{r}} \\
\mathrm{rD}: \mathcal{X} \times \mathcal{Y} \times \mathbb{Z}_{p}^{n_{r}} \rightarrow \mathbb{Z}_{p}
\end{array}
$$

for some $n, n_{s}, n_{r} \in \mathbb{N}$ with the following features:
(linearity). For all $(x, y) \in \mathcal{X} \times \mathcal{Y}, \mathrm{sE}(x, \cdot), \mathrm{rE}(y, \cdot), \mathrm{kE}(y, \cdot), \mathrm{s} \mathrm{D}(x, y, \cdot), \mathrm{rD}(x, y, \cdot)$ are $\mathbb{Z}_{p}$-linear. A $\mathbb{Z}_{p}$-linear function $L: \mathbb{Z}_{p}^{n} \rightarrow \mathbb{Z}_{p}^{n^{\prime}}$ can be encoded as a matrix $\mathbf{L}=\left(l_{i, j}\right) \in \mathbb{Z}_{p}^{n \times n^{\prime}}$ such that

$$
\begin{equation*}
L:\left(w_{1}, \ldots, w_{n}\right) \mapsto\left(\sum_{i=1}^{n} l_{i 1} w_{i}, \ldots, \sum_{i=1}^{n} l_{i n^{\prime}} w_{i}\right) \tag{5}
\end{equation*}
$$

(restricted $\alpha$-reconstruction). For all $(x, y) \in \mathcal{X} \times \mathcal{Y}$ such that $\mathrm{P}(x, y)=1$, all $\mathbf{w} \in \mathbb{Z}_{p}^{n}$ and all $\alpha \in \mathbb{Z}_{p}$, we have

$$
\mathrm{sD}(x, y, \mathrm{sE}(x, \mathbf{w}))=\mathrm{rD}(x, y, \mathrm{rE}(y, \mathbf{w})) \quad \text { and } \quad \mathrm{rD}(x, y, \mathrm{kE}(y, \alpha))=\alpha
$$

( $\alpha$-privacy). For all $(x, y) \in \mathcal{X} \times \mathcal{Y}$ such that $\mathrm{P}(x, y)=0$ and all $\alpha \in \mathbb{Z}_{p}$, the following distributions are identical.

$$
\begin{aligned}
& \left\{x, y, \alpha, \mathrm{sE}(x, \mathbf{w}), \mathrm{kE}(y, \alpha)+\mathrm{rE}(y, \mathbf{w}): \mathbf{w} \leftarrow \mathbb{Z}_{p}^{n}\right\} \quad \text { and } \\
& \left\{x, y, \alpha, \mathrm{sE}(x, \mathbf{w}), \mathrm{rE}(y, \mathbf{w}): \mathbf{w} \leftarrow \mathbb{Z}_{p}^{n}\right\} .
\end{aligned}
$$

We call $n$ the parameter size and use $|\mathrm{sE}|$ and $|\mathrm{rE}|$ to denote $n_{s}$ and $n_{r}$, respectively, which indicate the sizes of sender encodings and receiver encoding. We note that $|\mathrm{sE}|$ and $|\mathrm{rE}|$ may depend on $x$ and $y$ respectively. For all $x \in \mathcal{X}$, we define the distribution

$$
\mathrm{sE}(x):=\left\{\mathrm{s} \mathrm{E}(x, \mathbf{w}): \mathbf{w} \leftarrow \mathbb{Z}_{p}^{n}\right\}
$$

More Notations and Useful Facts. Assume $s \in\{1,2, T\}$. We can naturally define a series of $\mathbb{Z}_{p}$-linear functions from $\mathbf{L}$ as follows:

$$
\begin{array}{rlr}
L: \quad\left(G_{s}^{k}\right)^{n} & \rightarrow & \left(G_{s}^{k}\right)^{n^{\prime}} \\
\left(\left[\mathbf{w}_{1}\right]_{s}, \ldots,\left[\mathbf{w}_{n}\right]_{s}\right) & \mapsto\left(\prod_{i=1}^{n}\left[\mathbf{w}_{i}\right]_{s}^{l_{i 1}}, \ldots, \prod_{i=1}^{n}\left[\mathbf{w}_{i}\right]_{s}^{l_{i n^{\prime}}}\right) \tag{6}
\end{array}
$$

Because they essentially share the same structure (i.e., $\mathbf{L}$ ), we employ the same notation $L$. It should be clear from the context. Then we highlight three properties regarding functions $L$ with respective to the same $\mathbf{L}$ as follows:
$\left(L(\cdot)\right.$ and pairing $e$ are commutative). For any $\mathbf{a}, \mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{Z}_{p}^{k}$, we have

$$
\begin{align*}
& e\left([\mathbf{a}]_{1}, L\left(\left[\mathbf{b}_{1}\right]_{2}, \ldots,\left[\mathbf{b}_{n}\right]_{2}\right)\right)=L\left(e\left([\mathbf{a}]_{1},\left[\mathbf{b}_{1}\right]_{2}\right), \ldots, e\left([\mathbf{a}]_{1},\left[\mathbf{b}_{n}\right]_{2}\right)\right)  \tag{7}\\
& e\left(L\left(\left[\mathbf{b}_{1}\right]_{1}, \ldots,\left[\mathbf{b}_{n}\right]_{1}\right),[\mathbf{a}]_{2}\right)=L\left(e\left(\left[\mathbf{b}_{1}\right]_{1},[\mathbf{a}]_{2}\right), \ldots, e\left(\left[\mathbf{b}_{n}\right]_{1},[\mathbf{a}]_{2}\right)\right) \tag{8}
\end{align*}
$$

$\left(L(\cdot)\right.$ and $[\cdot]_{s}$ are commutative). For any $w_{1}, \ldots, w_{n} \in \mathbb{Z}_{p}$, we have

$$
\begin{equation*}
L\left(\left[w_{1}\right]_{s}, \ldots,\left[w_{n}\right]_{s}\right)=\left[L\left(w_{1}, \ldots, w_{n}\right)\right]_{s} \tag{9}
\end{equation*}
$$

$\left(L(\cdot)\right.$ and "exponentiation" are commutative). For any $\mathbf{w} \in \mathbb{Z}_{p}^{n}$ and $[\mathbf{a}]_{s} \in G_{s}^{k}$, we have

$$
\begin{equation*}
[\mathbf{a}]_{s}^{L(\mathbf{w})}=L\left([\mathbf{a}]_{s}^{\mathbf{w}}\right) \tag{10}
\end{equation*}
$$

Concrete Instantiations. As an example, we show the predicate encoding for equality predicate as below. This is the simplest encoding and extracted from classical Lewko-Waters IBE [LW10].
(encoding for equality [LW10]). Let $\mathcal{X}=\mathcal{Y}=\mathbb{Z}_{p}$ and $\mathrm{P}(x, y)=1$ iff $x=y$. Let $n=2$ and $w_{1}, w_{2} \leftarrow \mathbb{Z}_{p}$. Define

$$
\begin{array}{lll}
\operatorname{sE}\left(x,\left(w_{1}, w_{2}\right)\right):=w_{1}+x w_{2} & & \operatorname{sD}(x, y, c):=c \\
\mathrm{rE}\left(y,\left(w_{1}, w_{2}\right)\right):=w_{1}+y w_{2} & \mathrm{kE}(y, \alpha):=\alpha & \operatorname{rD}(x, y, k):=k
\end{array}
$$

Here we have $|\mathrm{sE}|=|\mathrm{rE}|=1$.

## 3 ABE with Tags from Predicate Encodings

### 3.1 Construction

Our generic tag-based ABE from predicate encodings is described below.

- Setup $\left(1^{\lambda}, P\right)$ : Let $n$ be parameter size of predicate encoding ( $s E, r E, k E, s D, r D$ ) for P . We sample

$$
\mathbf{A} \leftarrow \mathcal{D}_{k}, \quad \mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \quad \mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}
$$

and output the master public and secret key pair

$$
\begin{aligned}
\mathrm{mpk} & :=\left\{[\mathbf{A}]_{1},\left[\mathbf{W}_{1}^{\top} \mathbf{A}\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{W}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{k}^{\top} \mathbf{A}\right]_{T}\right\} \\
\mathrm{msk}: & =\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W} ; \mathbf{k}\right\} .
\end{aligned}
$$

$-\operatorname{Enc}(m p k, x, m):$ On input $x \in \mathcal{X}$ and $m \in G_{T}$, pick $\mathbf{s} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{\tau} \leftarrow \mathrm{sE}(x)$. Output

$$
\mathrm{ct}_{x}:=\left\{\begin{aligned}
C_{0} & :=[\mathbf{A s}]_{1} \\
\mathbf{C}_{1} & \left.:=\mathrm{sE}\left(x,\left[\mathbf{W}_{1}^{\top} \mathbf{A s}\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \mathbf{A s}\right]_{1}\right) \cdot\left[\mathbf{W}^{\top} \mathbf{A s}\right]_{1}^{\tau},\right\} \\
C & :=\left[\mathbf{k}^{\top} \mathbf{A} \mathbf{s}\right]_{T} \cdot m, \boldsymbol{\tau}
\end{aligned}\right\}
$$

- KeyGen(mpk, msk, y): On input $y \in \mathcal{Y}$, pick $\mathbf{r} \leftarrow_{\mathrm{R}} \mathbb{Z}_{p}^{k}$ and output

$$
\mathrm{sk}_{y}:=\left\{\begin{array}{l}
K_{0}:=[\mathbf{r}]_{2}, \\
\mathbf{K}_{1}:=\mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2}\right), \\
K_{2}:=[\mathbf{W r}]_{2}
\end{array}\right\}
$$

$-\operatorname{Dec}\left(\mathrm{mpk}, \mathrm{sk}_{y}, \mathrm{ct}_{x}\right)$ : Compute

$$
K \leftarrow e\left(C_{0}, \mathrm{rD}\left(x, y, \mathbf{K}_{1}\right)\right) \cdot e\left(C_{0}, K_{2}\right)^{\mathrm{sD}(x, y, \boldsymbol{\tau})} / e\left(\mathrm{sD}\left(x, y, \mathbf{C}_{1}\right), K_{0}\right)
$$

and recover the message as $m \leftarrow C / K \in G_{T}$.

Correctness. For all $(x, y) \in \mathcal{X} \times \mathcal{Y}$ with $\mathrm{P}(x, y)=1$, we may use the following abbreviation

$$
\begin{gathered}
\mathrm{sE}(x, \cdot)=\mathrm{sE}(\cdot), \mathrm{rE}(y, \cdot)=\mathrm{rE}(\cdot), \mathrm{kE}(y, \cdot)=\mathrm{kE}(\cdot) ; \\
\mathrm{sD}(x, y, \cdot)=\mathrm{sD}(\cdot), \mathrm{rD}(x, y, \cdot)=\mathrm{rD}(\cdot)
\end{gathered}
$$

and have

$$
\begin{aligned}
& e\left(C_{0}, \mathrm{rD}\left(\mathbf{K}_{1}\right)\right) \cdot e\left(C_{0}, K_{2}\right)^{\mathrm{sD}(\boldsymbol{\tau})} \\
& \stackrel{(a)}{=} e\left([\mathbf{A s}]_{1}, \mathrm{rD}\left(\mathrm{kE}\left([\mathbf{k}]_{2}\right)\right)\right) \cdot e\left([\mathbf{A s}]_{1}, \mathrm{rD}\left(\mathrm{rE}\left(\left[\mathbf{W}_{1} \mathbf{r}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2}\right)\right)\right) \cdot\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W r}\right]_{T}^{\mathrm{sD}(\boldsymbol{\tau})} \\
& \stackrel{(\text { bb })}{=} \mathrm{rD}\left(\mathrm{kE}\left(\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}\right]_{T}\right)\right) \cdot \mathrm{rD}\left(\mathrm{rE}\left(\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{1} \mathbf{r}\right]_{T}, \ldots,\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{n} \mathbf{r}\right]_{T}\right)\right) \cdot\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W r}\right]_{T}^{\mathrm{sD}(\boldsymbol{\tau})} \\
& \stackrel{(c)}{=}\left.\mathrm{rD}\left(\mathrm{kE}\left(\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}\right)\right)\right]_{T} \cdot\left[\mathrm{rD}\left(\mathrm{rE}\left(\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{1} \mathbf{r}, \ldots, \mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{n} \mathbf{r}\right)\right)\right]_{T} \cdot\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W r}\right]_{T}^{\mathrm{sD}(\boldsymbol{\tau})} \\
& \stackrel{(d)}{=} {\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}\right]_{T} \cdot\left[\mathrm{sD}\left(\mathrm{sE}\left(\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{1} \mathbf{r}, \ldots, \mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{n} \mathbf{r}\right)\right)\right]_{T} \cdot\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W r}\right]_{T}^{\mathrm{sD}(\boldsymbol{\tau})} } \\
& \stackrel{(e)}{=} {\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}\right]_{T} \cdot \mathrm{sD}\left(\mathrm{sE}\left(\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{1} \mathbf{r}\right]_{T}, \ldots,\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{n} \mathbf{r}\right]_{T}\right)\right) \cdot\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W r}\right]_{T}^{\mathrm{sD}(\boldsymbol{\tau})} } \\
& \stackrel{(f)}{=}\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}\right]_{T} \cdot e\left(\mathrm{sD}\left(\mathrm{sE}\left(\left[\mathbf{W}_{1}^{\top} \mathbf{A s}\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \mathbf{A s}\right]_{1}\right)\right),[\mathbf{r}]_{2}\right) \cdot e\left(\left[\mathbf{W}^{\top} \mathbf{A s}\right]_{1}^{\mathrm{sD}(\boldsymbol{\tau})},[\mathbf{r}]_{2}\right) \\
& \stackrel{(g)}{=}\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}\right]_{T} \cdot e\left(\mathrm{sD}\left(\mathrm{sE}\left(\left[\mathbf{W}_{1}^{\top} \mathbf{A s}\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \mathbf{A s}\right]_{1}\right)\right),[\mathbf{r}]_{2}\right) \cdot e\left(\mathrm{sD}\left(\left[\mathbf{W}^{\top} \mathbf{A s}\right]_{1}^{\boldsymbol{\tau}}\right),[\mathbf{r}]_{2}\right) \\
& \stackrel{(h)}{=} {\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}\right]_{T} \cdot e\left(\mathrm{sD}\left(\mathrm{sE}\left(\left[\mathbf{W}_{1}^{\top} \mathbf{A s}\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \mathbf{A s}\right]_{1}\right) \cdot\left[\mathbf{W}^{\top} \mathbf{A s}\right]_{1}^{\boldsymbol{\tau}}\right),[\mathbf{r}]_{2}\right) } \\
&= {\left[\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}\right]_{T} \cdot e\left(\mathrm{sD}\left(\mathbf{C}_{1}\right), K_{0}\right) }
\end{aligned}
$$

which is sufficient for the correctness. We list the properties and the facts justifying each (labelled) equality in Table 3.

Table 3. Properties and Facts for Correctness.

| Eq. | Properties | Facts |
| :---: | :---: | :---: |
| (a) | Composition of two linear functions are linear | Both $e\left([\mathbf{A s}]_{1}, \cdot\right)$ and $\mathrm{rD}(x, y, \cdot)$ are linear functions. |
| (b) | Linear functions and pairings are commutative. (cf. Eq. (7)) | Both $\mathrm{rD}(x, y, \mathrm{kE}(y, \cdot))$ and $\mathrm{rD}(x, y, \mathrm{rE}(y, \cdot))$ are $\mathbb{Z}_{p}$-valued linear functions. |
| (c) | Linear functions and $[\cdot]_{s}$ are commutative. (cf. Eq. (9)) | Both $\mathrm{rD}(x, y, \mathrm{kE}(y, \cdot))$ and $\mathrm{rD}(x, y, \mathrm{rE}(y, \cdot))$ are $\mathbb{Z}_{p}$-valued linear functions. $\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}, \mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{1} \mathbf{r}, \ldots, \mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{n} \mathbf{r} \in \mathbb{Z}_{p} .$ |
| (d) | Restricted $\alpha$-reconstruction | $\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}, \mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{1} \mathbf{r}, \ldots, \mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{n} \mathbf{r} \in \mathbb{Z}_{p}$. |
| (e) | Linear functions and $[\cdot]]_{s}$ are commutative. (cf. Eq. (9)) | $\mathrm{sD}(x, y, \mathrm{~s} \mathrm{E}(x, \cdot))$ is a $\mathbb{Z}_{p}$-valued linear function. <br> $\mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{k}, \mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{1} \mathbf{r}, \ldots, \mathbf{s}^{\top} \mathbf{A}^{\top} \mathbf{W}_{n} \mathbf{r} \in \mathbb{Z}_{p}$. |
| (f) | Linear functions and pairings are commutative. (cf. Eq. (8)) | $\mathrm{sD}(x, y, \mathrm{sE}(x, \cdot))$ is a $\mathbb{Z}_{p}$-valued linear function. |
| (g) | Linear functions and "exponentiations" are commutative. (cf. Eq. (10)) | $\mathrm{sD}(x, y, \cdot)$ is a $\mathbb{Z}_{p}$-valued linear function. |
| (h) | Composition of two linear functions are linear | Both $e\left(\cdot,[\mathbf{r}]_{2}\right)$ and $\mathbf{s D}(x, y, \cdot)$ are linear functions |

Security Result. We give the following main theorem stating that the above generic tag-based ABE scheme is adaptively secure under standard assumption in the standard model. The remaining of this section will be devoted to the proof of the main theorem.

Theorem 1 (Main Theorem). For any p.p.t. adversary $\mathcal{A}$ making at most $q$ key extraction queries, there exists algorithms $\mathcal{B}_{1}, \mathcal{B}_{2}, \mathcal{B}_{3}$ such that

$$
\begin{gathered}
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{ABE}}(\lambda) \leq \operatorname{Adv}_{\mathcal{B}_{1}}^{\mathcal{D}_{k}}(\lambda)+q \cdot \operatorname{Adv}_{\mathcal{B}_{2}}^{\mathcal{D}_{k}}(\lambda)+q \cdot \operatorname{Adv}_{\mathcal{B}_{3}}^{\mathcal{D}_{k}}(\lambda)+2^{-\Omega(\lambda)} \\
\text { and } \max \left\{\operatorname{Time}\left(\mathcal{B}_{1}\right), \operatorname{Time}\left(\mathcal{B}_{2}\right), \operatorname{Time}\left(\mathcal{B}_{3}\right)\right\} \approx \operatorname{Time}(\mathcal{A})+q \cdot k^{2} \cdot \operatorname{poly}(\lambda, n) .
\end{gathered}
$$

### 3.2 Proving the Main Theorem: High-Level Roadmap

From a high level, the proof basically follows the common dual system methodology. We first define semi-functional distributions under the master public key

$$
\mathrm{mpk}=\left\{[\mathbf{A}]_{1},\left[\mathbf{W}_{1}^{\top} \mathbf{A}\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{W}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{k}^{\top} \mathbf{A}\right]_{T}\right\} .
$$

where $\left(\mathbf{A}, \mathbf{a}^{\perp}\right) \leftarrow \mathcal{D}_{k}, \mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}$ as follows.
(semi-functional ciphertext). A semi-functional ciphertext for target attribute $x^{*} \in \mathcal{X}$ and challenge message pair $\left(m_{0}^{*}, m_{1}^{*}\right) \in \mathcal{M} \times \mathcal{M}$ is defined as follows:

$$
\left.\left.\{\| \mathbf{c}]_{1}, \mathrm{sE}\left(x^{*},\left[\mathbf{W}_{1}^{\top} \boxed{\mathbf{c}}\right]\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \boxed{\mathbf{c}}\right]_{1}\right) \cdot\left[\mathbf{W}^{\top} \boxed{\mathbf{c}}\right]_{1}^{\tau^{*}},\left[\mathbf{k}^{\top} \boxed{\mathbf{c}}\right]_{T} \cdot m_{\beta}^{*}, \boldsymbol{\tau}^{*}\right\}
$$

where $\mathbf{c} \leftarrow \mathbb{Z}_{p}^{k+1}$ and $\boldsymbol{\tau}^{*} \leftarrow \mathrm{sE}\left(x^{*}\right)$.
(semi-functional secret key). A semi-functional secret key for policy $y \in \mathcal{Y}$ is defined as follows:

$$
\left\{[\mathbf{r}]_{2}, \mathrm{kE}\left(y,\left[\mathbf{k}+\alpha \mathbf{a}^{\perp}\right]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2}\right),[\mathbf{W r}]_{2}\right\}
$$

where $\alpha \leftarrow \mathbb{Z}_{p}$. Note that all semi-functional secret keys in the system will share the same $\alpha$.

Game Sequence. Our proof employs the following game sequence.

- $G_{0}$ is the real security game defined as Sect.2.1.
- $G_{1}$ is identical to $G_{0}$ except that the challenge ciphertext is semi-functional.
- $\mathrm{G}_{2 . i}$ (for $i \in[0, q]$ ) is identical to $\mathrm{G}_{1}$ except that the first $i$ key extraction queries are replied with semi-functional secret keys.
- $G_{3}$ is identical to $G_{2 . q}$ except that the challenge ciphertext is a semi-functional ciphertext for random message $m^{*} \in \mathcal{M}$.

Roughly speaking, we are going to prove that

$$
\mathrm{G}_{0} \stackrel{\mathrm{lem}}{\approx} \mathrm{G}_{1}=\mathrm{G}_{2.0} \stackrel{\sec 3.3}{\approx} \mathrm{G}_{2.1} \stackrel{\sec 3.3}{\approx} \ldots{ }^{\sec } \approx{ }^{3.3} \mathrm{G}_{2 . q} \stackrel{\operatorname{lem} 5}{=}{ }^{5} \mathrm{G}_{3} .
$$

Here " $\approx$ " indicates that two games are computationally indistinguishable while "=" means that they are statistically indistinguishable. Let $\operatorname{Adv}_{\mathcal{A}}^{i . j}(\lambda)$ be the advantage function of any p.p.t. adversary $\mathcal{A}$ making at most $q$ key extraction queries in $G_{i . j}$ with security parameter $\lambda$.

We begin with two simple lemmas. First, it is not hard to see that $G_{1}$ and $\mathrm{G}_{2.0}$ are actually the same and we have the following lemma.
Lemma $2\left(\mathrm{G}_{1}=\mathrm{G}_{2.0}\right)$. For any adversary $\mathcal{A}$, we have $\operatorname{Adv}_{\mathcal{A}}^{1}(\lambda)=\operatorname{Adv}_{\mathcal{A}}^{2.0}(\lambda)$.
Next, observe that the challenge ciphertext in the last game $G_{3}$ is created without secret bit $\beta \in\{0,1\}$. In other words, the challenge ciphertext reveals nothing about $\beta$. Therefore adversary has no advantage in guessing $\beta$ and we have the lemma below.
Lemma 3. For any adversary $\mathcal{A}$, we have $\operatorname{Adv}_{\mathcal{A}}^{3}(\lambda)=0$.
Following Chen et al.'s proof [CGW15], we can prove Lemma 4 showing $G_{0} \approx G_{1}$ and Lemma 5 showing $G_{2 . q}=G_{3}$. Due to the lack of space, we omit the proofs.

Lemma $4\left(\mathrm{G}_{0} \approx \mathrm{G}_{1}\right)$. For any p.p.t. adversary $\mathcal{A}$ making at most $q$ key extraction queries, there exists an algorithm $\mathcal{B}$ such that

$$
\left|\operatorname{Adv}_{\mathcal{A}}^{0}(\lambda)-\operatorname{Adv}_{\mathcal{A}}^{1}(\lambda)\right| \leq \operatorname{Adv}_{\mathcal{B}}^{\mathcal{D}_{k}}(\lambda)+1 / p
$$

and $\operatorname{Time}(\mathcal{B}) \approx \operatorname{Time}(\mathcal{A})+q \cdot k^{2} \cdot \operatorname{poly}(\lambda, n)$.
Lemma $5\left(\mathrm{G}_{2 . q}=\mathrm{G}_{3}\right)$. For any adversary $\mathcal{A}$, we have

$$
\left|\operatorname{Adv}_{\mathcal{A}}^{2 \cdot q}(\lambda)-\operatorname{Adv}_{\mathcal{A}}^{3}(\lambda)\right|=1 / p
$$

In order to complete the proof, we prove that $\mathrm{G}_{2 . i}$ is indistinguishable with $\mathrm{G}_{2 . i+1}$ for all $i \in[0, q-1]$. The details are deferred to the next subsection.

### 3.3 Proving the Theorem: Filling the Gap Between $\mathbf{G}_{2 . i}$ and $\mathbf{G}_{2 . i+1}$

This subsection proves the indistinguishability of $\mathrm{G}_{2 . i}$ and $\mathrm{G}_{2 . i+1}$. We introduce an auxiliary game sequence which is based on the proof idea from Jutla and Roy [JR13]. In particular, we need the following two auxiliary distributions.
(pesudo-normal secret key). A pseudo-normal secret key for policy $y \in \mathcal{Y}$ is defined as follows:

$$
\left\{\begin{array}{c}
{[\mathbf{r}]_{2}, \mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2}\right) \cdot\left[\mathbf{a}^{\perp} \hat{r}\right]_{2}^{\mathrm{rE}\left(y, \gamma_{1}, \ldots, \gamma_{n}\right)}} \\
{[\mathbf{W r}]_{2} \cdot\left[\mathbf{a}^{\perp} \hat{r}\right]_{2}^{-1}}
\end{array}\right\}
$$

where $\hat{r} \leftarrow \mathbb{Z}_{p}$ and $\gamma_{1}, \ldots, \gamma_{n} \leftarrow \mathbb{Z}_{p}$ are the random coins for tag $\boldsymbol{\tau}^{*}$ in the challenge ciphertext. Recall that we compute $\boldsymbol{\tau}^{*}=\operatorname{sE}\left(x^{*},\left(\gamma_{1}, \ldots, \gamma_{n}\right)\right)$ for target attribute $x^{*}$.
(pesudo-semi-functional secret key). A pseudo-semi-functional secret key for policy $y \in \mathcal{Y}$ is defined as follows:

$$
\left\{\begin{array}{c}
{[\mathbf{r}]_{2}, \mathrm{kE}\left(y,\left[\mathbf{k}+\alpha \mathbf{a}^{\perp}\right]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2}\right) \cdot\left[\mathbf{a}^{\perp} \hat{r}\right]_{2}^{\mathrm{rE}\left(y, \gamma_{1}, \ldots, \gamma_{n}\right)},} \\
{[\mathbf{W r}]_{2} \cdot\left[\mathbf{a}^{\perp} \hat{r}\right]_{2}^{-1}}
\end{array}\right\}
$$

where $\hat{r} \in \mathbb{Z}_{p}$ and $\gamma_{1}, \ldots, \gamma_{n} \in \mathbb{Z}_{p}$ are defined as before and $\alpha \in \mathbb{Z}_{p}$ is the one used in the semi-functional secret key.

We note that the random coins $\gamma_{1}, \ldots, \gamma_{n}$ for $\boldsymbol{\tau}^{*}$ are independent of $x^{*}$ and thus we can pick them at the very beginning and use them to create secret keys of these two forms at any point.

Game Sub-sequence. For each $i \in[0, q-1]$, we define

- $\mathrm{G}_{2 . i .1}$ is identical to $\mathrm{G}_{2 . i}$ except that the $i+1$ st key extraction query $y$ is answered with a pseudo-normal secret key.
- $\mathrm{G}_{2 . i .2}$ is identical to $\mathrm{G}_{2 . i .1}$ except that the $i+1$ st key extraction query $y$ is answered with a pseudo-semi-functional secret key.

With this sub-sequence, we will prove that

$$
\mathrm{G}_{2 . i} \stackrel{\operatorname{lem}}{\approx}{ }^{6} \mathrm{G}_{2 . i .1} \stackrel{\operatorname{lem}}{=}{ }^{8} \mathrm{G}_{2 . i .2} \stackrel{\operatorname{lem}}{\approx}{ }^{7} \mathrm{G}_{2 . i+1} .
$$

We first prove Lemma 6 showing that $G_{2 . i} \approx G_{2 . i .1}$ and note that, following almost the same strategy, we can also prove that $\mathrm{G}_{2 . i .2} \approx \mathrm{G}_{2 . i+1}$. Hence we will show the corresponding result in Lemma 7 but omit the proof.

Lemma $6\left(\mathrm{G}_{2 . i} \approx \mathrm{G}_{2 . i .1}\right)$. For any p.p.t. adversary $\mathcal{A}$ making at most $q$ key extraction queries, there exists an algorithm $\mathcal{B}$ such that

$$
\left|\operatorname{Adv}_{\mathcal{A}}^{2 . i}(\lambda)-\operatorname{Adv}_{\mathcal{A}}^{2 . i .1}(\lambda)\right| \leq \operatorname{Adv}_{\mathcal{B}}^{\mathcal{D}_{k}}(\lambda)
$$

and $\operatorname{Time}(\mathcal{B}) \approx \operatorname{Time}(\mathcal{A})+q \cdot k^{2} \cdot \operatorname{poly}(\lambda, n)$.
Proof. Given $\left(\mathcal{G},[\mathbf{M}]_{2},[\mathbf{t}]_{2}=[\mathbf{M u}+\mathbf{e v}]_{2}\right)$ where $\mathbf{u} \leftarrow \mathbb{Z}_{p}^{k}, \mathbf{e}=(0, \ldots, 0,1)^{\top} \in$ $\mathbb{Z}_{p}^{k+1}$ and either $v \leftarrow \mathbb{Z}_{p}$ or $v=0$, algorithm $\mathcal{B}$ works as follows:

Initialize. Sample $\left(\mathbf{A}, \mathbf{a}^{\perp}\right) \leftarrow \mathcal{D}_{k}, \quad \mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}$ and $\beta \leftarrow\{0,1\}$. Pick

$$
\widetilde{\mathbf{W}}_{1}, \cdots, \widetilde{\mathbf{W}}_{n}, \widetilde{\mathbf{W}} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k} \quad \text { and } \quad \gamma_{1}, \ldots, \gamma_{n} \leftarrow \mathbb{Z}_{p}
$$

and program "hidden parameter" $\gamma_{1}, \ldots, \gamma_{n}$ into $\mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W}$ as follows

$$
\mathbf{W}_{1}=\widetilde{\mathbf{W}}_{1}+\gamma_{1} \mathbf{V}, \ldots, \mathbf{W}_{n}=\widetilde{\mathbf{W}}_{n}+\gamma_{n} \mathbf{V}, \quad \mathbf{W}=\widetilde{\mathbf{W}}-\mathbf{V}
$$

where $\mathbf{V}=\mathbf{a}^{\perp} \cdot\left(\underline{\mathbf{M}} \overline{\mathbf{M}}^{-1}\right) \in \mathbb{Z}_{p}^{(k+1) \times k}$. One may check that all $\mathbf{W}_{i}$ and $\mathbf{W}$ are uniformly distributed over $\mathbb{Z}_{p}^{(k+1) \times k}$ as required. Due to the fact that $\mathbf{A}^{\top} \mathbf{a}^{\perp}=\mathbf{0}$, we can return the master public key as follows

$$
\mathrm{mpk}=\left\{[\mathbf{A}]_{1},\left[\widetilde{\mathbf{W}}_{1}^{\top} \mathbf{A}\right]_{1}, \ldots,\left[\widetilde{\mathbf{W}}_{n}^{\top} \mathbf{A}\right]_{1},\left[\widetilde{\mathbf{W}}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{k}^{\top} \mathbf{A}\right]_{T}\right\}
$$

We note that $\mathcal{B}$ can not compute $\mathbf{V}$ and thus does not know $\mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W}$.

Challenge ciphertext. For target attribute $x^{*}$ and challenge message pair $\left(m_{0}^{*}, m_{1}^{*}\right)$, we sample $\mathbf{c} \leftarrow \mathbb{Z}_{p}^{k+1}$, compute tag $\boldsymbol{\tau}^{*}=\mathrm{sE}\left(x^{*},\left(\gamma_{1}, \ldots, \gamma_{n}\right)\right)$ using the "hidden parameter" and create the challenge ciphertext as follows

$$
\left\{[\mathbf{c}]_{1}, \mathrm{sE}\left(x^{*},\left[\widetilde{\mathbf{W}}_{1}^{\top} \mathbf{c}\right]_{1}, \ldots,\left[\widetilde{\mathbf{W}}_{n}^{\top} \mathbf{c}\right]_{1}\right) \cdot\left[\widetilde{\mathbf{W}}^{\top} \mathbf{c}\right]_{1}^{\boldsymbol{\tau}^{*}},\left[\mathbf{k}^{\top} \mathbf{c}\right]_{T} \cdot m_{\beta}^{*}, \boldsymbol{\tau}^{*}\right\}
$$

Let $\mathbf{v}=\underline{\mathbf{M}} \overline{\mathbf{M}}^{-1}$, we show that

$$
\begin{aligned}
& \mathrm{sE}\left(x^{*},\left[\mathbf{W}_{1}^{\top} \mathbf{c}\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \mathbf{c}\right]_{1}\right) \cdot\left[\mathbf{W}^{\top} \mathbf{c}\right]_{1}^{\tau^{*}} \\
= & \mathrm{sE}\left(x^{*},\left[\widetilde{\mathbf{W}}_{1}^{\top} \mathbf{c}\right]_{1}, \ldots,\left[\widetilde{\mathbf{W}}_{n}^{\top} \mathbf{c}\right]_{1}\right) \cdot\left[\widetilde{\mathbf{W}}^{\top} \mathbf{c}\right]_{1}^{\tau^{*}} . \\
& \mathrm{sE}\left(x^{*},\left[\gamma_{1} \mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}, \ldots,\left[\gamma_{n} \mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}\right) \cdot\left[-\mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}^{\tau^{*}}
\end{aligned}
$$

from the linearity of $\mathrm{sE}\left(x^{*}, \cdot\right)$ and

$$
\begin{aligned}
& \mathrm{sE}\left(x^{*},\left[\gamma_{1} \mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}, \ldots,\left[\gamma_{n} \mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}\right) \cdot\left[-\mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}^{\tau^{*}} \quad(\text { the boxed part) } \\
= & \mathrm{sE}\left(x^{*},\left[\mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}^{\left(\gamma_{1}, \ldots, \gamma_{n}\right)}\right) \cdot\left[-\mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}^{\tau^{*}} \\
= & {\left[\mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}^{\mathrm{sE}\left(x^{*},\left(\gamma_{1}, \ldots, \gamma_{n}\right)\right)} \cdot\left[\mathbf{v}^{\top} \mathbf{a}^{\perp^{\top}} \mathbf{c}\right]_{1}^{-\boldsymbol{\tau}^{*}}=\mathbf{0} }
\end{aligned}
$$

where the first equality is mainly implied by Eqs. (3) and (4), and the second equality comes from the fact shown in Eq. (10). This is sufficient to see that our simulation is perfect.

Key extraction. We consider three cases: (1) For the first $i$ queries $y$, we sample $\mathbf{r}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ and implicitly set

$$
\mathbf{r}=\overline{\mathbf{M}} \mathbf{r}^{\prime} \in \mathbb{Z}_{p}^{k}
$$

The vector $\mathbf{r}$ here is uniformly distributed as required and we can compute $[\mathbf{r}]_{2}$ and simulate

$$
[\mathbf{V r}]_{2}=\left[\mathbf{a}^{\perp} \cdot\left(\underline{\mathbf{M r}}^{\prime}\right)\right]_{2} .
$$

These suffice for creating the secret key as

$$
\left\{[\mathbf{r}]_{2}, \mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\widetilde{\mathbf{W}}_{1} \mathbf{r}\right]_{2} \cdot\left[\gamma_{1} \mathbf{V r}\right]_{2}, \ldots,\left[\widetilde{\mathbf{W}}_{n} \mathbf{r}\right]_{2} \cdot\left[\gamma_{n} \mathbf{V r}\right]_{2}\right),[\widetilde{\mathbf{W}} \mathbf{r}]_{2} \cdot[-\mathbf{V r}]_{2}\right\}
$$

because $\mathbf{k}, \widetilde{\mathbf{W}}_{1}, \ldots, \widetilde{\mathbf{W}}_{n}, \widetilde{\mathbf{W}}$ and $\gamma_{1}, \ldots, \gamma_{n}$ are all known to $\mathcal{B}$. (2) For the $i+1$ st query $y$, we implicitly set

$$
\mathbf{r}=\overline{\mathbf{M}} \mathbf{u}=\overline{\mathbf{t}} \in \mathbb{Z}_{p}^{k}
$$

The vector $\mathbf{r}$ is distributed properly and $[\mathbf{r}]_{2}=[\overline{\mathbf{t}}]_{2}$ can be simulated. Then we may produce the secret key as follows

$$
\left\{\begin{array}{c}
{[\overline{\mathbf{t}}]_{2}, \mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\widetilde{\mathbf{W}}_{1} \overline{\mathbf{t}}\right]_{2} \cdot\left[\gamma_{1} \mathbf{a}^{\perp} \underline{\mathbf{t}}\right]_{2}, \ldots,\left[\widetilde{\mathbf{W}}_{n} \overline{\mathbf{t}}\right]_{2} \cdot\left[\gamma_{n} \mathbf{a}^{\perp} \underline{\mathbf{t}}\right]_{2}\right)} \\
{[\widetilde{\mathbf{W}} \overline{\mathbf{t}}]_{2} \cdot\left[-\mathbf{a}^{\perp} \underline{\mathbf{t}}\right]_{2}}
\end{array}\right\} .
$$

(3) For the remaining $q-i-1$ queries, we may work just as in the first case except that we employ $\mathbf{k}+\alpha \mathbf{a}^{\perp}$ in the place of $\mathbf{k}$.

Finalize. Output 1 when $\beta=\beta^{\prime}$ and 0 otherwise.
Observe that, in the reply to the $i+1$ st key extraction query, we have

$$
\mathbf{a}^{\perp} \underline{\mathbf{t}}=\mathbf{a}^{\perp}(\underline{\mathbf{M}} \mathbf{u}+v)=\mathbf{a}^{\perp}\left(\underline{\mathbf{M}} \overline{\mathbf{M}}^{-1}\right)(\overline{\mathbf{M}} \mathbf{u})+\mathbf{a}^{\perp} v=\mathbf{V} \overline{\mathbf{t}}+\mathbf{a}^{\perp} v .
$$

Therefore we have

$$
\begin{aligned}
& \mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\widetilde{\mathbf{W}}_{1} \overline{\mathbf{t}}\right]_{2} \cdot\left[\gamma_{1} \mathbf{a}^{\perp} \mathbf{t}\right]_{2}, \ldots,\left[\widetilde{\mathbf{W}}_{n} \overline{\mathbf{t}}\right]_{2} \cdot\left[\gamma_{n} \mathbf{a}^{\perp} \mathbf{t}\right]_{2}\right) \\
= & \mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}\right]_{2} \cdot\left[\gamma_{1} \mathbf{a}^{\perp} v\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2} \cdot\left[\gamma_{n} \mathbf{a}^{\perp} v\right]_{2}\right) \\
= & \mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\gamma_{1} \mathbf{a}^{\perp} v\right]_{2}, \ldots,\left[\gamma_{n} \mathbf{a}^{\perp} v\right]_{2}\right) \\
= & \mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{a}^{\perp} v\right]_{2}^{\left(\gamma_{1}, \ldots, \gamma_{n}\right)}\right) \\
= & \mathrm{kE}\left(y,[\mathbf{k}]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}\right]_{2}\right) \cdot\left[\mathbf{a}^{\perp} v\right]_{2}^{\mathrm{E}\left(y, \gamma_{1}, \ldots, \gamma_{n}\right)} \\
& {\left[\widetilde{\mathbf{W} \overline{\mathbf{t}}]_{2} \cdot\left[-\mathbf{a}^{\perp} \underline{\mathbf{t}}\right]_{2}}\right.} \\
= & {[\mathbf{W r}]_{2} \cdot\left[-\mathbf{a}^{\perp} v\right]_{2} } \\
= & {[\mathbf{W r}]_{2} \cdot\left[\mathbf{a}^{\perp} v\right]_{2}^{-1} }
\end{aligned}
$$

It is now clear that the simulation is identical to $\mathrm{G}_{2 . i}$ when $v=0$; and if $v$ is a random element in $\mathbb{Z}_{p}$, the simulation is identical to $G_{2 . i .1}$ where $\hat{r}=v$.

Lemma $7\left(\mathrm{G}_{2 . i .2} \approx \mathrm{G}_{2 . i+1}\right)$. For any p.p.t. adversary $\mathcal{A}$ making at most $q$ key extraction queries, there exists an algorithm $\mathcal{B}$ such that

$$
\left|\operatorname{Adv}_{\mathcal{A}}^{2 i .2}(\lambda)-\operatorname{Adv}_{\mathcal{A}}^{2 . i+1}(\lambda)\right| \leq \operatorname{Adv}_{\mathcal{B}}^{\mathcal{D}_{k}}(\lambda)
$$

and $\operatorname{Time}(\mathcal{B}) \approx \operatorname{Time}(\mathcal{A})+q \cdot k^{2} \cdot \operatorname{poly}(\lambda, n)$.
Proof. The proof is similar to that for Lemma 6.
We complete the proof by proving Lemma 8 which states that $G_{2 . i .1}$ and $\mathrm{G}_{2 . i .2}$ are statistically indistinguishable. This is derived from the $\alpha$-privacy of predicate encodings.

Lemma $8\left(\mathrm{G}_{2 . i .1}=\mathrm{G}_{2 . i .2}\right)$. For any adversary $\mathcal{A}$, we have

$$
\operatorname{Adv}_{\mathcal{A}}^{2 i .1}(\lambda)=\operatorname{Adv}_{\mathcal{A}}^{2 i .2}(\lambda)
$$

Proof. We prove the lemma for any fixed
$-\left(\mathbf{A}, \mathbf{a}^{\perp}\right) \leftarrow \mathcal{D}_{k}, \mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}, \beta \leftarrow\{0,1\} ;$

- random coin $\mathbf{c} \leftarrow \mathbb{Z}_{p}^{k+1}$ for semi-functional challenge ciphertext ct*;
$-\alpha \leftarrow \mathbb{Z}_{p}$, random coin $\mathbf{r} \leftarrow \mathbb{Z}_{p}^{k}$ for each key extraction query and the extra random coin $\hat{r} \leftarrow \mathbb{Z}_{p}$ for the $i+1$ st one.

Let $\mathrm{sk}_{y}^{(b)}$ be the reply to the $i+1$ st key extraction query $y$ in $\mathrm{G}_{2 . i . b}(b=1,2)$ and $\mathrm{ct}^{*}$ is the challenge ciphertext for target attribute $x^{*}$. It is sufficient to show

$$
\left\{\left(\mathrm{sk}_{y}^{(1)}, \mathrm{ct}^{*}\right)\right\}=\left\{\left(\mathrm{sk}_{y}^{(2)}, \mathrm{ct}^{*}\right)\right\}
$$

where the probability space is defined by $\gamma_{1}, \ldots, \gamma_{n} \leftarrow \mathbb{Z}_{p}$. In fact, we can further reduce to the claim that

$$
\begin{aligned}
& \left\{\mathrm{kE}\left(y,\left[\alpha \mathbf{a}^{\perp}\right]_{2}\right) \cdot\left[\mathbf{a}^{\perp} \hat{r}\right]_{2}^{\mathrm{rE}\left(y, \gamma_{1}, \ldots, \gamma_{n}\right)}, \quad \mathrm{sE}\left(x^{*}, \gamma_{1}, \ldots, \gamma_{n}\right)\right\} \text { and } \\
& \left\{\left[\mathbf{a}^{\perp} \hat{r}\right]_{2}^{\mathrm{rE}\left(y, \gamma_{1}, \ldots, \gamma_{n}\right)}, \quad \operatorname{sE}\left(x^{*}, \gamma_{1}, \ldots, \gamma_{n}\right)\right\}
\end{aligned}
$$

are statistically close over the same probability space as before. One can rewrite the first distribution as

$$
\left\{\left[\mathbf{a}^{\perp} \hat{r}\right]_{2}^{\mathrm{kE}(y, \alpha / \hat{r})+\mathrm{rE}\left(y, \gamma_{1}, \ldots, \gamma_{n}\right)}, \quad \mathrm{sE}\left(x^{*}, \gamma_{1}, \ldots, \gamma_{n}\right)\right\}
$$

which is statistically close to the second one by the $\alpha$-privacy of predicate encoding. This readily proves the lemma.

## 4 Tag-Based ABE with Weak Attribute-Hiding Property

This section shows that our framework (presented in Sect. 3) is compatible with the attribute-hiding predicate encoding [CGW15]. This means that our framework can derive a series of attribute-hiding ABE with tag.

### 4.1 Preliminaries

Definition. We may call an ABE with (weak) attribute-hiding the predicate encryption (PE for short). A PE scheme is also defined by four p.p.t algorithms Setup, KeyGen, Enc, Dec as in Sect. 2, but the security is defined in a slightly different way. For all adversary $\mathcal{A}$, define the advantage function $\operatorname{Adv}_{\mathcal{A}}^{\mathrm{PE}}(\lambda)$ as

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{PE}}(\lambda)=\left|\operatorname{Pr}\left[\beta=\beta^{\prime} \left\lvert\, \begin{array}{c}
(\mathrm{mpk}, \mathrm{msk}) \leftarrow \operatorname{Setup}\left(1^{\lambda}, \mathrm{P}\right), \beta \leftarrow\{0,1\} \\
\left(x_{0}^{*}, x_{1}^{*}, m_{0}^{*}, m_{1}^{*}\right) \leftarrow \mathcal{A}^{\text {KeyGen }(m p k, m s k, \cdot)}(\mathrm{mpk}) \\
\mathrm{ct} \leftarrow \underset{\operatorname{Enc}\left(\mathrm{mpk}, x_{\beta}^{*}, m_{\beta}^{*}\right)}{\leftarrow \operatorname{KegGen}(\mathrm{mpk}, \mathrm{msk}, \cdot)}\left(\mathrm{mpk}, \mathrm{ct}^{*}\right)
\end{array}\right.\right]-\frac{1}{2}\right| .
$$

A PE scheme is said to be adaptively secure and weakly attribute-hiding if $\operatorname{Adv}_{\mathcal{A}}^{\mathrm{PE}}(\lambda)$ is negligible in $\lambda$ and $\mathrm{P}\left(x_{0}^{*}, y\right)=\mathrm{P}\left(x_{1}^{*}, y\right)=0$ holds for each query $y$ sent to oracle KeyGen (mpk, msk, $\cdot$ ) for all p.p.t. adversary $\mathcal{A}$.

Attribute-hiding Predicate Encoding. A $\mathbb{Z}_{p}$-linear predicate encoding $(\mathrm{sE}, \mathrm{rE}, \mathrm{kE}, \mathrm{sD}, \mathrm{rD})$ for $\mathrm{P}: \mathcal{X} \times \mathcal{Y} \rightarrow\{0,1\}$ is attribute-hiding [CGW15] if it has the following two additional properties:
( $x$-oblivious $\alpha$-reconstruction). $\mathrm{sD}(x, y, \cdot)$ and $\mathrm{rD}(x, y, \cdot)$ are independent of $x$.
(attribute-hiding). For all $(x, y) \in \mathcal{X} \times \mathcal{Y}$ such that $\mathrm{P}(x, y)=0$, the following distributions are identical.

$$
\left\{x, y, \mathrm{sE}(x, \mathbf{w}), \mathrm{rE}(y, \mathbf{w}): \mathbf{w} \leftarrow \mathbb{Z}_{p}^{n}\right\} \quad \text { and } \quad\left\{x, y, \mathbf{r}: \mathbf{r} \leftarrow \mathbb{Z}_{p}^{|\mathrm{sE}|+|\mathrm{rE}|}\right\} .
$$

### 4.2 Construction and Security Analysis

Assuming an attribute-hiding predicate encoding, we can construct a predicate encryption with tag as in Sect.3.1. Technically we prove the following theorem stating that the generic tag-based PE scheme is adaptively secure and weakly attribute-hiding under standard assumption in the standard model.

Theorem 2 (Weak AH). For any p.p.t. adversary $\mathcal{A}$ making at most $q$ key extraction queries, there exists algorithms $\mathcal{B}_{1}, \mathcal{B}_{2}, \mathcal{B}_{3}$ such that

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{PE}}(\lambda) \leq \operatorname{Adv}_{\mathcal{B}_{1}}^{\mathcal{D}_{k}}(\lambda)+q \cdot \operatorname{Adv}_{\mathcal{B}_{2}}^{\mathcal{D}_{k}}(\lambda)+q \cdot \operatorname{Adv}_{\mathcal{B}_{3}}^{\mathcal{D}_{k}}(\lambda)+2^{-\Omega(\lambda)}
$$

and $\max \left\{\operatorname{Time}\left(\mathcal{B}_{1}\right), \operatorname{Time}\left(\mathcal{B}_{2}\right), \operatorname{Time}\left(\mathcal{B}_{3}\right)\right\} \approx \operatorname{Time}(\mathcal{A})+q \cdot k^{2} \cdot \operatorname{poly}(\lambda, n)$.

Proof Overview. We prove the theorem using almost the same game sequence as described in Sects. 3.2 and 3.3. We just describe the differences between them. Firstly, the challenge ciphertext will be generated for identity $x_{\beta}^{*}$. Secondly, we need to re-define pseudo-semi-functional secret keys and semi-functional secret keys as follows.
(pesudo-semi-functional secret key). A pseudo-semi-functional secret key for policy $y \in \mathcal{Y}$ is defined as follows:

$$
\left\{\begin{array}{l}
{[\mathbf{r}]_{2},} \\
\mathrm{kE}\left(y,\left[\mathbf{k}+\boxed{\alpha \mathbf{a}^{\perp}}\right]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}+\mathbf{a}^{\perp} \hat{u}_{1}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}+\sqrt\left[{\left.\mathbf{a}^{\perp} \hat{u}_{n}\right]_{2}}\right)\right]{ }\right. \\
\left.[\mathbf{W r}]_{2} \cdot\left[\mathbf{a}^{\perp} \hat{\mathrm{r}}\right]_{2}^{-1} \hat{r}\right]_{2}^{\mathrm{rE}\left(y, \gamma_{1}, \ldots, \gamma_{n}\right)},
\end{array}\right\}
$$

where $\hat{r} \in \mathbb{Z}_{p}, \gamma_{1}, \ldots, \gamma_{n} \in \mathbb{Z}_{p}, \alpha \in \mathbb{Z}_{p}$ are defined as before and $\hat{u}_{1}, \ldots, \hat{u}_{n} \leftarrow \mathbb{Z}_{p}$ are fresh for each pseudo-semi-functional secret key.
(semi-functional secret key). A semi-functional secret key for policy $y \in \mathcal{Y}$ is defined as follows:
$\left\{[\mathbf{r}]_{2}, \mathrm{kE}\left(y,\left[\mathbf{k}+\alpha \mathbf{a}^{\perp}\right]_{2}\right) \cdot \mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{r}+\mathbf{a}^{\perp} \hat{u}_{1}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{r}+\mathbf{a}^{\perp} \hat{u}_{n}\right]_{2}\right),[\mathbf{W r}]_{2}\right\}$
where $\alpha \in \mathbb{Z}_{p}$ are defined as before and $\hat{u}_{1}, \ldots, \hat{u}_{n} \leftarrow \mathbb{Z}_{p}$ are fresh for each semi-functional secret key.

Finally, we add an additional game $\mathrm{G}_{4}$ shown below. Its preceding game $\mathrm{G}_{3}$ (the final game in the previous game sequence) is restated so as to emphasize the difference between them.

- $G_{3}$ is identical to $G_{2 . q}$ except that the challenge ciphertext is a semi-functional ciphertext for attribute $x_{\beta}^{*}$ and random message $m^{*} \in \mathcal{M}$.
- $\mathrm{G}_{4}$ is identical to $\mathrm{G}_{3}$ except that the challenge ciphertext is a semi-functional ciphertext for random attribute $x^{*} \in \mathcal{X}$ and random message $m^{*} \in \mathcal{M}$.

With the extended game sequence, we will prove that

$$
\mathrm{G}_{0} \approx \mathrm{G}_{1}=\mathrm{G}_{2.0} \approx \mathrm{G}_{2.1} \approx \ldots \approx \mathrm{G}_{2 . q}=\mathrm{G}_{3}=\mathrm{G}_{4}
$$

where " $\mathrm{G}_{2 . i} \approx \mathrm{G}_{2 . i+1}$ " for all $i \in[0, q]$ will be proved using the game subsequence

$$
\mathrm{G}_{2 . i} \approx \mathrm{G}_{2 . i .1}=\mathrm{G}_{2 . i .2} \approx \mathrm{G}_{2 . i+1}
$$

Because of the similarity of game sequences, most lemmas we have presented in Sects. 3.2 and 3.3 still hold and can be proved in the same way. Due to the lack of space, we omit them. The proofs of " $\mathrm{G}_{3}=\mathrm{G}_{4}$ " and " $\mathrm{G}_{2 . i .1}=\mathrm{G}_{2 . i .2}$ " (the boxed parts) mainly follow [CGW15] and our proof in previous section.

Finally, we point out the fact: The challenge ciphertext in $\mathrm{G}_{3}$ still leaks information of $\beta \in\{0,1\}$ via $x_{\beta}^{*}$, but such a dependence is removed in $\mathrm{G}_{4}$. Therefore $\operatorname{Adv}_{\mathcal{A}}^{4}(\lambda)=0$ for any $\mathcal{A}$.

## 5 New Tag-Based ABE

In this section we will exhibit two tag-based ABE for boolean span program derived from our generic tag-based ABE and two concrete encodings in [CGW15].

Boolean Span Program. Assume $n \in \mathbb{N}$. Let $[n]$ be the attribute universe. A span program over $[n]$ is defined by $(\mathbf{M}, \rho)$ where $\mathbf{M} \in \mathbb{Z}_{p}^{\ell \times \ell^{\prime}}$ and $\rho:[\ell] \rightarrow[n]$. We use $\mathbf{M}_{i}$ to denote the $i$ th row of $\mathbf{M}$. For an input $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$, we say

$$
\mathbf{x} \text { satisfies }(\mathbf{M}, \rho) \quad \Longleftrightarrow \quad \mathbf{1} \in \operatorname{span}\left(\mathbf{M}_{\mathbf{x}}\right)
$$

where $\mathbf{1}=(1,0, \ldots, 0) \in \mathbb{Z}_{p}^{1 \times \ell^{\prime}}$ and $\mathbf{M}_{\mathbf{x}}=\left\{\mathbf{M}_{j}: x_{\rho(j)}=1\right\}$. In this case one can efficiently find coefficients $\omega_{1}, \ldots, \omega_{\ell} \in \mathbb{Z}_{p}$ such that

$$
\sum_{j: x_{\rho(j)=1}} \omega_{j} \mathbf{M}_{j}=\mathbf{1}
$$

Here we will assume $n=\ell$ and $\rho$ is an identity map following [CGW15].

### 5.1 Key-Policy Construction

The corresponding predicate is defined as

$$
\mathbf{P}(\mathbf{x}, \mathbf{M})=1 \quad \Longleftrightarrow \quad \mathbf{x} \text { satisfies } \mathbf{M}
$$

where $\mathbf{x} \in \mathcal{X}=\{0,1\}^{\ell}$ and $\mathbf{M} \in \mathcal{Y}=\mathbb{Z}_{p}^{\ell \times \ell^{\prime}}$. Our concrete KP-ABE scheme is described below:
$-\operatorname{Setup}\left(1^{\lambda}, 1^{\ell}\right):$ Sample

$$
\mathbf{A} \leftarrow \mathcal{D}_{k}, \quad \mathbf{W}_{1}, \ldots, \mathbf{W}_{\ell}, \mathbf{U}_{2}, \ldots, \mathbf{U}_{\ell^{\prime}}, \mathbf{W} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \quad \mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}
$$

and output

$$
\begin{aligned}
\text { mpk } & :=\left\{[\mathbf{A}]_{1},\left[\mathbf{W}_{1}^{\top} \mathbf{A}\right]_{1}, \ldots,\left[\mathbf{W}_{\ell}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{W}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{k}^{\top} \mathbf{A}\right]_{T}\right\} \\
\text { msk }: & =\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}_{\ell}, \mathbf{U}_{2}, \ldots, \mathbf{U}_{\ell^{\prime}}, \mathbf{W} ; \mathbf{k}\right\}
\end{aligned}
$$

$-\operatorname{Enc}(m p k, \mathbf{x}, m):$ On input $\mathbf{x} \in\{0,1\}^{\ell}$ and $m \in G_{T}$, pick $\mathbf{s} \leftarrow \mathbb{Z}_{p}^{k}$ and $w_{1}, \ldots, w_{\ell} \leftarrow \mathbb{Z}_{p}$. Output

$$
\mathrm{ct}_{\mathbf{x}}:=\left\{\begin{aligned}
C_{0} & :=[\mathbf{A s}]_{1}, \\
C_{1} & :=\left[x_{1}\left(\mathbf{W}_{1}+w_{1} \mathbf{W}\right)^{\top} \mathbf{A s}\right]_{1}, \\
& \vdots \\
C_{\ell} & :=\left[x_{\ell}\left(\mathbf{W}_{\ell}+w_{\ell} \mathbf{W}\right)^{\top} \mathbf{A s}\right]_{1}, \\
C & :=\left[\mathbf{k}^{\top} \mathbf{A s}\right]_{T} \cdot m, \\
\boldsymbol{\tau} & :=\left(\tau_{1}:=x_{1} w_{1}, \ldots, \tau_{\ell}:=x_{\ell} w_{\ell}\right)
\end{aligned}\right\} \in G_{1}^{k+1} \times\left(G_{1}^{k}\right)^{\ell} \times G_{T} \times \mathbb{Z}_{p}^{\ell}
$$

- KeyGen(mpk, msk, $\mathbf{M}$ ): On input $\mathbf{M} \in \mathbb{Z}_{p}^{\ell \times \ell^{\prime}}$, pick $\mathbf{r} \leftarrow_{\mathrm{R}} \mathbb{Z}_{p}^{k}$ and output

$$
\mathrm{sk}_{\mathbf{M}}:=\left\{\begin{aligned}
& K_{0}:=[\mathbf{r}]_{2}, \\
& K_{1}:=\left[\left(\mathbf{k} \mid\left\|\mathbf{U}_{2} \mathbf{r}\right\| \cdots \| \mathbf{U}_{\ell^{\prime}} \mathbf{r}\right) \mathbf{M}_{1}^{\top}+\mathbf{W}_{1} \mathbf{r}\right]_{2}, \\
& \vdots \\
& K_{\ell}:=\left[\left(\mathbf{k}\left\|\mathbf{U}_{2} \mathbf{r}\right\| \cdots \| \mathbf{U}_{\ell^{\prime}} \mathbf{r}\right) \mathbf{M}_{\ell}^{\top}+\mathbf{W}_{\ell} \mathbf{r}\right]_{2}, \\
& K_{t}:=[\mathbf{W r}]_{2}
\end{aligned}\right\} \in G_{2}^{k} \times\left(G_{2}^{k+1}\right)^{\ell} \times G_{2}^{k+1}
$$

$-\operatorname{Dec}\left(\mathrm{mpk}, \mathrm{sk}_{\mathbf{M}}, \mathrm{ct}_{\mathbf{x}}\right):$ Find out $\omega_{1}, \ldots, \omega_{\ell} \in \mathbb{Z}_{p}$ such that $\sum_{j: x_{j}=1} \omega_{j} \mathbf{M}_{j}=\mathbf{1}$ and compute

$$
K \leftarrow e\left(C_{0}, \prod_{j: x_{j}=1}\left(K_{j} \cdot K_{t}^{\tau_{j}}\right)^{\omega_{j}}\right) \cdot e\left(\prod_{j: x_{j}=1} C_{j}^{-\omega_{j}}, K_{0}\right)
$$

Recover the message as $m \leftarrow C / K \in G_{T}$.

### 5.2 Ciphertext-Policy Construction

The corresponding predicate is defined as

$$
\mathrm{P}(\mathbf{M}, \mathbf{x})=1 \quad \Longleftrightarrow \quad \mathbf{x} \text { satisfies } \mathbf{M}
$$

where $\mathbf{M} \in \mathcal{X}=\mathbb{Z}_{p}^{\ell \times \ell^{\prime}}$ and $\mathbf{x} \in \mathcal{Y}=\{0,1\}^{\ell}$. Our concrete CP-ABE scheme is described below:
$-\operatorname{Setup}\left(1^{\lambda}, 1^{\ell}\right)$ : Sample

$$
\mathbf{A} \leftarrow \mathcal{D}_{k}, \quad \mathbf{W}_{1}, \ldots, \mathbf{W}_{\ell}, \mathbf{V}, \mathbf{W} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \quad \mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}
$$

and output

$$
\begin{aligned}
\text { mpk } & :=\left\{[\mathbf{A}]_{1},\left[\mathbf{W}_{1}^{\top} \mathbf{A}\right]_{1}, \ldots,\left[\mathbf{W}_{\ell}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{V}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{W}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{k}^{\top} \mathbf{A}\right]_{T}\right\} \\
\text { msk } & :=\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}, \mathbf{V}, \mathbf{W} ; \mathbf{k}\right\}
\end{aligned}
$$

$-\operatorname{Enc}(m p k, \mathbf{M}, m):$ On input $\mathbf{M} \in \mathbb{Z}_{p}^{\ell \times \ell^{\prime}}$ and $m \in G_{T}$, pick $\mathbf{s} \leftarrow \mathbb{Z}_{p}^{k}$ and

$$
w_{1}, \ldots, w_{\ell} \leftarrow \mathbb{Z}_{p}, v \leftarrow \mathbb{Z}_{p}, \mathbf{u} \leftarrow \mathbb{Z}_{p}^{\ell^{\prime}-1}, \mathbf{U}_{2}, \ldots, \mathbf{U}_{\ell^{\prime}} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}
$$

Output

$$
\begin{aligned}
& \mathrm{ct}_{\mathbf{M}}: \\
& \left\{\begin{aligned}
C_{0} & :=[\mathbf{A s}]_{1}, \\
C_{1} & :=\left[\left(\mathbf{W}_{1}+w_{1} \mathbf{W}\right)^{\top} \mathbf{A s}+\left((\mathbf{V}+v \mathbf{W})^{\top} \mathbf{A} \mathbf{s}\left\|\mathbf{U}_{2}^{\top} \mathbf{A s}\right\| \cdots \| \mathbf{U}_{\ell^{\prime}}^{\top} \mathbf{A} \mathbf{s}\right) \mathbf{M}_{1}^{\top}\right]_{1}, \\
& \vdots \\
C_{\ell} & :=\left[\left(\mathbf{W}_{\ell}+w_{\ell} \mathbf{W}\right)^{\top} \mathbf{A s}+\left((\mathbf{V}+v \mathbf{W})^{\top} \mathbf{A s}\left\|\mathbf{U}_{2}^{\top} \mathbf{A} \mathbf{s}\right\| \cdots \| \mathbf{U}_{\ell^{\prime}}^{\top} \mathbf{A} \mathbf{s}\right) \mathbf{M}_{\ell}^{\top}\right]_{1}, \\
C & :=\left[\mathbf{k}^{\top} \mathbf{A s}\right]_{T} \cdot m, \\
\boldsymbol{\tau} & :=\left(\tau_{1}:=w_{1}+\mathbf{M}_{1}\binom{v}{\mathbf{u}}, \ldots, \tau_{\ell}:=w_{\ell}+\mathbf{M}_{\ell}\binom{v}{\mathbf{u}}\right) \\
& \in G_{1}^{k+1} \times\left(G_{1}^{k}\right)^{\ell} \times G_{T} \times \mathbb{Z}_{p}^{\ell}
\end{aligned}\right.
\end{aligned}
$$

- KeyGen(mpk, msk, $\mathbf{x}$ ): On input $\mathbf{x} \in\{0,1\}^{\ell}$, pick $\mathbf{r} \leftarrow_{\mathrm{R}} \mathbb{Z}_{p}^{k}$ and output

$$
\mathrm{sk}_{\mathbf{x}}:=\left\{\begin{aligned}
K_{0} & :=[\mathbf{r}]_{2}, \\
K_{1} & :=\left[x_{1} \mathbf{W}_{1} \mathbf{r}\right]_{2} \\
& \vdots \\
K_{\ell} & :=\left[x_{\ell} \mathbf{W}_{\ell \mathbf{r}}\right]_{2} \\
K_{\ell+1} & :=[\mathbf{k}+\mathbf{V r}]_{2} \\
K_{t} & :=[\mathbf{W r}]_{2}
\end{aligned}\right\} \in G_{2}^{k} \times\left(G_{2}^{k+1}\right)^{\ell+1} \times G_{2}^{k+1}
$$

$-\operatorname{Dec}\left(\mathrm{mpk}, \mathrm{sk}_{\mathbf{x}}, \mathrm{ct}_{\mathbf{M}}\right):$ Find out $\omega_{1}, \ldots, \omega_{\ell} \in \mathbb{Z}_{p}$ such that $\sum_{j: x_{j}=1} \omega_{j} \mathbf{M}_{j}=\mathbf{1}$ and compute

$$
K \leftarrow e\left(C_{0}, K_{\ell+1} \cdot \prod_{j: x_{j}=1} K_{j}^{\omega_{j}} \cdot K_{t}^{\sum_{j: x_{j}=1} \omega_{j} \tau_{j}}\right) \cdot e\left(\prod_{j: x_{j}=1} C_{j}^{-\omega_{j}}, K_{0}\right)
$$

Recover the message as $m \leftarrow C / K \in G_{T}$.

Using concrete encodings in [CGW15], we can derive more tag-based ABE instantiations. With our framework, we can also reproduce several previous concrete tag-based ABE schemes (such as those in [Ram16,RS16]) with simple proofs under the $k$-Lin assumption. In fact we just need to extract respective concrete encodings from them and apply our framework.

## 6 How to Support Predicate Encoding with Delegation

Our framework shown in Sect. 3 and extended in Sect. 4 cannot cover the HIBE schemes proposed by Ramanna and Sarkar [RS14]. This section further develops the framework and predicate encoding to accommodate the delegation mechanism in HIBE system.

We first recall a notion from [CGW15]. A predicate $\mathrm{P}: \mathcal{X} \times \mathcal{Y} \rightarrow\{0,1\}$ is delegatable if there exists a partial ordering $\leq$ on $\mathcal{Y}$ such that

$$
\left(y \leq y^{\prime}\right) \wedge \mathrm{P}(x, y)=1 \Longrightarrow \mathrm{P}\left(x, y^{\prime}\right)=1 \quad \text { for all } x \in \mathcal{X} .
$$

One of classical delegatable predicates is the predicate for HIBE: Let $\ell \in \mathbb{N}$ and $\mathcal{X}=\mathcal{Y}=\mathbb{Z}_{\bar{p}}^{\leq \ell}$. The predicate is

$$
\mathrm{P}(\mathbf{x}, \mathbf{y})=1 \quad \Longleftrightarrow \quad \mathbf{y} \text { is a prefix of } \mathbf{x} .
$$

The partial ordering is the prefix relation, that is $\mathbf{y} \leq \mathbf{y}^{\prime}$ iff $\mathbf{y}^{\prime}$ is a prefix of $\mathbf{y}$.

### 6.1 Syntax and Definition

An ABE scheme for a delegatable predicate $P$ consists of algorithms Setup, KeyGen, Enc, Dec as defined in Sect. 2.1 and a delegation algorithm Del.

- $\operatorname{Del}\left(\mathrm{mpk}, \mathrm{sk}_{y^{\prime}}, y\right) \rightarrow \mathrm{sk}_{y}$. The delegation algorithm takes as input the master public key mpk, a secret key sk $y_{y^{\prime}}$ for $y^{\prime} \in \mathcal{Y}$ and index (policy) $y \in \mathcal{Y}$ with $y \leq y^{\prime}$, and generates a secret key $\mathrm{sk}_{y}$ for $y$.

We require that the delegation algorithm is path-oblivious which means secret keys generated by KeyGen and Del have the same distribution, that is

$$
\begin{aligned}
& \left\{\left(\mathrm{sk}_{y^{\prime}} \mathrm{sk}_{y}\right): \mathrm{sk}_{y^{\prime}} \leftarrow \operatorname{KeyGen}\left(\mathrm{mpk}, \mathrm{msk}, y^{\prime}\right), \mathrm{sk}_{y} \leftarrow \operatorname{KeyGen}(\mathrm{mpk}, \mathrm{msk}, y)\right\} \\
= & \left\{\left(\mathrm{sk}_{y^{\prime}}, \mathrm{sk}_{y}\right): \mathrm{sk}_{y^{\prime}} \leftarrow \operatorname{Key} \operatorname{Gen}\left(\mathrm{mpk}, \mathrm{msk}, y^{\prime}\right), \mathrm{sk}_{y} \leftarrow \operatorname{Del}\left(\mathrm{mpk}, \mathrm{sk}_{y^{\prime}}, y\right)\right\}
\end{aligned}
$$

for all $y, y^{\prime} \in \mathcal{Y}$ satisfying $y \leq y^{\prime}$. The assumption is natural and allows us to continue working with the security model described in Sect.2.1; otherwise one should turn to the model described in [SW08] where an adversary can decide how to create secret keys-using KeyGen or Del.

### 6.2 Predicate Encoding Supporting Delegation

A predicate encoding for delegatable predicate P is composed of five algorithms $\mathrm{sE}, \mathrm{sD}, \mathrm{rE}$, kE, rD satisfying all requirements described in Sect. 2.3 and an extra algorithm

$$
\mathrm{dE}: \mathcal{Y} \times \mathcal{Y} \times \mathbb{Z}_{p}^{n_{r}} \rightarrow \mathbb{Z}_{p}^{n_{r}^{\prime}}
$$

with the following features: (1) for all $\mathbf{w} \leftarrow \mathbb{Z}_{p}^{n}, \alpha \leftarrow \mathbb{Z}_{p}$ and $y, y^{\prime} \in \mathcal{Y}$ with $y \leq y^{\prime}$, it holds that

$$
\mathrm{dE}\left(y, y^{\prime}, \mathrm{kE}\left(y^{\prime}, \alpha\right)+\mathrm{rE}\left(y^{\prime}, \mathbf{w}\right)\right)=\mathrm{kE}(y, \alpha)+\mathrm{rE}(y, \mathbf{w})
$$

and (2) $\mathrm{dE}\left(y, y^{\prime}, \cdot\right)$ is $\mathbb{Z}_{p}$-linear. A predicate encoding for HIBE from Boneh-Boyen-Goh's HIBE with constant-size ciphertext [BBG05] is as follows:
(encoding for HIBE [BBG05]). Let $\mathbf{w} \leftarrow \mathbb{Z}_{p}^{1 \times(\ell+1)}, \mathbf{x}=\left(x_{1}, \ldots, x_{\ell_{x}}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{\ell_{y}}\right)$ for $\ell_{x}, \ell_{y} \leq \ell$. Define

$$
\begin{array}{ll}
\mathrm{sE}(\mathbf{x}, \mathbf{w}):=\mathbf{w}(1, \mathbf{x}, \mathbf{0})^{\top} & \mathrm{sD}(\mathbf{x}, \mathbf{y}, c):=c \\
\mathrm{rE}(\mathbf{y}, \mathbf{w}):=\mathbf{w}\left(\begin{array}{lll}
1 & \mathbf{y} & \\
& \mathbf{I}
\end{array}\right)^{\top} & \mathrm{rD}(\mathbf{x}, \mathbf{y}, \mathbf{k}):=\mathbf{k}\left(1, x_{\ell_{y}+1}, \ldots, x_{\ell_{x}}, \mathbf{0}\right)^{\top} \\
\mathrm{kE}(\mathbf{y}, \alpha):=(\alpha, \mathbf{0}) &
\end{array}
$$

As shown in [KSGA16], the encoding is linear and satisfies $\alpha$-restriction and $\alpha$ privacy. Besides that, for $\mathbf{y}^{\prime}=\left(y_{1}, \ldots, y_{\ell_{y}^{\prime}}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{\ell_{y}}\right)$ with $\ell_{y}^{\prime} \leq \ell_{y}$, we also define

$$
\mathrm{dE}\left(\mathbf{y}, \mathbf{y}^{\prime}, \mathbf{k}^{\prime}\right)=\mathbf{k}^{\prime}\left(\begin{array}{lllll}
1 & y_{\ell_{y}^{\prime}+1} & \cdots & y_{\ell_{y}} & \\
& & & \mathbf{I}
\end{array}\right)^{\top} .
$$

It's straightforward to show that dE meets two requirements.

### 6.3 Generic Construction and Security Analysis

A direct way to support delegation in our framework in Sect. 3.1 is to apply dE to $\mathbf{K}_{1}$. However this delegation algorithm is not path-oblivious. Following [RS14], we publish $\mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W}$ in the master public key mpk in a proper form which makes it possible to publicly re-randomize any secret key.

Construction. Our tag-based ABE supporting delegation is as follows. We highlight all terms we add for delegation in the dashboxes.

- Setup $\left(1^{\lambda}, \mathrm{P}\right)$ : Let $n$ be the parameter size of predicate encoding supporting delegation ( $s E, r E, k E, r E, r D,\left[{ }_{[ } \overline{d E}_{-}^{\top}\right)$ for $P$. Sample

$$
\mathbf{A} \leftarrow \mathcal{D}_{k}, \quad: \begin{aligned}
& \mathbf{Z} \leftarrow \mathbb{Z}_{p}^{k \times k},
\end{aligned} \quad \mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \quad \mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}
$$

and output the master public and secret key pair

$$
\begin{aligned}
& \mathrm{mpk}:=\left\{\begin{array}{l}
{[\mathbf{A}]_{1},\left[\mathbf{W}_{1}^{\top} \mathbf{A}\right]_{1}, \ldots,\left[\mathbf{W}_{n}^{\top} \mathbf{A}\right]_{1},\left[\mathbf{W}^{\top} \mathbf{A}\right]_{1}} \\
\Gamma[\mathbf{Z}]_{2},\left[\mathbf{W}_{1} \mathbf{Z}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{Z}\right]_{2},[\mathbf{W} \mathbf{Z}]_{2}{ }^{-},
\end{array},\left[\mathbf{k}^{\top} \mathbf{A}\right]_{T}\right\} \\
& \text { msk }:=\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W} ; \mathbf{k}\right\} \text {. }
\end{aligned}
$$

$-\operatorname{Del}\left(\mathrm{mpk}, \mathrm{sk}_{y^{\prime}}, y\right):$ Let $\mathrm{sk}_{y^{\prime}}=\left\{K_{0}^{\prime}, \mathbf{K}_{1}^{\prime}, K_{2}^{\prime}\right\}$. Sample $\widetilde{\mathbf{r}} \leftarrow \mathbb{Z}_{p}^{k}$ and compute a re-randomizer

$$
\left\{\widetilde{K}_{0}:=[\mathbf{Z} \widetilde{\mathbf{r}}], \widetilde{\mathbf{K}}_{1}:=\mathrm{rE}\left(y,\left[\mathbf{W}_{1} \mathbf{Z} \widetilde{\mathbf{r}}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{Z} \widetilde{\mathbf{r}}\right]_{2}\right), \widetilde{K}_{2}:=[\mathbf{W} \mathbf{Z} \widetilde{\mathbf{r}}]_{2}\right\}
$$

and output

$$
\mathrm{sk}_{y}:=\left\{K_{0}:=K_{0}^{\prime} \cdot \widetilde{K}_{0}, \mathbf{K}_{1}:=\mathrm{dE}\left(y, y^{\prime}, \mathbf{K}_{1}^{\prime}\right) \cdot \widetilde{\mathbf{K}}_{1}, K_{2}:=K_{2}^{\prime} \cdot \widetilde{K}_{2}\right\}
$$

The remaining algorithms KeyGen, Enc and Dec are defined as in Sect.3.1. The algorithm Del is path-oblivious: if we let $\mathbf{r}^{\prime}$ be the random coin for $\mathrm{sk}_{y^{\prime}}$, the random coin in $\mathrm{sk}_{y}$ will be $\mathbf{r}=\mathbf{r}^{\prime}+\mathbf{Z} \widetilde{\mathbf{r}}$ which is independent of $\mathbf{r}^{\prime}$ thanks to $\widetilde{\mathbf{r}}$.

Security. Observe that the only difference in the security game here is that the mpk sent to the adversary also includes

$$
[\mathbf{Z}]_{2},\left[\mathbf{W}_{1} \mathbf{Z}\right]_{2}, \ldots,\left[\mathbf{W}_{n} \mathbf{Z}\right]_{2},[\mathbf{W} \mathbf{Z}]_{2}
$$

since Del will not be involved. Therefore we can prove the adaptive security of our ABE scheme as in Sects. 3.2 and 3.3. In fact what we need to show here is how to simulate these extra entries in mpk in our previous proofs.

To prove Lemmas 4,5 and 8 , the simulator knows $\mathbf{W}_{1}, \ldots, \mathbf{W}_{n}$ and $\mathbf{W}$. It can sample matrix $\mathbf{Z} \leftarrow \mathbb{Z}_{p}^{k \times k}$ and simulate the extra entries directly. For Lemmas 6 and 7 , we recall that the simulator received $\left(\mathcal{G},[\mathbf{M}]_{2},[\mathbf{t}]_{2}\right)$ and implicitly define

$$
\mathbf{W}_{1}=\widetilde{\mathbf{W}}_{1}+\gamma_{1} \mathbf{V}, \ldots, \mathbf{W}_{n}=\widetilde{\mathbf{W}}_{n}+\gamma_{n} \mathbf{V}, \quad \mathbf{W}=\widetilde{\mathbf{W}}-\mathbf{V}
$$

where $\widetilde{\mathbf{W}}_{1}, \ldots, \widetilde{\mathbf{W}}_{n}, \widetilde{\mathbf{W}} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \gamma_{1}, \ldots, \gamma_{n} \leftarrow \mathbb{Z}_{p}$ and $\mathbf{V}=\mathbf{a}^{\perp} \cdot\left(\underline{\mathbf{M}} \overline{\mathbf{M}}^{-1}\right)$. As we have mentioned, the simulator can not calculate $\mathbf{V}$ and does not know $\mathbf{W}_{1}, \ldots, \mathbf{W}_{n}, \mathbf{W}$. However it can still simulate the extra entries as follows: Sample $\widetilde{\mathbf{Z}} \leftarrow \mathbb{Z}_{p}^{k \times k}$ and define

$$
\mathbf{Z}=\overline{\mathbf{M}} \widetilde{\mathbf{Z}}
$$

Since $\overline{\mathbf{M}}$ is full-rank with high probability, matrix $\mathbf{Z}$ is distributed correctly and we have

$$
\mathbf{W}_{i} \mathbf{Z}=\widetilde{\mathbf{W}}_{i} \overline{\mathbf{M}} \widetilde{\mathbf{Z}}+\gamma_{i} \mathbf{a}^{\perp} \underline{\mathbf{M}} \widetilde{\mathbf{Z}} \text { for all } i \in[n] \quad \text { and } \quad \mathbf{W} \mathbf{Z}=\widetilde{\mathbf{W}} \overline{\mathbf{M}} \widetilde{\mathbf{Z}}-\mathbf{a}^{\perp} \underline{\mathbf{M}} \widetilde{\mathbf{Z}} .
$$

That means we can simulate all extra entries from $[\mathbf{M}]_{2}$. This is sufficient to finish our proof.
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[^1]:    ${ }^{1}$ The terminology introduced by Boneh et al. [BSW11] is functional encryption. However the notion we will consider here is restricted. Therefore we adopt a moderate terminology, i.e., attribute-based encryption. We note that the attributebased encryption in our paper is more general than that introduced by Goyal et al. [GPSW06] which is named ABE for boolean formula/span program.

