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Abstract. The massive volume of content generated by social media
greatly exceeds human capacity to manually process this data in order to
identify topics of interest. As a solution, various automated topic detec-
tion approaches have been proposed, most of which are based on docu-
ment clustering and burst detection. These approaches normally repre-
sent textual features in standard n-dimensional Euclidean metric spaces.
However, in these cases, directly filtering noisy documents is challenging
for topic detection. Instead we propose TOPOL, a topic detection method
based on Topology Data Analysis (TDA) that transforms the Euclidean
feature space into a topological space where the shapes of noisy irrelevant
documents are much easier to distinguish from topically-relevant docu-
ments. This topological space is organised in a network according to the
connectivity of the points, i.e. the documents, and by only filtering based
on the size of the connected components we obtain competitive results
compared to other state of the art topic detection methods.

1 Introduction

Social Network Sites (SNS) are one of the most important communication chan-
nels nowadays. SNS users interact with one another generating a considerable
amount of content of various media types such as text, images or videos. This
content has the potential of reaching a very wide audience, where feelings, politi-
cal opinions or breaking news can be transmitted. One particular kind of SNS are
microblogging sites, where messages are constrained and normally rather short.
Twitter is the prime world-wide example of a microblogging system. In this envi-
ronment, information is shared and circulated faster than in more conventional
SNS such as blogs or forums, reaching a large audience in a shorter time.
Real-world events have shown the key role of microblogs for spreading news
and supporting the information flow between communities in the social sphere.
For example, the Mumbai 2008 bomb blasts, the 2011 crash of the US Airways
Flight 1549, the Arab Spring movements, and the Boston Marathon bombing
were all very important global events where social media played a crucial role
in reporting and covering the news [9]. In such situations, users acted as real-
life sensors [5], reporting what was happening nearby and posting information
almost in real-time. All of this content can be mined in order to explore and
monitor real-world events. In particular, we are interested on detecting related
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topics inside the context of a larger story. We want to identify related stories
that may not have been previously considered, and hence enrich the main story
itself. This use case is key within a journalism context where the journalist is
concerned about all the details for a particular story [1].

Numerous research studies have been conducted to create methods that auto-
matically detect topics in real-world events such as government crises [15], nat-
ural disasters [18] or political elections [6]. Most of these methods use ranking
or clustering to determine whether a topic is of relevance or not. Clustering, for
instance, requires defining a linkage strategy and a series of thresholds to select
candidates. A similar situation occurs for ranking-based methods because they
need to select a subset of the highest candidates. Even if clustering and ranking
approaches are suitable and have good results for a large number of use cases,
they often require to repeatedly train the model when facing new data in order
to calibrate the thresholds. This requirement makes topic detection methods too
rigid for the context of breaking news analysis in microblogs systems.

In this paper we propose TOPOL, a novel unsupervised method for detecting
topics in Twitter data based in Topology Data Analysis (TDA). The fundamen-
tal goal of TDA is to recognise shapes or patterns present within the data [14].
TDA defines a coordinate system, the topological space, generated using a dis-
tance function and transforms the input data so that this new space does not
consider coordinates but distances instead. The central idea of topology anal-
ysis is the fact that it allows studying the properties of data shapes that are
invariable under small deformations [14]. In addition, TDA also allows to study
different perspectives of the same data. Our solution explores the shapes formed
by Twitter data represented as a network of overlapping clusters, and uses this
graph to determine underlying topics. Our intuition is that major topics are
concentrated on large and densely connected components within this network.
On the other hand, noisy topics are represented as small and isolated groups of
nodes.

In our experiments, TOPOL shows to be competitive compared to state of the
art topic detection methods for the same use case. While current approaches rely
mostly on clustering and filtering techniques, our method identifies topics and
generates their descriptions only from the shapes of the data alone, according to
the constructed topological spaces using TDA.

The remainder of the paper is organised as follows. In Section 2 we provide
a brief description of the Twitter topic finding problem that we address in this
work. Section 3 discusses current state of the art methods for the above task. In
Section 4 we describe the general TDA approach and in Section 5 we introduce
our algorithm, TOPOL. Section 6 describes the experiments and results, and
Section 7 concludes the paper and provides future interesting directions for our
research. Because we focus on the Twitter context, from now on we will use the
terms tweets, post, and documents interchangeably.
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2 Problem Description

We address the problem of topic detection in Twitter. This task can be defined
as identifying prominent topics in a document corpusunder a User-centred sce-
nario [2], where the documents in this case are tweets posted in Twitter. Since
Twitter data is continuously generated, the aforementioned document collec-
tion is then inherently stream-based and suitable approaches require constantly
updating their output according to newly arriving data items in order to incor-
porate the latest changes, i.e. new tweets being created.

One mechanism to handle streams of documents is the usage of sliding win-
dows techniques. This scheme defines an update rate, which in turn creates time
slots as the time period between each update. The value for this update rate
parameter is dependent on the nature of the event under consideration. For
example, if the event continues for a few minutes the time slots should be small,
but in contrast, if the event lasts for days, the time slots period should be larger.
We then refine the topic finding problem to identifying topics in each of those
time slots or windows. Furthermore, we represent the discovered topics as a
list of keywords and a satisfactory detection of topics should bring the most
representative keywords for each of them.

The content of tweets normally includes a wide range of subjects, such as
personal feelings, political opinions, breaking news information, spam or com-
ments. Such variety imposes difficult challenges and complexities for the topic
detection task. In order to frame the experiments described in this paper, the
input data is narrowed down by predefining a set of keywords such that every
tweet must content at least one of those keywords. This a priori information is
considered to be provided by the end-user and the keywords are assumed to be
highly related to some event of interest for studying.

3 Related Work

Topic detection on large streaming data, such as Twitter, gained notorious
interest by researchers in the last few years. There are two main branches of
approaches: (1) document-pivot where the topics are identified from the docu-
ments and (2) feature-pivot where the topics instead are generated according to
relations found in a diverse range of features.

An example of a document-pivot approach can be found in [16]. The authors
address topic detection in Twitter by clustering documents (tweets). Because
generating clusters is a time-consuming task, they implemented a more efficient
method by using Local Sensitive Hashing (LSH). This improvement allows to
find the nearest clusters for a new document in constant time, dramatically
reducing the computational effort for document comparison. Additionally, in
order to reduce non-relevant topics, they established threads of topics such that
each thread corresponds to the evolution of a particular topic across time. This
information is used to filter out non-interesting topics. However, this method still
is a form of clustering and hence it suffers from data fragmentation. In contrast,
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ToPOL groups documents together according to the connections present in the
feature spaces, found by repeatedly sampling the tweets being analysed.

Feature-pivot methods rely on finding associations in a subset of defined
features. The goal of these approaches is to (1) reduce the computation time
by considering only a subset of features and (2) improve the topic detection
results by only using a higher score for this subset of features. Several strategies
have been proposed to identify a suitable subset of features such as probabilistic
models [7], ranking [20] or Wavelet analysis [22]. Once features are selected,
they are analysed in order to extract associations to later build topics. For this
there are several techniques as well, such as clustering [8], ranking [1] or noise
reduction [10].

Selecting feature subsets contribute to reducing non-relevant topics, but also
create a bias in the final output depending on the selection criteria. Our algo-
rithm, ToPOL, does not require selecting features but instead studies the topo-
logical shapes of the data directly according to a chosen similarity function.

It is also common to find a combination of strategies [1,10]. In general,
feature-pivot approaches tend to generate misleading correlations between fea-
tures and found topics that in reality are not associated with any event of inter-
est [3,11].

Finally, Sayyadi et al. [20] proposed a similar approach to TopPoL. The
authors represented the document features in a graph of keywords where nodes
are terms and the links between them are the co-occurrence degrees of two terms
in the tweets. Afterwards, topics are determined by community structures within
this graph. This method differs from our approach since TOPOL builds a net-
work according to a certain distance function instead. This particularity makes
it possible for one feature to co-occur in several documents but, if they are not
close in a topological sense, they will be not associated with the same topic.

4 Topology Data Analysis (TDA)

In many topic detection approaches, a text stream is traditionally represented
using a vector where each feature corresponds to one coordinate in a Cartesian
system. The similarity (or dissimilarity) of those vectors is defined using a dis-
tance function such as the well-known Euclidean-distance or Cosine-similarity
functions. Moreover, this distance function is assumed to be continuous for all
text streams, which means that it is always possible to define a distance between
any two documents. However, these assumptions are far from being realistic in
most real-world use cases.

For the above reason, instead of assuming a Cartesian system, it is preferable
to study the data without considering the raw underlying metric space, therefore
reducing the background noise embedded within this coordinate system. For this
purpose, we use Topology Data Analysis (TDA) to generate representations of
the data that allow us to study the inherent invariant shapes within this data.
TDA is rooted on the field of Topology, which is the branch of Mathematics
that deals with qualitative instead of quantitative information [4]. In addition,
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Topology is coordinate-free, which means it studies the geometric properties of
the data without depending on any particular coordinate system, and uses the
notion of infinite nearness instead of a distance function.

In this work, we employed the MAPPER algorithm [21] to generate topological
representations of Twitter data. This method is based on a generalised version of
Reeb graphs [17]. MAPPER, as suggested by its name, applies a mapping function
to construct a network-based representation of the input data points. This input
is first valued according to a distance function. The algorithm iteratively samples
the constructed distance matrix in small subsets of points that are evaluated by
a filter function, whose image is further divided into intervals that are related
to those subsets.

The aforementioned distance function is the core mathematical tool that
characterises each point in the feature space. The interval size parameter, called
the resolution and denoted as 7, is variable. With bigger intervals a more general
vision of the data can be obtained. On the other hand, if the intervals shrink,
the generated output is built according to the smaller shapes of the input data.
It can be noted that this size parameter determines the amount of intervals used
by the filter function. The points assigned to the same interval can be considered
as partial clusters, which later corresponds to a node in the output network.

The graph generated is a representation of the connection of the points in
the space, the mapping function is designed to intentionally overlap the intervals
to some degree, allowing for a bunch of points to co-occur in between a group of
intervals. This number of occurrences among the intervals reflects how connected
the points are in the space. An overlapping parameter, denoted as oy, is then
defined that ranges between 0% and 100%. This value controls the overlapping
degree, with a larger value meaning that there will be a greater probability for
the same points to lie in two or more intervals.

The final output of the MAPPER algorithm is a network-based representa-
tion of the input data such that each partial cluster is a node and if two partial
clusters have one or more shared points — according to the overlapping intervals
— the nodes are linked together. Figure 1 shows a toy example of this output
using a 3-dimensional synthetic input dataset. This dataset is a collection of
points that resemble two touching spheres (Figure 1(a)). After generating the
graph representation of the partial clusters using MAPPER, we obtain the net-
work shown in Figure 1(c), assuming an Euclidean distance. The colours in this
network represent the output values of the filter function associated with each
partial cluster (node).

If we now add extra noise points to the synthetic dataset (Figure 1(b)) the
generated network now represents those noisy points in isolated nodes — as shown
in Figure 1(d) — because they can be easily separated as such from a topological
perspective. Moreover, these two independent datasets in this space are repre-
sented as clearly isolated components in the network thus enabling them to be
studied separately.
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(a) Clean three-dimensional input (b) Noisy three-dimensional dataset with
dataset containing two touching spheres randomly added noise points

(c) Output network from the MAPPER (d) Output network from the MAPPER
algorithm for the clean dataset algorithm for the noisy dataset

Fig. 1. Example network outputs for the mapper function. A clean input dataset la
is represented as a graph that describes how the points are connected 1c. For the case
of a noisy dataset 1b, the output graph models the noise as isolated nodes 1d. The
colours in the networks show the output values of the filter function for each node.

5 Topol: A TDA-Based Topic Detection Approach

We now provide an overview of TOPOL, our topic detection algorithm for Twitter
based on Topology Data Analysis. We divide our method in three steps: pre-
processing, mapping and topic detection. All of those are described below.

5.1 Pre-Processing Step

In TopPoOL, we represent documents (the tweets) as a bag of words weighted by the
standard Terms frequency (TF) and Inverse Document Frequency (IDF) mea-
sures [19]. Furthermore, each document has a timestamp associated indicating
the moment when it was created.
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We then use the windowing scheme described in Section 2 and for each time
slot we perform a cleansing and filtering processes since the data still can contain
undesired posts such as spam. For this we follow a similar strategy as suggested
by Ifrim et al. [10]. This approach assumes that a tweet is noisy if the number
of user mentions or hashtags (user-provided tags) are above a defined threshold.
Even though this strategy is very simple, Ifrim et al. reported that it effec-
tively reduces noisy tweets, specially spam and advertising since posts in these
categories tend to have a high number of user mentions and hashtags. For our
experiments we decided to set a conservative filtering threshold of 2, leading to
20% of the input tweets being removed.

For extracting the features we will later study using TDA from each tweet, we
employ the following approach: first, we eliminate all the URLs, hashtags, user
mentions and any non-textual symbols for all the remaining tweets. Later, all
non-ASCII characters are further removed as well as punctuation marks, digits
and stop words. The remaining text for each tweet is then tokenised according to
white spaces and a TF-based vector is generated to represent the tweet. Finally
we perform an additional filtering by only selecting those TF vectors that have
at least more than four distinct terms or features. In summary, at the end of
this pre-processing step, each selected tweet is represented as a TF vector using
a globally kept dictionary.

5.2 Mapping Step

After pre-processing, we apply the MAPPER algorithm to the TF vectors in the
current time slot. for this, first it is necessary to generate an input metric space.
Therefore, we compute the all-to-all distance matrix M for all the tweets in
the window. For the required filter function, we generate a rectangular diagonal
matrix by applying the standard Singular Value Decomposition (SVD) technique
to the distance matrix M. The values of this function are then used for sampling
the distance matrix. The resolution (r,) and overlapping (o,) parameters are
set to different values in our experiments to obtain a variety of network-based
representations of the TF vectors that model the input tweets (see Section 6).

MAPPER divides the input space using the following work-flow: (1) it selects
the maximum and minimum values of the filter function, (2) it calculates the
length of the intervals according to the resolution parameter r,, and (3) the
intervals I; are set such that they overlap using the overlapping parameter o,,.
For example, if 0, = 50% the resulting intervals will share half of the available
space as follows:

Iy =[x0, 21]
I =[z1 —rp % 0.5, 21 + 1), * 0.5]

Note that all possible intervals in the image of the filter function are covered,
starting from the minimum value found to the maximum. In other words, for
each interval I;, MAPPER selects points such that the image of those points lie in
the interval I;. When there are enough points (> 5) in an interval, the algorithm
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performs clustering using Single-linkage Clustering [12]. After this, each cluster
is modelled as a node in the output network of MAPPER. If one or more of the
selected points are already assigned to a different node (i.e. cluster), MAPPER
creates a link between them in the output network.

5.3 Topic Detection Step

To this point, the network-based representation generated with MAPPER for each
window represents the data in the feature space according to the filter function
for that particular time slot. Since the noisy tweets tend to create isolated nodes
in this network, the most relevant connected components are good candidates
for identifying interesting topics. Furthermore, their most common features can
be used as the topic descriptions.

Therefore, we define the topics we are interested in as the connected compo-
nents in the resulting network such that the number of tweets associated with
the component is above a defined threshold «. On the other hand, we use the
B-most frequent features in the same components as their descriptions.

Our proposed process for identifying topics is performed independently on
each time slot. Once all time slots are processed, we track similar topics across
all the time windows by measuring the Cosine similarity between the topics in
the current and preceding time slots. For this we create independent time series
for each topic such that the topic does not match any other topic according to
the similarity function. For example, if the topic ¢y is present in the windows
wp, w1, ws and the topic t; only in the window w;, we generate two independent
time series as follows:

tso :{tf(to)vtf(tl)atf(tQ)}
tsy :{O,tf(tl),O}

6 Experiments and Results

To evaluate TOPOL we use the same evaluation framework proposed by Aiello
et al. in [1], where they studied three major real-world events that occurred in
2012. We selected one in particular, the FA Cup Final, to conduct our experi-
ments. The FA Cup Final is the final match of the Football Association Challenge
Cup played by the Chelsea FC and Liverpool FC teams on May 5th of 2012.
Chelsea won the match with a final score of 2-1. A set of keywords and hash-
tags provided by experts was used to retrieve related posts from Twitter. The
identifiers of those tweets are all publicly available!.

We retrieved the tweets using the Twitter REST API2. The dataset was
partitioned in time slots considering the nature of the event (using time slots
corresponding to 1 minute). Aiello generated a ground truth for the dataset
consisting of a manual review of published media reports about the event. This

! http://www.socialsensor.cu/results/datasets/ 72-twitter-tdt-dataset
2 https://dev.twitter.com/rest/public
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gold-standard includes 13 topics: the goals scored by players Ramirez, Drogba
and Carrol respectively, as well as the kick-off, half-time and the end of the
match, among others. According to Aiello, the stories selected were “significant,
time-specific and well represented on news media”. The start time assigned for
each story corresponds to the time that the story emerged in mainstream news.
To compare our own results we use the same metrics proposed by Aeillo et al.
in their work:

Topic Recall (T-REC) is the percentage of ground truth topics correctly
detected by the method. A topic is successfully detected if the keywords that
comprise the topic description and the keywords mentioned in the ground
truth description have a Levenshtein similarity >= 0.8 (as defined by Aiello).

Keyword Precision (K-PREC) is the percentage of successfully detected
keywords in the topic description over the total keywords found by the
method for the topic description.

Keyword Recall (K-RECQ) is the percentage of successfully detected key-
words for the topic description over the total keywords included in the topic
description of the ground truth.

Since there are many other topics in the dataset that are not described in
the ground truth, it is not possible to calculate the true Topic Precision. More
information about this dataset can be found in [1].

Table 1 shows the maximum T-REC and K-REC values achieved for different
configurations of ToPoL. We evaluated a wide range of values for the tunable
parameters, including the distance function, resolution and overlap as well as

Table 1. Comparison of Topic Recall (T-REC) and Keyword Recall (K-REC) for
different distance functions, resolutions (r,) and overlapping degrees (0p).

T-REC for Euclidean distance T-REC for Cosine similarity
Res (rp)  Overlapping (op) Res (rp) Overlapping (o)
25 50 75 25 50 75
5 0.3850.462 0.538 5  0.2310.385 0.385
10 0.308 0.308 0.462 10 0.308 0.308 0.462
25  0.2310.154 0.308 25  0.2310.308 0.308
50 0.2310.231 0.231 50  0.308 0.308 0.308
K-REC for Euclidean distance K-REC for Cosine similarity
Res (rp)  Overlapping (op) Res (rp) Overlapping (op)
25 50 75 25 50 75
5 0.571 0.667 0.643 5  0.571 0.600 0.600
10 0.714 0.529 0.583 10 0.556 0.526 0.591
25 0.500 0.500 0.692 25  0.556 0.600 0.667

50 0.600 0.571 0.600 50  0.600 0.600 0.600
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other parameters. Surprisingly, the Euclidean distance function has the better
T-REC on average than the Cosine similarity, as opposed to the intuition that
Cosine similarity is better suited for text documents. However, since the length of
the tweets in Twitter is relatively short and pretty much constant, the Euclidean
distance can distinguish elements better than the Cosine similarity. This explains
why the performance of our method increases when using the Euclidean distance.

We also observe that Topic Recall increases when the overlapping degree
grows, suggesting that MAPPER requires an increased sampling in order to gen-
erate better connected components in the output network. This in turn suggests
that the tweets are fairly scattered in the space independently of the distance
function used for the mapping process. Therefore the connected components can-
not be easily linked together in the network if we use a low overlapping value.

In contrast, when the resolution increases the Topic Recall metric decreases.
With higher resolutions, the generated networks will have more nodes since the
intervals of the filter function will be shorter. This creates networks with few
connected components and this reflects the high separability of Twitter data at
smaller levels, preventing a too connected network. Since we assume that small
connected components in the output network are correlated to noise, in this scale
the number of candidate topics becomes nearly zero. This observation explains
the low Topic Recall obtained.

We studied the influence of the o and 3 parameters for selecting and describ-
ing topics by modifying their values while keeping the other parameters constant
(see Figure 2). In this experiment, Topic Recall remained almost unchanged. This
indicates that TOPOL benefits greatly from the Topology Data Analysis (TDA)
mapping process, and even more than from the burst-based topic descriptions
event detection approach.

Finally, we compared TOPOL with state-of-the-art methods studied by Aiello
et al. in [1]. We found that our method has competitive results as seen in Table 2.

1.0 ‘ ‘ — 1.0
_ o7 _ o7
= =
o o
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= =
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0.0 . . . 0.0 . . .
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Fig. 2. Topic Recall (T-REC) for different values of a (with a fixed 8 = 50), 8 (with
a fixed a = 10) and sampling resolution (Res) parameters. The remaining parameters
are maintained invariable.
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Table 2. Comparison of state-of-the-art topic detection methods studied by Aiello
et al. [1] and TopPOL using the Euclidean distance, 7, = 5 and o, = 75 as parameters.

Topic Detection Method T-REC K-PREC K-REC
Latent Dirichlet Allocation (LDA) 0.6923 0.1637 0.6829
Document-pivot 0.7692 0.3373 0.5833
Frequent Pattern Mining (FPM) 0.3077 0.7500 0.4286
Soft Frequent Pattern Mining (SFPM) 0.6154 0.2336 0.6579
BNgram 0.7692 0.2989 0.5778
ToproL (based on TDA) 0.5380 0.3000 0.6430

7 Conclusions and Future Work

Detecting events in Social Network Sites (SNS) is a complex process that
demands a combination of techniques such as data mining, information retrieval
and text mining in order to find stories of interest that are trending in the SNS.
We introduced ToOPOL, a novel method to detect topics in Twitter using
Topology Data Analysis (TDA). Our method generates a network-based repre-
sentation of Twitter posts that correlates with the topological shape of keywords
modelled as term frequency (TF) vectors according to different distance func-
tions. We evaluated our approach with a standard dataset and distance methods,
obtaining competitive results compared to using state-of-the-art approaches [1].
We also found that the most influential parameters for our method are the
overlapping degree (0,) and the sampling resolution (r,). Both parameters pro-
vided significant improvements in our evaluation metrics, specially Topic Recall
(T-REC). In addition we showed that TOPOL relies mostly on the usage of TDA
than the selection of features, improving the robustness of our approach.
Several future directions can be considered in order to improve the perfor-
mance and quality of our topic detection method. Many other alternatives to
the MAPPER algorithm have been developed in recent years [13]. These new
outcomes avoid filtering functions and improve the computational performance.
Additionally, the study of the effects of other distance functions is promising.
Furthermore, different approaches can be explored as well for detecting topic
changes in the topological networks, and also other algorithms for detecting
bursty topics in the time series. Finally, more representational models for the
SNS documents can be considered for potentially improving our initial results.
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