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Abstract. Research exploring the implementation of surrogates has included
areas such as training (Chuah et al., 2013), education (Yamashita, Kuzuoka, Fu-
jimon, & Hirose, 2007), and entertainment (Boberg, Piippo, & Ollila, 2008).
Determining the characteristics of the surrogate that could potentially influence
the human’s behavioral responses during human-surrogate interactions is of
importance. The present work will draw on the literature about human-robot
interaction (HRI), social psychology literature regarding the impact that the
presence of a surrogate has on another human, and communications literature
about human-human interpersonal interaction. The review will result in an ex-
perimental design to evaluate various dimensions of the space of human-
surrogate characteristics influence on interaction.

Keywords: human-robot interaction, human-surrogate interaction, communica-
tions, social psychology, avatar, physical-virtual avatar.

1 Introduction

The past decades have seen a tremendous social role change for robots and virtual
avatars, as many have forecasted (Dragone et al., 2006). One such manifestation is the
inception of their use as non-traditional surrogates (Welch, 2012). Surrogates, al-
though the term has other meanings (McFarland et al., 2002), are considered for the
present purpose to be a substitute for another person in a context-specific role. These
surrogates can range from being purely virtual characters to real human beings. In the
broadest sense, the term ‘surrogate’ captures the interest in human representations,
while not being encumbered by traditional distinctions between digital and physical
form (of the virtual characters) or the nature of the agency (intelligence model of the
virtual characters). Basically, the concentration here is on the ‘vessel’ that will house
the surrogate and to describe how to conceptualize the future social roles of non-
traditional surrogates.
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As the average person in many industrialized nations becomes more tech savvy,
they are less likely to perceive interactions with robots as negative (Bartneck et al.,
2005). The substantial increase in computer-mediated communication (CMC) is a
factor in this acceptance (Halpern & Katz, 2013). Haraway (1985) even made argu-
ments stating the social response humans have towards robots can be attributed to the
societal trend of blending computers, machines, and organisms. This has created an
environment in which people are more willing to at least entertain the idea of interact-
ing with surrogates in the forms of robots and virtual avatars. Reeves and Nass (1996)
also found that humans are likely to socially accept computer entities as equal peers
as long as they consistently portray competent social behavior. Therefore, on a larger
scale, research should seek the benefits of implementation of non-traditional surro-
gates for current social roles held by a human. Before this accomplishment, basic
lines of research revealing the perception of the human user should lay foundational
work and provide recommendations for non-traditional surrogate design and applica-
tion. Despite the acceptance of these newly acquired avenues of interaction, little is
known about the factors that influence the behavioral response from the human user.
Specifically, it is unknown how the perceived interaction of the human user will be
affected by the characteristics of these non-traditional surrogates and if the same
forms of communication that apply to human-human interactions still hold true for
human-surrogate interaction, in all its forms (Welch, 2012).

An initial review of the current state of human-surrogate interaction is presented.
The work will then draw on the literature about human-robot interaction (HRI). How-
ever, it should be noted in relation to the developmental progress of physical-virtual
avatars, that much of the work has centered on improving the functionality and capa-
bilities of the robot to resemble a human, such as the motion and behavior, but fewer
efforts have focused on the appearance (Lincoln et al., 2010) or the human’s percep-
tion of the robotic entities. To that end, best practices for experimentation will also
draw on the social psychology literature regarding the impact that the presence (ac-
tual, imagined, or implied) of a surrogate has on another human (Fiske, 2004) and the
communications literature about human-human interpersonal interaction.

The first step in this line of research is understanding each of these disciplines
separately and then integrating the concepts into a shared mental model from which
surrogate research can flow. This process, in particular identifying specific constructs,
will be highlighted in the present paper. The evaluation of various approaches to
studying similar domain areas and their importance to driving novel surrogate
research will be discussed in more detail. The result of this review is an initial expe-
rimental design constructed from a truly integrated, multi-disciplinary viewpoint. That
experimental design will be outlined with the expected impact on a newly developed
systematic approach to studying human-surrogate interactions.

1.1 Human-Surrogate Interaction

Traditionally, human surrogates have played a variety of roles within social settings,
such as medical, military, educational, and entertainment. Waytz (2013) argues that
meaningful connections with “social substitutes” are possible. Even in other species,



Good Enough Yet? A Preliminary Evaluation of Human-Surrogate Interaction 241

surrogates have been shown to elicit a social response (Harlow, 1958). There is an
apparent innate desire to develop social ties. Some might argue that from an evolutio-
nary perspective, successful socialization increases the likelihood of survival and
reproduction. Therefore, one must take advantage of this motivation to socialize when
developing the role of a non-traditional surrogate.

Advances in computer science technology have led to the development of many
forms of surrogates, including virtual and physical-virtual. The vision of future surro-
gate roles is one of a widespread generality. Imagine classrooms all over the world
that are each equipped with a human-like surrogate that receives input from a single
teacher and portrays her dynamic image from a remote location (Welch, 2012). This
allows people to be in more than one place at a time, disseminating thoughts, ideas,
and knowledge to a larger population. Now replace that teacher with a doctor, and
now the doctor has the ability to visit with patients, nurses, or other colleagues with-
out having to be physically present (Lincoln et al., 2010). Use the role of a search and
rescue team instead, and now teams can access areas that are potentially dangerous or
impenetrable for a human, but not for a surrogate (Goodrich & Schultz, 2007). As one
can see, this opens up the door to new ways of interacting and communicating, ex-
panding the physical and mental capabilities of both surrogates and users. Research
has explored the successful implementation of non-traditional surrogates in areas such
as training (Chuah et al., 2013), education (Yamashita, Kuzuoka, Fujimon, & Hirose,
2007), and entertainment (Boberg, Piippo, & Ollila, 2008), yet the field is still in its
infancy.

One type of possible physical-virtual surrogate is a robotic replica of a person
(Lincoln et al., 2010; Welch, 2012). Determining the characteristics of the surrogate
that could potentially influence the human’s behavioral responses during human-
surrogate interactions is of importance for effective interactions. It would be advanta-
geous for these robotic replicas to capitalize on the extensive research within the field
of HRI to aid non-traditional surrogate development.

1.2 Human-Robot Interaction

HRI is the “field of study dedicated to understanding, designing, and evaluating
robotic systems for use by or with humans” (Goodrich & Schultz, 2007). The interac-
tion, therefore, necessitates some form of communication to occur between both the
human and robot. Several forms of communications are possible, but are dependent
upon proximity to each other (Mumm & Mutlu, 2011). Entities can either be distant
or nearby. In reference to human-surrogate interaction, research should compare the
effectiveness of interacting and communicating with surrogates that are remote or
co-located in a variety of contexts to establish when it is appropriate to use one or the
other.

Goodrich & Shultz (2007) described five attributes in which interaction between a
human and robot is possible. Of the five, two are most relevant to the current review.
One centers on the nature of information exchange and the other, of a lesser imme-
diate relevance, refers to the adaptation, learning and training of humans and robots.
Many of the characteristics of the former attribute indicates the way information is
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passed, such as the format, medium, or rules (Chan et al., 2005; Gunhee Kim et al.,
2004; Sidner et al., 2004), and reaches out to the human factors and communication
literature for support. HRI addresses, in this context, the parameters of the informa-
tion need to be in order for the human perceptual system to effectively receive such
input. The ability to satisfactorily understand, communicate, or interpret the behavior
of a robot or avatar will factor into the perceived usability of interacting with the sur-
rogate (Yanco, Drury, & Scholtz, 2004). The second attribute takes two approaches,
maximizing or minimizing the amount of training required to effectively interact with
the robot. For naturalistic interactions and increased likelihood of technological ac-
ceptance, minimization is preferable (Salvini, Laschi, & Dario, 2010).

From a once common teleoperated or supervisory control, these entities have ac-
quired more autonomous capabilities to allow free roaming interaction in the social
environment with other robots, computers, humans, or a combination thereof. If sur-
rogates are going to be used for a myriad of social roles, then ideally, extensive train-
ing should not be required to learn how to communicate with each other. They should
both hold a similar mental model as to how the interaction or communication should
take place (Crandall & Goodrich, 2002). By leveraging the anthropomorphic tendency
of humans to ascribe human characteristics to animals and objects, mental models of
human-human interactions will transfer to a human-robot interaction, facilitating the
transition of utilizing a robot or virtual avatar as a medium through which surrogates
are portrayed (Halpern & Katz, 2013). A look at the role of human perception as a
motivational factor for socializing with surrogates borrows explanations from the
discipline of social psychology.

1.3 Social Psychology

Social Psychology refers to the “scientific attempt to understand and explain how the
thoughts, feelings, and behaviors of individuals are influenced by the actual, imagined,
or implied presence of other human beings” (Fiske, 2002, 2004; Stevens & Fiske,
1995). Presence is the key word here. Social psychology deals with how individuals
think and behave when in the presence of others. Research showed that a physically
present robot was associated with changes in participant engagement when compared
to a video image of the same robot, suggesting that physical presence is an influential
factor (Welch, 2012). What is unknown is the context or situation in which the
physical or imagined presence of a surrogate is most effective for human-surrogate
interaction.

Individuals can express themselves in ways that can influence a social group and
vice versa. If certain criteria are met, such as perceived benefits or trust, individuals
within the social group develop interpersonal relationships, increasing dependence on
each other (Yuan, Fulk, Monge, & Contractor, 2010). This increase leads to interde-
pendence of individuals working together to accomplish a shared goal because of
the perceived benefits they will gain by a collective effort, rather than individual.
Therefore, for successful instantiation of non-traditional surrogates, interdependence
is crucial. To increase the success rate of interdependence, it is valuable to identify
and understand the motivation for individuals to socialize.
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The core social motives framework describe by Fiske (2004) attempts to describe
the psychological processing that underlies human cognition, affect, and behavior
within a social context. One core social motive, belonging, underlies the other four
motives, which include controlling, understanding, self-enhancing, and trusting. For
example, in applied settings, it may be useful to foster a sense that humans and robots
‘belong to the same team.’ Social thoughts, feelings, and behaviors are argued to be
linked to satisfying these core social motives. In terms of human-surrogate interac-
tion, the relationship built between the two should aim to meet these motives. By
securing these motives, a shared goal can be met and the level (i.e. strength, frequen-
cy, diversity) of interdependence will increase (Fiske, 2004; Yuan, Fulk, Monge, &
Contractor, 2010). There are also many individual factors that can affect the way in
which humans socialize, such as culture (Bartneck et al., 2005), gender (Nomura &
Takagi, 2011; Schermerhorn, Scheutz, & Crowell, 2008), and religion (Shaw-
Garlock, 2009), and must be taken in account when defining the context in which
human-surrogate interaction will occur. The context will suggest the way in which
communication will ensue during human-surrogate interaction.

1.4 Communication

Communicating is an act of transmitting verbal and non-verbal information (Lackey et
al., 2013). Transmission refers to a message being communicated from one entity to
another (i.e. asking a question). Communication entails a bi-directional passage of
information between two entities through a common system (i.e. symbols, signs, beha-
vior). Human communication is comprised of more than just the information
conveyed, but a composition of psychological, physiological, behavioral, and environ-
mental factors (Floyd & Afifi, 2011), with goals to establish/maintain a relationship,
persuade changes, understand others, and/or reach a common goal. When applying
these concepts to the human-surrogate interaction domain, the content of the message is
not conveyed alone, but a synthesis of explicit and implicit information in communica-
tion forms that fluctuate depending on the content and context of the message.

Of the forms of human communication, the most relevant to construct positive
human-surrogate interactions are a mix of interpersonal, interviewing, and CMC.
Interpersonal communication suggests a relationship exists or builds between the
two interacting partners. Interviewing consists of more direct questions and answers,
but still has interpersonal value. CMC is a general form in which communication
is facilitated by a computer or computer-related device. By allowing the form of
human-surrogate communication to vary, it will resemble the forms used during hu-
man-human communication, likely increasing the social presence of the surrogate
from the perspective of the user.

Though communication seems to be expressed rather explicitly through these vari-
ous forms of communication, there are a host of implicit cues that are expressed as
well (Lackey et al., 2011; Reinerman-Jones, Sollins, & Hudson, 2013). Effective
communication depends not just on the clarity and relevance of verbal utterances, but
also on non-verbal cues that facilitate understanding of the speaker and regulation
of the dialogue (Breazeal et al., 2005). These cues include gestures and displays of
emotion. Indeed, in some accounts, facilitating communication is a primary function
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of emotion (Oatley & Johnson-Laird, 2014). To some degree, both emotional and
gestural cues are processed unconsciously. Thus, an effective surrogate needs, at least
to some degree, to elicit implicit processing of cues similar to human-human interac-
tion. Ideally, the interaction feels natural to the human participant, even if he or she is
unaware of the cues that facilitate communication. These concepts are theorized in a
transactional model of communication.

According to the transaction model, communication is never a one-way street, but
a simultaneous, mutual interaction (Barnlund, 1970; Watzlawick, Beavin, & Jackson,
1967; West & Turner, 2009), unlike the linear models that argue communication
is more one-sided. The term transaction implies a supportive interaction to attain a
collective meaning (West & Turner, 2009). That is the goal of human-surrogate inte-
raction, to build a trusting relationship in order to work together to develop a shared
meaning of the situation and progress towards a cooperative solution.

2 Interaction Investigation Recommendations

The purpose of these general logic statements is to suggest the areas of investigational
importance and how they relate to achieve successful human-surrogate interaction.
This logic, ideally to increase the successful implementation of non-traditional surro-
gates, is based on the disciplines described above.

e Perception: if humans perceive the surrogate as beneficial or coherent to their men-
tal models, then they will trust it

e Trust: if humans trust the surrogate, then they will use it

e Usability: if humans are able to use the surrogate, then they will accept it

e Technological acceptance: if humans accept the surrogate, then interactions will be
effective and performance will meet or exceed set standards

e Performance: if human performance meets or exceeds standards, then human-
surrogate interaction is successful

Graaf and Allouch, (2013) suggested including both hedonic and utilitarian factors
to assess the social role of these surrogates. The first two relate to the hedonic factors
of the user’s perspective and interpersonal relationships, while the following three
evaluate the utilitarian aspects of interaction and experience. A salient interpretation
of the human-surrogate interaction experience will begin to emerge by looking at both
factors, informing the ultimate decision to either use non-traditional surrogates or not.
This is intended not as an exhaustive effort to categorize all human-surrogate interac-
tion research areas, but as a guiding framework to add or remove logical investigative
statements or sub-statements to direct human-surrogate interaction research based on
contextual purposes.

2.1  Experimental Approach

The novel experimental approach proposed here seeks to combine the guiding theo-
ries and principles as interdisciplinary solutions to the interdisciplinary investigation
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of manifesting a surrogate from the combination of human, virtual avatar, and robotic
features to effectively communicate with a human to achieve a shared goal. The term
human-surrogate interaction implies the cooperation of two or more individuals,
meaning no single entity (i.e. human, robot, avatar) can provide all the solutions. This
consideration implicitly directs the approach that must be taken in order to address the
research issues. The manifestations of virtual and physical-virtual surrogates typically
are represented with many anthropomorphic features, come in a variety of shapes and
physical forms, and have varying levels of intelligence, but the degree to which these
features influence the human’s response, and therefore potentially impact the effec-
tiveness of communication, is less understood (Dragone et al., 2006; Halpern & Katz,
2013; Welch, 2012). Thus, it is important to conduct controlled experimental studies
of the impact of specific types of surrogate on the experience of the human who inte-
racts with them.

3 Experimental Overview

Central to the methodology is the use of multiple metrics for evaluating participant
experience. These metrics include both scales for explicit aspects of experience, and
implicit behavioral measures. Scales for explicit response may be located within the
research literatures already reviewed, i.e., those on HRI and the human factors of
interfaces, on social perceptions, and on conscious perceptions of communication.
Implicit behavioral measures may be derived primarily from communications re-
search on objective measures of speech behavior and postural cues to speaker and
listener engagement. Statistical analysis can then be used to determine whether and
how surrogate type influences these various metrics.

3.1 Variables

Independent. The independent variable is surrogate type, manipulated within-
subjects, includes a human, 2D virtual avatar, and a physical-virtual avatar (PVA). All
three types of surrogates should be used because the participant's experience may be
so profoundly influenced by interacting with a virtual figure as opposed to a human,
that the experience becomes qualitatively different. One aim is then to compare the
participant's responses to human and virtual surrogates along relevant metrics to
determine whether it is feasible to use responses to the human as a reference point for
evaluating a range of different surrogates.

The gender, age, voice, clothing, and form of interaction should be held constant
across all surrogate types, the difference being solely the medium in which the surro-
gate is presented. The surrogates should express the seven universal primary emotions
(Ekman, 1992) through tone of voice, gestural cues, and facial expression while inte-
racting with participants. Gestural cues (head movements) and facial emotion expres-
sions can be programmed or practiced (depending on the surrogate type) to represent
the use of cues in human-surrogate interaction.
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Dependent

Subjective Measures. Questionnaires should be based on the multidisciplinary ap-
proach described and used to gather subjective information from the participants
about their experience with each surrogate. They should cover areas related to the
user’s perception, trust, usability, and technology acceptance. As described in section
1 above, the literature provides several relevant constructs. From a social psychologi-
cal perspective, it is important also to assess the user’s interpretation of their expe-
rience of the interaction with the surrogates in relation to constructs such as social
presence. The assessment of trust should look at the perceptions of the reliability,
functionality, and social attributes of the surrogates. As with any form of technology,
the ability to effectively and efficiently use it should be addressed by a usability ques-
tionnaire. Technology acceptance refers to the interest and enjoyment of the interac-
tion with the surrogates. Especially in the early stages of research, it is important also
to obtain qualitative responses, which may illuminate data obtained from quantitative
rating scales. Qualitative data may be obtained from free responses to questions prob-
ing key elements of the user experience. The free response format also allows assess-
ment of the user’s experience of communication with the surrogate, and any specific
issues arising from the visual and auditory components of communication.

Objective Measures. Validated questionnaire scales may be more effective in evaluat-
ing explicit rather than implicit responses. As implicit measures, postural measures
may pick up unconscious reactions that may not be evident in the questionnaires
(Knapp, Hall, & Horgan, 2013).

Postural Measures. A head-tracking system can be used to objectively assess the
participant’s head position and a body-tracking system can be used for assessing the
torso and arms/hands of the participants while engaged in transactional conversations
with the surrogates.

Verbal Communication Measures. Objective measures of the participant’s verbal
responses can be assessed during communication with each surrogate of interest.
Measures include frequency counts of utterances, average duration, and average
response time to surrogate speech.

3.2 Procedure

It is important to maintain experimental control of participants’ interactions with the
three surrogates of interests (human, virtual, and physical-virtual) through verbal
communication. Both the participant and the surrogate should remain at a constant
distance from each other and never be in physical contact to first assess characteristics
of the surrogate without taking into account other factors such as proximity. Commu-
nication can take the form of structured verbal exchanges between the participant and
the surrogate, resembling casual conversation about both non-emotional (i.e., asking
the participant’s age) and emotional topics (i.e. asking about emotional reactions
to being cut off while driving). The suggested post-exposure questionnaires can be
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administered following interaction with each surrogate. The order of experimental
conditions (exposure to each surrogate) must also be counter-balanced across partici-
pants to minimize any order effects.

4 Conclusion

Our proposed methodology will potentially identify characteristics of surrogates that
can affect human perceptions of transactions with surrogates, achieved through a
multi-disciplinary method. The multi-disciplinary approach is encouraged to explore
the area of human-surrogate interaction. Specifically, in our research, we aim to com-
pare the participant’s experience of three surrogate types across a range of quantita-
tive metrics derived from the relevant disciplines. We can then evaluate differences
between surrogates in terms of constructs derived from HRI (e.g., usability), social
psychology (e.g., presence) and communication (e.g., postural engagement). We
anticipate finding different patterns or profiles of response to the three surrogates,
patterns that can be interpreted qualitatively on the basis of the relevant research lite-
ratures, aided by the participant’s free-response accounts of their experience.

Two specific types of comparison are of most important. First, we can compare
participants’ reactions to human versus virtual surrogates. The cultural trend towards
increased interaction with artificial systems (Bartneck et al., 2005) implies that people
may have broadly similar experiences of interacting with the two types of entities, at
least in highly structured settings, such as that developed for this study. On the other
hand, the distinction between human and virtual presence may be so salient that the
experiences cannot be considered comparable. Based on the outcome of the compari-
son, we can explore a defined single domain for human-surrogate interaction or
pursue two separate lines of investigation. That is, if there are major qualitative dif-
ferences in interacting with the two forms of surrogate, it may not be productive to
compare interactions with virtual surrogates (whether human or artificial) with those
with physically-present human beings.

Second, within the field of virtual systems, the research may begin to inform
about optimal design, for example, the auditory and visual characteristics that optim-
ize natural interaction. The current study should be informative about one specific
design question, whether to use a 2-D or 3-D figure. Questionnaires also probe some
specific design issues such as the acceptability of the visual and auditory aspects of
the stimuli, and the realism of the emotional displays. Future studies might explore
the impact of other design features, such as proximity between the human and surro-
gate (Halpern & Katz, 2013; Mumm & Mutlu, 2011).

The applied contribution of the research will be to guide practitioners, designers,
and trainers in managing some of the tradeoffs faced when creating human surrogates
(Welch, 2012). It will also make a methodological contribution towards developing
protocols for evaluating the person’s experience with surrogates, which might be
directed towards a range of surrogate systems and contexts for interaction. The find-
ings will advance the understanding and framework of human-surrogate interaction
and its social role as investigated through the use of virtual and physical surrogates.
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