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Dedication

The volume is dedicated to Prof. Dr. Imre J. Rudas on the occasion of celebrat-
ing his 65th birthday and expressing our respect to his outstanding, high level
achievements of 11 years rectorship.



Foreword

I am very pleased to have an opportunity to write a foreword to “Advances in
Soft Computing, Intelligent Robotics and Control”, dedicated to my esteemed
friend, Imre J. Rudas on the occasion of his 65th anniversary. In the course of his
long and distinguished career as a researcher, educator and administrator, Imre
has contributed importantly to the advancement of our understanding of how to
conceive, design and construct intelligent systems. Imre’s work makes a skilled
use of concepts and techniques drawn from a broad range of methodologies,
principally soft computing, fuzzy logic and robotics. Imre is a man of vision and
initiative. He is a true leader.

As my tribute to Imre, I should like to share with the readers of this Volume,
some of my thoughts and ideas which relate to an issue which underlies much
of Imre’s work—achievement of human-level machine intelligence. My thoughts
and views reflect my long-standing interest in machine intelligence, going back to
the beginning of my teaching and research career. The beginning of my teaching
and research career coincided with the debut of the computer age and the birth
of artificial intelligence. It was my fortune to be able to observe at close distance,
and participate in, the advent of the Information Revolution—a revolution which
fundamentally changed the way we live and work today.

Back in the late forties and early fifties of last century, there were many exag-
gerated expectations of what was around the corner. It was widely predicted that
human-level machine intelligence would become a reality in a few years’ time.
In a short paper published in 1950, entitled “Thinking machines—a new field in
electrical engineering”, I included some of the headlines which appeared in the
popular press at that time. One of them read, “Electric Brain Capable of Trans-
lating Foreign Languages is Being Built”. Today, we have fairly good translation
programs, but nothing that can approach the quality of human translation. In
1948, on the occasion of inauguration of IBM’s relay computer, Howard Aiken,
Director of Harvard’s Computation Laboratory, said, “There is no problem in
applied mathematics that this computer cannot solve”. What is remarkable is
that Aiken made this claim about a relay computer which had a memory of
about one thousand words. His claim could not be farther from truth.
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Putting exaggerated expectations aside, tremendous progress has been made
in our ability to construct machines which can process huge volumes of infor-
mation at high speed and with high reliability. But achievement of human-level
machine intelligence remains a challenging problem. In what follows, I will briefly
address a basic question: Why achievement of human-level machine intelligence
proved to be a much more difficult problem than it was thought to be at the
dawn of the computer age?

Humans have a remarkable capability to reason with information which is
imprecise, uncertain and partially true. In large measure, today’s computers
employ the classical, Aristotelian, bivalent logic. Bivalent logic is intolerant of
imprecision and partiality of truth. It is my conviction that to simulate human
reasoning, it is necessary to employ a logic in which the objects of reasoning and
computation are classes with unsharp (fuzzy) boundaries. Bivalent logic is not
the right logic for reasoning and computation with objects of this type. What
is needed for this purpose is fuzzy logic. Basically, fuzzy logic is a system of
reasoning and computation in which the objects of reasoning and computation
are classes with unsharp (fuzzy) boundaries. In my view, human-level machine
intelligence cannot be achieved without the use of fuzzy logic. What should be
underscored is that this view is at variance with conventional wisdom.

A Litmus test of human-level machine intelligence is natural language under-
standing. In large measure, existing approaches to natural language understand-
ing are based on bivalent logic and probability theory. In a natural language, a
word, w, is typically a label of a class with unsharp (fuzzy) boundaries. In this
sense, almost all words in a natural language have a fuzzy meaning. Examples.
Tall, fast, heavy, beautiful, likely, etc. There are two choices in representing the
meaning of a fuzzy word. First, as a probability distribution; and second, as a
fuzzy set or, equivalently, as a possibility distribution. A problem which arises
is: If the meaning of a word, w, is represented as a probability distribution, then
not w cannot be represented as a probability distribution. By contrast, if the
meaning of w is represented as a possibility distribution, then the meaning of
not w is a possibility distribution which is very simply related to the possibility
distribution of w. A more complex problem is that of composing the meaning of a
proposition from the meanings of its fuzzy constituents. Traditional approaches
to semantics of natural languages do not have this capability. Fuzzy logic has
this capability because it is designed to compute with classes which have unsharp
(fuzzy) boundaries.

In conclusion, I believe that to achieve human-level machine intelligence it
will be necessary to employ fuzzy logic. This does not mean, however, that the
use of fuzzy logic will necessarily lead to achievement of human-level machine
intelligence. Many other problems will have to be solved. What is my conviction
is that without the use of fuzzy logic, human-level machine intelligence cannot
be achieved. As was stated earlier, this view is at variance with conventional
wisdom. History will judge who is right.



Foreword IX

The editors, Professors János Fodor and Róbert Fullér and the publisher,
Springer, deserve our thanks and congratulations for producing a Volume which
is a significant contribution to the literature of soft computing, fuzzy logic and
robotics.

January 23, 2014 Lotfi A. Zadeh
Berkeley, CA



Preface

Soft computing, intelligent robotics and control, and some applied mathemati-
cal aspects – the main subjects of this volume – are in the core of interest of
an illustrious and successful scientific researcher, an exceptional leader, and an
incredibly great man. He is Professor Imre J. Rudas, the Rector of Óbuda Uni-
versity, Budapest, Hungary. He becomes 65 this April, and this fact motivated
us to edit this volume. This is a token of appreciation and friendship of his
colleagues, students and friends.

Professor Rudas’s achievements are long-lasting both in science and in lead-
ership. Because of space limitations we mention just a few facts and figures
from his rich oeuvre. He has published more than 700 papers in books, scientific
journals, and peer reviewed international conference proceedings, delivered more
than 50 plenary talks at international conferences, and received more than 2000
independent citations for his publications. He founded Acta Polytechnica Hun-
garica, an international peer-reviewed scientific journal, which started to own
impact factor after 6 years of its existence. He is the founder of seven IEEE
sponsored international conference and symposium series. He is the only rector
in the Hungarian higher-education who could establish a new university (Óbuda
University) by upgrading an existing institution (Budapest Tech), through the
fulfillment of high standards.

For those who do not know professor Rudas personally, we would like to
picture him with the help of two appraisals.

Gyula Sallai (professor, Budapest University of Technology and Economics)
writes as follows:

“Imre J. Rudas is a prominent, distinguished personality of the Hungarian
higher education, whose thoughts concentrate on strengthening the reputation
and professional success of the organization directed by him, who is a strategist,
professor and team builder in one person, who catches with keen insight:

– the strategic opportunities,
– the prospective breakthroughs in scientific research and
– the effective professionals that can make stronger his team;
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who establishes success of his institutional plans, and realizes them by

– firm faith, focusing on the objectives,
– carrying his smaller and larger collectives with him and
– receiving with recognition of the Hungarians within and beyond the frontier,

and the wider international community;

who, nevertheless remains the man at all times, with whom it is good to be
together, to turn an idea over in our mind or devise a plan, and to drink a glass
of good wine.”

János Dusza (professor at Óbuda University, Member of the Presidium of the
Slovak Academy of Sciences, External Member of the Hungarian Academy of
Sciences) writes:

“I first met Professor Rudas in 2011 in Kosice, Slovakia. Kosice is not just
a city I call home but also where Prof. Rudas received his first Doctor Honoris
Causa degree, conferred on him by the Technical University of Kosice.

I was, prior to our first meeting, very aware of his reputation as an interna-
tionally recognized expert in the field of computational cybernetics, robotics with
special emphasis on robot control, fuzzy control and fuzzy sets.

Being a scientist active in the field of advanced ceramics and coatings, I was
concerned that we would find little of common scientific overlap. I was delighted
to find that not only were there many conversational topics we enjoyed discussing,
but the possibility of future collaborative projects also became obvious.

At first, it was the interdisciplinary research into the field of robotics with
regard to advanced materials with exceptional tribological properties. Professor
Rudas’s overview, knowledge of the initial problems and further collaborative
suggestions were particularly welcome and greatly appreciated.

Secondly it was the management of education and research. Without hesita-
tion, I would say that Professor Rudas’s understanding, foresight and experience
in strengthening his University’s core ethos and reputation during his leadership
was unsurpassed in anyone I had met before, or since.

The third area was in international collaboration. He provided strong support
to many young scientists and members of the Hungarian scientific community
in the Carpathian Basin and throughout the world. I highly appreciate these
activities and I am very happy to have been personally involved.

I would particularly like to emphasize Professor Rudas’s ability to see unrec-
ognized skills and talents in others and his desire to ensure that each individual’s
potential is fully realized.

Only our personal friendship has meant more to me than our work together
and I look forward to developing both in the future.”

The present volume is a collection of 20 chapters written by respectable ex-
perts of the fields. Professor Rudas’s wide spectrum of interests is reflected in
the variety of these contributions, dealing with three major topics.

The first part of the book addresses issues of intelligent robotics, including
robust fixed point transformation design, experimental verification of the input-
output feedback linearization of differentially driven mobile robot and applying
kinematic synthesis to micro electro-mechanical systems design.
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The second part of the book is devoted to fundamental aspects of soft comput-
ing. This includes practical aspects of fuzzy rule interpolation, subjective weights
based meta learning in multi criteria decision making, swarm-based heuristics
for an area exploration and knowledge driven adaptive product representations.

The last part concerns with different problems, issues and methods of applied
mathematics. This includes perturbation estimates for invariant subspaces of
Hessenberg matrices, uncertainty and nonlinearity modelling by probabilistic
metric spaces and comparison and visualization of the DNA of six primates.

The editors are grateful to the authors for their excellent work. Thanks are
also due to Dr. Péter Kárász for his editorial assistance and sincere effort in
bringing out the volume nicely in time.

We do hope that readers will benefit from the content of this volume, and will
find it intellectually stimulating and professionally rewarding.

January 27, 2014 János Fodor
Robert Fullér

Budapest, Hungary
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Control Algorithms for Plants Operating Under

Variable Conditions, Applications

Stefan Preitl1, Radu-Emil Precup1, Zsuzsa Preitl2, Alexandra-Iulia St̂ınean1,
Mircea-Bogdan Rădac1, and Claudia-Adina Dragoş1

1 Politehnica University Timisoara
Department of Automation and Applied Informatics
Bd. V. Parvan 2, RO-300223 Timisoara, Romania

{stefan.preitl,radu.precup,mircea.radac,claudia.dragos}@aut.upt.ro,
kassandra3107@yahoo.com

2 Siemens AG, Erlangen, Germany (former at Politehnica University Timisoara
and at Budapest University of Technology and Economics)

zsuzsap@yahoo.com

Abstract. The chapter deals with development, analysis and applica-
bility of several easy applicable control algorithms, dedicated to plants
working under continuously variable conditions: variable plant parame-
ters or (the worst case) variable structure, variable reference and vari-
able load (disturbance). Two speed control applications are selected and
treated from the wide range of such applications: a case specific to the
metallurgical industry, and the speed control of an electric (hybrid) ve-
hicle model. The efficiency of the algorithms is tested and illustrated
on different plant models and also on laboratory equipment with vari-
able moment of inertia. The presented algorithms are easily adaptable
to similar applications.

Keywords: Control algorithms, electrical driving systems, variable con-
ditions, mathematical models, switching logic.

1 Introduction

Many industrial and non-industrial control applications are dedicated to plants
working under continuously variable conditions, e.g., variable parameters and/or
structure, variable reference and variable load disturbance, conditions which de-
pends on the plant evolution. Representative applications are the domains of
drives, i.e., electrical, hydraulic, pneumatic driving systems and thermal systems
according to the examples given in [1–7].

Many theoretical and practical aspects may be solved in order to improve
the control system performance expressed as performance specifications such as
zero control error, robustness, good transients and disturbance rejection. For
example:

1. The continuous variability of the inputs and parameters and the presence of
the nonlinearities;

J. Fodor and R. Fullér (eds.), Advances in Soft Computing, 3
Intelligent Robotics and Control, Topics in Intelligent Engineering and Informatics 8,
DOI: 10.1007/978-3-319-05945-7_1, c© Springer International Publishing Switzerland 2014
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2. The presence of elasticity in power transfer (mechanical, for example) and
derived, working in resonant regimes and suppress the oscillations, a notch
filter may be inserted in the controller’s structure [3, 5];

3. Complex optimization aspects in energy management [8, 9];
4. The presence of system noise and of actuating limits which reduce the con-

trol effect and the effect of the AWR measure, where the use of trajectory
reference compensator and the mixing the effect of different modern control
algorithms can ensure better robustness and control performances [2].

5. Nonlinearities in basic physical laws, for example, of the thermoelectric ef-
fects reflected, e.g., in Stefan-Boltzmann’s law [10], etc.

Using the fact that in many applications relatively good models of the plant
can be available, many theoretical, technical and practical control solutions can
be developed and implemented as model-based control (MBC) solutions [2, 11–
18] offering good control system performance.

Regarding the main idea, the control of plants working under continuously
variable conditions, the chapter treats some easy applicable control algorithms.
These algorithms are based on an output control strategy and tested on two
class of application, on a laboratory equipments and/or simulation on detailed
mathe-matical models of the plant.

The controlled plants are presented using relatively detailed Mathematical
Models (MMs): the electrical driving system for an electric (hybrid) vehicle
(EHV), for which the moment of inertia is relatively constant for a drive cy-
cle, and a drive system with continuously Variable Moment of Inertia (VMI).
Both plants have continuously variable inputs (reference and disturbance). Both
applications are connected to drives with BLDC motors (BLDC-ms) or, partic-
ularly, with DC motors (DC-ms), using Cascade Control Structures (CCSs).

2 Practical Control Structures and Algorithms,
Development Aspects for Plants Working Under
Continuously Variable Conditions

A set of control algorithms (c.a.s) will be presented as follows as output control
strategies. A part of the c.a.s is based on a single control loop and another
one is based on the CCs. The analysed structures make use of an optimised
inner (current) control loop. Therefore, the main control task, namely the speed
control, is fulfilled by the main loop, by the speed controller which must be well
designed.

2.1 The Classical Control Loop with PI(D) Controller

Due to the fact that the application is characterized mainly by continuously vari-
able parameters in a relatively large domain, the control solution with bump-less
switching of the c.a. can be a good, practical and relatively easily to implement
option. The structure of this control solution is given in Fig. 1.
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Fig. 1. The CCS with a switching logic for a speed controller

If the parameters of the plant are continuously variable and, as a consequence,
the model can be easily linearised, the main aim of the designer is to bring the
model in a benchmark type form [11]. Therefore, the design using classical or
derived PI(D) control structures, becomes very convenient, and switching c.a.s
are usable.

For example the switching structure for the classical PI controller with the
transfer function (t.f.).

HC(s) =
kc
s
(1 + sTc) =

kC
sTi

(1 + sTi) , (1)

is presented in Fig. 2, and the corresponding digital c.a. has the form

ujk = −
p
(j)
1pi

p
(j)
0pi

· uj,k−1 +
q
(j)
1pi

p
(j)
0pi

· ej,k−1 +
q
(j)
0pi

p
(j)
0pi

· ejk,

j = 1, 2, 3 c.a.(j), ejk = ek

(2)

with the parameters given by

q0pi = kC +
kCTe

2Ti
, q1pi = −

(
kC −

kCTe

2Ti

)
,

p0pi = 1, p1pi = −1.
(3)

In the cases of the considered applications, both of them as electrical driv-
ing systems, the design methods due to Kessler (the Modulus-Optimum method,
MO-m and the Symmetrical Optimum method, SO-m synthesized in [11])
and various extensions derived from them are strongly recommended. Some
remarkable extensions have been proposed by different authors: the Extended
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Fig. 2. Detailed block diagram of controller switching

Symmetrical Optimum method, ESO-m [17], the double parameterization based
Symmetrical Optimum method, 2-p-SO-m given in [9] and also synthesized in
[59], and [18–23, 27], etc. Moreover, the use of controllers with non-homogenous
structure allows the construction of different forms of 2-DOF PI(D) structures
[25–27] (Fig. 3).

Fig. 3. Typical classical controller structures with extensions (basis for 2-DOF PI(D)
controllers)
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Due to the modifications of plant parameters, modifications in the c.a. must
be included in different forms. Therefore, the controllers with switching can be
considered as adaptive. They should have the benefit of taking into account such
variations and retune its parameters. The switching structure is presented for
the classical discrete PI c.a., but it can represent also other derived structures.
Illustrative examples can be the Takagi-Sugeno PI type fuzzy controllers, the
classical 2-DOF controllers, etc.

Beside the classical PI controller, the next section will consider the main con-
troller in extended forms of 2-DOF and 2-DOF-PI(D) controllers, a PI Takagi-
Sugeno Fuzzy Controller, a PI Quasi-Relay Sliding Mode controller and a
Neuro-Fuzzy controller. The theoretical support for the controller design has
been reported by the authors in terms of different forms. All solutions are based
on the locally linearised MMs.

2.2 The Classical 2-DOF Control Loop and Extensions to 2-DOF
PI(D) Controllers

The Basic structure. Polynomial design technique. The Control Struc-
ture (CS) with a 2-DOF controller uses two distinct controllers, Fig. 4, where
(1) the reference filter with discrete t.f. T (z) and (2) the feedback controller
with discrete t.f. S(z). The common part is represented by the discrete t.f. R(z),
which include the integral components of the controller.

Fig. 4. Structure of the classical 2-DOF controller and control structure

In opposite with an one Degree of Freedom controller (1-DOF), in case of
the 2-DOF controller structure, the enlisted requirements (Section 2.1) can be
separately adjusted without influencing one another. The pragmatic design tech-
nique seat of the solution of a polynomial Diophantine equation, with different
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particularities in treating constrains [9, 29, 32]. Supposing the plant characterised
with the pulse transfer function (t.f.) calculated from the continuous model:

P (z) =
(
1− z−1

)
Z

{
P (s)

s

}
and

B(z)T (z)

A(z)R(z) +B(z)S(z)
=

Bm(z)

Am(z)

A0(z)

A0(z)
,

(4)

where the servo performance specifications are imposed by a reference model
in the form Bm(z)/Am(z), T (z), R(z), S(z) are unknown polynomials; Am(z)
determine the poles of the closed loop and A0(z) is the observer polynomial.
Different causality conditions and degree conditions for the polynomials must
be imposed in the development of the classical 2-DOF controller.

After accomplishing all operations, the final form of the Diophantine equation
over the ring of polynomials is

A(z)R′(z) +B−(z)S(z) = Am(z)A0(z) (5)

having as solutions the coefficients of the T (Z), R(z), S(z) polynomials. The
polynomials B−(z) and R′(z) in (5) are components of the factorized forms of
B(z) and R(z) as follows:

B(z) = B+(z)B−(z) and Bm(z) = B−(z)B′
m(z) (6)

R(z) = B+(z)R′(z) and R′(z) = (z − 1)
1
R1(z) (7)

The T (z),R(z), S(z) polynomials are finally obtained. Other development strate-
gies are given in [31] and [36].

2-DOF PI(D) structures. Fig. 5 gives some particular structures derived
from Fig. 3 [18, 25–27]. If the controllers presented in Fig. 5 are characterized by
continuous t.f. with the tuning parameters {kR, Ti, Td, Tf} [11], the expressions
of C(s) and CF (s) are [29]:

C(s) =
u(s)

e(s)
= kR

(
1 +

1

sTi
+

sTd

1 + sTf

)
,

CF (s) =
uf (s)

r(s)
= kR

(
α1 + α2

sTd

1 + sTf

)
.

(8)

For the structure given in Fig. 5(b) (with the notation) the t.f.s are

C∗(s) =
u(s)

e(s)
= kR

[
(1− α1) +

1

sTi
+ (1− α2)

sTd

1 + sTf

]
,

CP (s) =
uf(s)

r(s)
= kR

(
α1 + α2

sTd

1 + sTf

)
.

(9)

Depending on the values of α1 and α2 (parameters), for the presented blocks
the behaviours from in Table 1 are obtained. The choice of a certain represen-
tation of the controller depends on:
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Fig. 5. Structures of 2-DOF PI(D) controllers as extension of an 1-DOF controller

1. The structure of the available controller;
2. The adopted algorithmic design method; and
3. The result of this design.

The table contains information regarding a possible extension with a reference
filter F (s).Other connections between 2-DOF and extended with input filters of
1-DOF controller structures are synthesized in [26, 29–31, 33], etc.

Table 1. Connections between 2-DOF controller and extended 1-DOF controller struc-
ture (P – proportional, D – derivative, I – integral, L1(2) – first (second) order filter
with lag)

F (s) – F (s)C(s) C(s) Remarks

Fig. 4(a) – CF C(s)− CF (s) C(s) –
Fig. 4(b) – CP C∗(s) C∗(s) + CP (s) –

α1 α2 – – (ref. channel) (feedback)
0 0 1 0 PID PID 1-DOF controller
0 1 PDL2 DL1 PI PID 1-DOF with non-
1 0 PD2L2 P PID-L1 PID homogenous behaviour
1 1 PL2 PDL2 I PID
α1 α2 PID controller with pre-filtering (2-DOF controller)

2.3 Extensions to Fuzzy Controller Solutions. 2-DOF Takagi-Sugeno
PI(D) Fuzzy Controllers

The Takagi-Sugeno PI quasi-continuous fuzzy controller structure (TS-PI-FC)
with output integration (OI), Fig. 6, was adopted based on the continuous-time
PI controller solution. The algorithm is modelled by the recurrent equations
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with variable parameters; finally this leads to the PI quasi-continuous digital
controller with output integration (OI) [30, 31, 36]:

Δuk = KPΔek +Kiek = KP (Δek + αek) ,

KP = kC

(
1− Te

2Ti

)
, Ki =

kCTe

Ti
α =

Ki

KP
=

2Te

2Ti − Te
,

BΔe =
Ki

KP
Be, BΔe = αBe, BΔu = KiBe

(10)

Fig. 6. TS-PI-FC (OI) structure with output integration

The TS-PI-FC is characterized by the following features:

(i) The fuzzification is performed by means of three membership functions
{N,ZE, P} pointing out the TS-PI-FC tuning parameters {Be, BΔe, BΔu};

(ii) The inference engine uses the SUM and PROD operators assisted by the
rule base presented in Table 2 [3]; and

(iii) It employs the weighted average method for defuzzification.

Table 2. Rule base of TS-PI-Fuzzy Controller with Output Integration (also for Input
Integration)

Δek/ek N ZE P

P Kp1[Δek + α1ek] Kp2[Δek + α2ek] Kp3[Δek + α3ek]
ZE Kp4[Δek + α4ek] Kp5[Δek + α5ek] Kp6[Δek + α6ek]
N Kp7[Δek + α7ek] Kp8[Δek + α8ek] Kp9[Δek + α9ek]

The expressions of the c.a.s are

ujk = uj,k−1 +K
(j)
Pi

[(
1− α

(j)
i

)
ejk − ej,k−1

]
, i = 1, . . . , 9

ejk = wk − yk = ek, j = 1, 2, 3 for the c.a.(j)
(11)

Extended 2-DOF PI(D) Fuzzy Control structures can be defined on the basis
of the structures illustrated in Fig. 5 and 6. 2-DOF FCs are proposed in [30]
and [31], and they are defined on the basis Takagi-Sugeno fuzzy blocks FB-Tc
as illustrated in Figs. 7 to 10.
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Fig. 7. Structure of feed-forward 2-DOF PI-fuzzy controller

Fig. 8. Structures of feed-forward 2-DOF PID-fuzzy controllers

Fig. 9. Structure of feedback 2-DOF PI-fuzzy controller

To develop the PI(D)-FC, the continuous-time PI controllers must be ex-
pressed in one of its incremental PI quasi-continuous digital version (10), that
leads to

Δui,k = KPiΔei,k = KIi (Δei,k + δiei,k) , i = 1, 2, (12)

where {KPi,KIi, δi} can be easily calculated from the continuous t.f. The rule
bases of the two blocks FCi can be expressed in terms of the decision table
shown in Table 3, representing the consequent part of the inference rules.

The strictly positive parameters of the PI-FCs are {Bei, BΔei, BΔui,mi, ni,
pi} which are in correlation with the shapes of the input membership functions,
Fig. 11, and the parameters mi, ni and pi (Table 3), mi < ni < pi, have been
added to the standard version of PI-FCs to improve the CS performance by
modifying the input-output static map of the blocks FCi.
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Fig. 10. Structures of feedback 2-DOF PID-fuzzy controller

Table 3. Decision Table of FCi, i = 1, 2

Δei,k \ ei,k NB NS ZE PS PB

PB Δui,k miΔui,k niΔui,k piΔui,k piΔui,k

PS miΔui,k Δui,k miΔui,k niΔui,k piΔui,k

ZE niΔui,k miΔui,k Δui,k miΔui,k niΔui,k

NS piΔui,k niΔui,k miΔui,k Δui,k miΔui,k

NB piΔui,k piΔui,k niΔui,k miΔui,k Δui,k

Fig. 11. The PI-FC structure and initial input membership functions of FCi, i = 1, 2

The development method dedicated to the two TS-PI-FCs consists of five
steps detailed in [25, 33, 35].

Other TS-FC-based control solution for plants with time variable parameters
– e.g. with VMI – are presented in [28, 34] where a Two Input-Single Output
Takagi-Sugeno (TISO) Linear Time Variant (LTV) is used to model the con-
trolled plant. Other applications are presented also in [37, 38].
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2.4 The PI Quasi-Relay Sliding Mode Controller

The structure of a classical PI quasi relay sliding-mode controller with parameter
adaptation is presented in Fig. 12. The design steps of the controller are presented
as follows on the basis of mainly [12] and [17]:

(a) For the classical PI part. (i) The variable parameter Ti can be determined
in terms of the pole-zero cancellation regarding the t.f. of the plant.

(b) For the sliding mode part. (ii) The positive parameter c is chosen taking
into account the imposed performance: c < a2, where a2, a1 and b are the
parameters in Ackerman’s form of the state-space representation of the plant
model; (iii) The parameter α is calculated by taking into account the desired
existence domain for the sliding mode control.

Fig. 12. The PI quasi relay sliding mode controller (the classical structure)

The control law is presented in its parallel form

u(t) = Ψ(t)x1(t) +
1

Ti

∫ t

0

Ψ(τ)x1(τ)dτ , x1 = e,

Ψ(t) = α sgn {g(t)x1(t)} ,
(13)

where the parameter α is tuned in terms of

α <
−
∣∣(c2 − a2c+ a1

)
x1(t)− f(t)

∣∣
|x1(t)| + 1

Ti

∫ t

0 x1(τ)dτ
. (14)

The expressions and parameters of the digital c.a.s are similar to (10) and
(11), having different values and with the expressions of the control algorithm
also given in [24, 31, 40–43].

2.5 The Hybrid Neuro-Fuzzy TS PI Controller and the Design
Approach

The presented structure of the extended fuzzy control system contains a hybrid
Takagi-Sugeno PI-neuro-fuzzy controller (T-S PI-N-FC) [4] Fig. 13, where: AB
is the adaptation block, RM is the reference model, r is the reference input, ek
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is the control error, k is the index of the current sampling interval, k ∈ Z, and
q−1 is the backward shift operator.

The parameter Be,k replaces the parameter Be specific to the T-S PI-FC
with Input Integration (-II) [3, 12, 17] given in Fig. 14. T-S FB is the nonlinear
Takagi-Sugeno fuzzy block without dynamics; eI,k is the integral of control error
ek:

eIk = eI,k−1 + Tsek, Tk – the sampling period. (15)

Fig. 13. Fuzzy control system structure with hybrid T-S PI-NF-C

T-S FB has the following features: (i) The fuzzification is carried out by means
of the input membership functions presented in Fig. 14(b), which points out two
tuning parameters, Be and BeI ; (ii) It uses the SUM and PROD operators in
the in-ference engine, and the weighted average method for defuzzification.

Fig. 14. Structure of T-S PI-FC-II and the input membership functions

The complete rule base of T-S PI-FC-II is formulated such that to ensure
the combination of nine separately designed PI controllers with t.f.s given in (1)
rewritten with superscripts:

Hm
C (s) =

kmC
sTm

i

(1 + Tm
i s) , m = 1, . . . , 9. (16)
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Discretising (16), the quasi-continuous digital PI control algorithm results as

um
k = kmC ek +

kmC
Tm
i

eI,k, m = 1, . . . , 9, (17)

um
k is the control signal produced by the mth PI algorithm, m = 1, . . . , 9. The

algorithms are introduced in the consequents of the rules of T-S PI-FC-II, ex-
pressed as

Rule m : IF ek IS LTm1 AND eI,k IS LTm2

THEN um
k = kmC ek +

kmC
Tm
i

eI,k, m = 1, . . . , 9,
(18)

where LTml ∈ {N,ZE, P}, m = 1, . . . , 9, l ∈ {1, 2} are the input linguistic terms
with the membership functions defined in Fig. 14(b). The modal equivalence
principle [18] is applied and modified to obtain the covering of all input linguistic
terms:

BeI =
(

min
m=1...9

Tm
i

)
Be. (19)

The parameter Be is online adapted by the Model Reference Adaptive Control
(MRAC) structure presented in Fig. 14 and is discussed in details in [56, 57].
Based on the (continuous) t.f., the RM block sets the CS performance specifi-
cations. The AB consists of a single unbiased neuron with a linear activation
function, characterized by a recurrent equation that ensures the training in the
framework of back propagation with momentum factor [56]:

wk = −ηeM,k
Δyk
ΔBe,k

ek + λΔwk−1,

wk = wk−1 +Δwk,

Be,k = qkek,

(20)

where wk is the input weight of the neuron, 0 ≤ η ≤ 1 is the learning rate,
and 0 ≤ λ ≤ 1 is the momentum factor. More details regarding the design are
presented in [56–58].

The design approach guarantees the stability of the fuzzy control system. The
fuzzy control system dedicated to a class of servo systems with variable param-
eters ensures the behaviour of control systems with bump-less combinations of
separately tuned linear PI controllers as shown in [23, 25, 30].

3 Examples of Electrical Driving Systems. Mathematical
Models

In the symmetrical operating mode the Mathematical Models (MMs) of BLDC-
ms and of classical DC-ms are very close [6, 7, 44–47]. That leads to similarities
in the derived benchmark-type models used in development of control solutions.
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Since the control of the main characteristic variables (speed and position) of
servo drives with DC-m and BLDC-m is well-known and product on a large scale
by industry such control solutions are characterized as LCA solutions. The inner
loop (the current loop) can differ but it can be relatively easy optimized.

3.1 The Mathematical Model of a BLDC-m (Servo Drive)

The matrix form of the main equations of the MM of a BLDC-m is given in
[6, 7, 44–47, 50]:⎡⎣VAS

VBS

VCS

⎤⎦ =

⎡⎣Ra 0 0
0 Rb 0
0 0 Rc

⎤⎦⎡⎣ ias
ibs
ics

⎤⎦+
d

dt

⎡⎣ La Lab Lac

Lba Lb Lbc

Lca Lcb Lc

⎤⎦⎡⎣ ias
ibs
ics

⎤⎦+

⎡⎣ ea
eb
ec

⎤⎦ , (21)

where: Ra, Rb, Rc and La, Lb, Lc – the resistance and the phase inductance, Lab,
Lbc, Lca – the mutual (between phases) inductance, ea, eb, ec – the electromotive
voltage, VAS , VBS , VCS and ias, ibs, ics – the phase voltages and currents. Based
on it, the electromagnetic torque me of BLDC-m results as

me =
eaias + ebibs + ecics

ωr
. (22)

The model for the mechanical part – the movement equation is well-known:

me = Je
d

dt
ωr + kfωr +mLoad, (23)

where mLoad is the load torque (i.e., a time variable load-type disturbance)
and the moment of inertia (constant or more generally, time variable) can be
expressed as

Je(t) = JBLDC+Jmech(t). (24)

Based on functionality of the BLDC-m, the informational block diagram of a
BLDC-m with permanent magnets is appropriate to the informational block
diagram of the DC-m. A block diagram of a BLDC-m drive developed for the
control purpose is represented in Fig. 14 [33]. This diagram is related to the
detailed online switching scheme for the PWM converter illustrated in Fig. 15.
Extensive control strategies for BLDC-m applications described in literature.

3.2 The Mathematical Model of an Electric HEV with DC-m
(BLDC-m)

The traction and the optimization of fuel consumption for an electric vehicle
(EV) (more generally, HEV) [9] consists in the electric driving system but can
include extensions relative the primary energy sources [8, 9, 51]. The primary
energy sources of these vehicles can be different:

1. Pure electrical sources, based on batteries;
2. Hybrid primary energy sources with different structures and components.
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Fig. 15. The equivalent circuit of a BLDC-m control solution

In case of HEVs, the electrical machine, e.g., the DC-m or the BLDC-m, can
work as a motor (traction regime) or as a generator (in regenerative braking
regime). Considering the case of DC-m the functional block diagram of an elec-
trical driving system as part of an HEV (EV) is presented in Fig. 16, and it
offers support for detailed mathematical modelling [6, 7, 9, 48, 49].
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Fig. 16. Basic diagram of a hybrid electric vehicle

Vehicle Movement. The vehicle dynamics can be modelled using the basic
dynamical relations for vehicle motion, considering also the rolling resistance,
hill climbing and aerodynamic drag. The basic relations that describe the driven
sys-tem consist of the simple longitudinal dynamics of the vehicle are

ω(t) =
fr
wr

v(t), Md(t) =
wr

fr
Fd(t), (25)

Fd(t) = mv̇(t) +
1

2
ρv2(t)AdCd +mg

(
cos(γ(t))Cr + sin(γ(t))

)
. (26)

where Fd is the drive force, m is the mass of vehicle, v is its velocity, ρ is the air
density, Ad is the frontal area of the vehicle, Cd is the air drag coefficient, Cr is
the rolling resistance coefficient, γ is the road rise angle, Md = Ms is the torque
required from the EM, fr is the final drive ratio, and wr is the wheel radius.

Driving System with DC-m. The basic equations that characterize the func-
tionality of the system are

Ladia +Raia = ua − e with ua ≈ kAuc, Ta =
La

Ra
,

e = keω, Ma = kmia, Md(t) =
wr

fr
Fd(t),

Jtot0ω̇ = Ma −Ms −Mf , Jtot = Jm + Jveh + Jw,

(27)

where the classical notations were used (in SI units). The inertia of the system
can change with maximum +50% (in some cases much more) regarded to the
basic value Jtot0, which corresponds to the vehicle without passengers, is

Jtot = Jtot0 +ΔJt with ΔJt ≤ 0.50Jt0. (28)
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Using equations (25)–(27), the block diagram of system can be built and based
on it, the t.f. with respect to the control signal Hω,uc(s) can be derived

Hω,uc(s) ≈ kA
1/ke

(1 + sTa) (1 + sTm)
with Tm =

JtotRa

kmke
, (29)

where Tm is the mechanical time constant, and this form corresponds to a second
order with lag benchmark type model.

Numerical data related to the application (as part of an HEV) are defined in
[52] and used in [9] and presented in Table 4. Other electrical data (from the
car builder): Ra ≈ 0.1 Ω; kA = 30 V/V, gain and time constant of actuator;
kMi = 0.0238 V/A; kMω = 0.0178 V/(rad/sec) gains for current and speed
sensors.

Table 4. Numerical values for the DC-m

Torque Rotation Usef.power Voltage Current Nom.Power Efficiency El.time const
[Nm] [rot/min] [kw] [V] [A] [kw] [%] [sec]

50.16 1605 8.43 77.6 126 10.00 86.18 0.1

Numerical values regarded to the vehicle (from the car builder) [9]: total
mass of vehicle, including an 80 kg heavy driver: mtot = 1860 kg; frontal area of
vehicle: Ad = 2.4 m2; air drag coefficient: Cd = 0.4; air density: ρ = 1.225 kg/m3;
rolling resistance coefficient: Cr = 0.015; wheel radius: wr = 0.3 m; final drive
ratio: fr = 4.875 Nm/(rad/sec). Using the energy conservation principle, the
numerical value is

Jveh = 1860 · 0.32

4.8752
= 7.04 kgm2. (30)

Let us consider the moment of inertia of the wheels and electric motor, JW , then
result the value of the total inertia Jtot:

JW = 1.56 kgm2, Jtot = Jveh + JW = 8.6 kgm2 (31)

which is reflected in the mechanical time constant of the plant. For the two time
constants are Tm = 5.43 sec and Ta = 0.1 sec resulting in a value of m ≈ 0.2.
This value can be used in controller design based on 2p-SO-m [9, 27].

3.3 Application with Variable Inputs and Variable Moment of
Inertia

Some driving systems are characterized by variable inputs, VMI and coupled
oscillating mechanisms. For such applications, the developer of a proper c.a.
must solve three main problems:
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1. The adequate modification of the reference input (ω0);
2. The choice of a proper CS and tuning method for the controller for the plant

working under the VMI conditions;
3. Attenuate the oscillations (this problem, solved in [3], is not treated in this

chapter).

The treated example concerns the speed control of a winding system, Fig. 17,
having a rigid connection in the driving part. In case of a winding process [33],
the main conditions to be fulfilled by the control solutions are

vt(t) = const ⇒ ω0(t) =
k

rt(t)
,

ft(t) = const, and Je(t) =
1

2
ρπlr4(t).

(32)

The continuous change of the reference ω0(t) can be ensured on the basis of
the radius r(t). The speed control can be solved in various ways, for example:

1. Using a cascade CS with two loops - the current loop - and the speed loop
(With, conventional or advance controller, see paragraph 4);

2. Using a state feedback CS and superpose and a Zero-Steady-state Error
Controller.

The changing in a large domain of the equivalent moment of inertia Je(t), illus-
trated in Fig. 18, requires much attention in the controller design.

Fig. 17. Functional diagram of VIWP and reference input correction system

Neglecting the frictions, simplified but highly acceptable state-space MMs of
the plant can be derived. Indifferent from the motor type (BLDC-m or DC-
m), linearising the model at some representative operating points, the following
simply input-output benchmark-type t.f.s can be obtained (see also (29)):

– in the speed control applications:

HP (s) =
kP

(1 + sTΣ) (1 + sT1)
or

HP (s) =
kP

(1 + sTΣ) (1 + sT1) (1 + sT2)
,

(33)
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Fig. 18. The inertia and mechanical time constant variation as function of drum radius

– in the position control applications:

HP (s) =
kP

s (1 + sTΣ)
or

HP (s) =
kP

s (1 + sTΣ) (1 + sT )
,

(34)

with T1 > T2 � TΣ , but T1 = f(Je(t)) is/can be time-variable, Fig. 18.

If the variation range of Je(t) is relatively small the controller structure can
be relatively simply; if the variation range of Je(t) is large, adaptive or vari-
able structure controllers must be used [33]. However, the evaluation of the VMI
(Je(t)) can be a difficult task for the control designer. If the parameters changing
{l, r(t), ρ} are measurable, the problem has relatively easy solutions. If not, the
changes in inertia can be evaluated using different estimation schemes; for exam-
ple in [3], a relatively simple stable observer for a single-mass mechanical model
of the plant is presented; more complex fuzzy model observers were developed
and presented in literature.

The developed bump-less switching strategy in the controller structure (algo-
rithm) (Figs. 1 and 2) is applicable without difficulties to both mentioned c.a.s,
the classical PI(D) controller and the TS-FCs. The developed CSs are discussed
considering two case studies (plants):

The simulated case that involves DC-m drive with VMI, characterized
by the following parameters: rated voltage uan = 24V, rated current ian = 3.1A,
rated speed ω = 3000 rpm, rated torque Me,n = 0.15Nm, rotor inertia Jm =
0.18 · 10−4 kgm2, terminal resistance Rs = 2Ω, mechanical time constant Tm =
0.013 s, electrical time constant Ta = 0.001 s, torque constant km = 0.056Nm/A.
The increasing radius r(t) determines an increase of the value of the total moment
of inertia from Jtot,0 = 0.18 · 10−4 kgm2 to Jtot,f = 1.372 · 10−4 kgm2, and
corresponding, the increasing of the mechanical time constant Tm.
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Laboratory application, with Je(t) variable “in steps”; the equipment Model
220 Industrial plant is presented in Fig. 19 [53]. The equipment allows for the
realization of three different mechanical structures. The experiments have been
conducted for different control structures and controllers, see Section 4.3. For this
application, the numerical values of the parameters are synthesized in Table 5.

Fig. 19. Model 220 Industrial Plant Emulator (M 220 IPE)

Table 5. Numerical values for M 220 IPE

Parameters Values of the parameters

Jdd 0.00040 kgm2

Jdl 0.0065 kgm2

Jp backlash 0.000031 kgm2

Jwd(4× 0.2 kg at rwd = 0.05m) 0.0021 kgm2

Jwd(4× 0.5 kg at rwd = 0.05m) 0.00561 kgm2

Jwl(4× 0.2 kg at rwd = 0.1m) 0.00824 kgm2

Jwl(4× 0.5 kg at rwd = 0.1m) 0.0206 kgm2

Jpd(npd = 24) or Jpl(npl = 24) 0.000008 kgm2

Jpd(npd = 36) or Jpl(npl = 36) 0.000039 kgm2

c1 0.004 Nm/rad/s
c2 0.05 Nm/rad/s
k 8.45Nm/rad

4 Control Solutions for Driving Systems with BLDC-m
and DC-m

4.1 Cascade Control of the Electric Drive (Servo-Drive) for a HEV

Controller Design. Two control solutions are presented for the HEV applica-
tion presented in Section 3.2, Both solutions have two control loops in a CCS
[9, 52] which differs in external control loop (vehicle speed ω):
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1. CCS with a classical PI controller, Fig. 20, and
2. CCS with a 2-DOF PI controller, Fig. 21, which includes a forcing block to

correct the current reference for the inner loop; the effect of this is that the
settling time of the system will decrease.

Fig. 20. Cascade control structure for the DC-m with PI controller

Fig. 21. Cascade control structure for the DC-m: speed control with reference forcing
block

The inner control loop consists of a PI controller with AWR measure; the
con-troller parameters were calculated based on the MO-m having the design
relation (33) [11]:

HCc(s) =
kci
s

(1 + sTci) , Kci =
1

2kpiTΣi
, Tci = Ta. (35)
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The controller parameters results as kci ≈ 7 and Tci = 0.1 s. The AWR
measure was introduced to attenuate the effects of going into limitation of the
controller; other methods for handling the constraints in the control signal can
also be used.

Neglecting the friction coefficient in the plant, kf , for a simplified design of
the speed controller for the plant a simplified t.f. can be considered:

Hp(s) =
kp

s (1 + sTΣω)
, (36)

where TΣω ≈ 2TΣω+Ti0 stands for the current loop and parasitic time constants
(Ti0 ≈ 0.05 s), kp characterizes the dynamics of the mechanical part of the driving
system (Jtot), the inverse of the current sensor kMi and the speed sensor kMω .
So, the speed controller is of PI type having the parameters kcω ≈ 35.0 and
Tcω = 1.75 s.

For the second case the controller is the same and the feed forward correction
term is a Derivative with first order Lag type filter (DL1) with the t.f.

Hff (s) =
56s

1 + s
. (37)

Simulation Results and Interpretation. The considered simulation scenario
is part from the urban part of the NEDC (New European Drive Cycle) used in
testing vehicle’s HEV (more generally, EV) consumption [9], consisting in an
acceleration part, a part with constant velocity and a part of deceleration until
a stop is reached. The load of the system is taken into account by means of
(25)–(27) [49, 52]. Both CS behaviours are simulated and the comparison of
the currents and dynamics is performed. Sensitivity aspects for a change in the
mass of the plant are also treated in [9]. The registered variables are: the velocity
(speed), the current and the electromagnetic torque Ma vs. disturbance torque
Ms.

– The case of simple CCS with PI controller. The simulation results are de-
picted in Figs. 22, 23 and 24.

– The case of CCS with correction in the current reference, the 2-DOF-PI
solu-tion. The differences in the speed are insignificant. So the differences in
the current behaviour between the solutions are depicted, together with the
active power (dashed line – simple cascade structure, solid line – structure
with current correction), Figs. 25 and 26. It can be remarked that the active
differences in the consumed energy (power) are proportional with the current.

– The simple cascade structure with modified load. The presented simulation
refers the case when the mass of the vehicle is changed with +25% of it
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Fig. 22. Speed reference tracking

Fig. 23. Current response

Fig. 24. Active torque Ma versus disturbance torque Ms

(solid line – original load, dashed line – increased load): mveh = mveh0+Δm,
resulting mveh = 2332 kg. The simulations are presented in Figs. 27 and 28
(for the first cascade structure). Other cases are presented and discussed in
detail in [9].
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Fig. 25. Comparison of the currents

Fig. 26. Comparison of the active powers

Fig. 27. Behaviour of the current
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Fig. 28. Active torque Ma vs. disturbance torque Ms

The simulated cases reflect a very good behaviour of the CSs regarding
reference tracking, disturbance rejection and also low sensitivity to parameter
changes. More then, test simulation extended for the NEDC confirm the sum-
marised results. Alternative solutions can be the GPC and different adaptive
and variable structure controller solutions presented in Section 2 and
in [9, 50, 54, 55].

4.2 Control Solution for the Electric Drive with BLDC-m and
DC-m with VMI (the Winding System)

The DC-m drive with VMI in the simulated case. The cascade control
structure (CCS) with PI(D) Speed Controller with Bump-less Switching for the
speed controller is presented in Fig. 1. Due to the fact that the application has
continuously variable parameters in a large domain, the control solution with
bump-less switching of the c.a. is a good and practical option.

The development of the speed controller was considered in the context of
Section 2 as follows:

1. in its classical PI controller (as the basic case);
2. an extension for a fuzzy PI Takagi-Sugeno Fuzzy controller;
3. a PI Quasi-Relay Sliding Mode Controller and
4. a Neuro-Fuzzy Controller.

All solutions are based on the locally linearised MMs. The “best controller-plant
combinations” are summarized (dashed) in Table 6 after testing on laboratory
equipment [53]. The most favourable case analysis is conducted in [60].

The basic CCS with discrete-time PI control algorithm. For the winding sys-
tem the controller switching between PI c.a. (Figs. 1 and 2). Depending on the
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Table 6. Combination between plant parameters and controller parameters

r0/J0 rmed/Jmed rmax/Jmax

C-1-ω Optimal Case study 1.1 Case study 1.2 Case study 1.3
for r0 r0, Cr0 − ω rmed, Cr0 − ω rmax, Cr0 − ω

C-2-ω Optimal Case study 2.1 Case study 2.2 Case study 2.3
for rmed r0, Crmed − ω rmed, Crmed − ω rmax, Crmed − ω

C-3-ω Optimal Case study 3.1 Case study 3.2 Case study 3.3
for rmax r0, Crmax − ω rmed, Crmax − ω rmax, Crmax − ω

imposed performances the c.a.s can be designed using the MO-m, the ESO-m
or the 2p-SO-m; the switching structure presented in Figs. 1 and 2 was applied
without difficulties. The calculated values for the controller parameters (for the
speed controller, the dashed cases) are synthesized in Table 7.

Table 7. Controller parameters (for the PI c.a.)

Controller The values for the parameters
type kC Ti q0pi q1pi p0pi p1pi
0 1 2 3 4 5 6

C-ia 0.5 0.0333 0.5019 −0.4981 1 −1
C-1-ω11 0.1 0.125 0.1001 −0.0999 1 −1
C-2-ω22 0.055 0.0688 0.0551 −0.0549 1 −1
C-3-ω33 0.0025 0.0031 0.0026 −0.0024 1 −1

The Takagi-Sugeno PI Fuzzy Controllers. The Takagi-Sugeno PI (TS-PI-FC)
quasi-continuous fuzzy controller structure (TS-PI-FC) with OI was adopted
based on the continuous-time PI controller solution. The algorithm is modelled
by the recurrent equations with variable parameters. Finally this leads to the
PI quasi-continuous digital controller with OI (11), [58] (based on [34] other
alternative solution can be done). The bump-less transfer of the command is
structural ensured by the TS-FC. The expressions of the control algorithms are
given by relation (11).

The PI Quasi-Relay Sliding Mode Controller. The block diagram of the PI quasi
relay sliding mode controller – in its classical structure – is presented in Fig. 12.
The fuzzy-block of the controller is defined using the principles synthesized in
[61]: for the inputs in the nonlinear FC block three linguistic terms are used
(with triangular and trapezoidal form, TLek and TLΔek ∈ {N,ZE, P}, Be = 13
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and h = 0.00025 s; the inference engine use the SUM and PROD operators and
the rule base is a complete one defined by 9 rules

IF ek IS N AND Δek IS P THEN Δuk = Kp1 [Δek + α1ek] ,

IF ek IS Z AND Δek IS P THEN Δuk = Kp2 [Δek + α2ek] ,

IF ek IS P AND Δek IS P THEN Δuk = Kp3 [Δek + α3ek] ,

IF ek IS N AND Δek IS Z THEN Δuk = Kp4 [Δek + α4ek] ,

IF ek IS Z AND Δek IS Z THEN Δuk = Kp5 [Δek + α5ek] ,

IF ek IS P AND Δek IS Z THEN Δuk = Kp6 [Δek + α6ek] ,

IF ek IS N AND Δek IS N THEN Δuk = Kp7 [Δek + α7ek] ,

IF ek IS Z AND Δek IS N THEN Δuk = Kp8 [Δek + α8ek] ,

IF ek IS P AND Δek IS N THEN Δuk = Kp9 [Δek + α9ek] .

(38)

The parameters of the digital control algorithms are

ujk = uj,k−1 −K
(j)
Pi

[(
1− α

(j)
i

)
ejk − ej,k−1

]
, j = 1, . . . , 9,

ejk = wk − yk = ek, j = 1, 2, 3 for the c.a.(j).
(39)

The Hybrid Neuro-Fuzzy Takagi-Sugeno quasi PI Controller (T-S PI-N-FC).
The CS structure is presented in Fig. 29. The reference model (MR) is a PL2
block (b2 = b1 = 0, b0 = 1; a2 = T 2

imp, a1 = 2ζimpTimp, a0 = 1 with ζimp = 1,
Timp = 1), having the discrete equivalent in form

ym,k = −d1ym,k−1 − d2ym,k−2 − c0rk + c1rk−1 + c2rk−2,

c0 = − h2

(h+ 2Timp)
2 , c1 =

2h2

(h+ 2Timp)
2 , c2 =

h2

(h+ 2Timp)
2 ,

d1 =
2
(
h2 − 4T 2

imp

)
(h+ 2Timp)

2 , d2 =
(h− 4Timp)

2

(h+ 2Timp)
2 .

(40)

The adaptation block BA modifies the rule base of the FC. The parameters
of the speed controllers are the same as those given in Table 7, the differences
are provided by the tuning parameters {Be, BΔe, BΔu} for the TS-PI-FC and
by the parameters {Be, BeI , Bu} for the hybrid T-S PI-N-FC [33, 63].

Simulation results. From the simulation results synthesized in [33] and in Figs.
30(a)–(c), 31(a)–(c) and 32(a)–(c) illustrate suggestively that the CS-s ensure
good behaviours as good tracking, small overshoots and settling times. The two
fuzzy control systems – the TS-PI-FC with output integration and the T-S PI-N-
FC – ensure improved performance compared to the linear control system. The
implementation of the hybrid T-S PI-N-FC on a BLDC-m based servo system
with a similar benchmark MM leads to good experimental results [33].

Figs. 31(a)–(c) and Figs. 32(a)–(c) illustrate that the best performances are
provided by case study 1.1, case study 2.2 and case study 3.3.
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Fig. 29. Block diagram of the Hybrid Neuro-Fuzzy Takagi-Sugeno quasi PI Controller

Fig. 30. Simulation results for (a) linear, (b) fuzzy and (c) neuro-fuzzy CS for DC-m
based servo system with VMI: angular speed (reference input and measured angular
speed) versus time

The Model 220 Industrial Plant Emulator (M 220 IPE) (electric drive
with BLDC-m). Experiments and simulations have been conducted for the M
220 IPE application [33] using the details described in Sections 3.1 and 3.3.d,
for different equipment facilities, different CSs, different inputs and different
operating scenarios. Only the case of rigid transmission is treated to assess the
main control performance.



Control Algorithms for Plants 31

Fig. 31. Simulation results for fuzzy control system (TS-PI-FC with OI) of DC m based
servo: (a) angular speed versus time (b) angular speed versus time (cases 2.1–2.3),(c)
angular speed versus time (cases 3.1–3.3)

Fig. 32. Simulation results for neuro-fuzzy control system (T-S PI-N-FC) of DC-motor
based servo (cases 3.1-3.3): (a) angular speed versus time (b) angular speed versus time
(c) angular speed versus time

The developed CCS. Figs. 33, 34 and 35 illustrate the main four control struc-
tures. Due to a particularity in the equipment (software) the implementation of
the natural PI controller must be extended with a serial PDL1 filter. Therefore,
each case results in real PID controllers.

– The CCS with external PI(D) controller, the basic solution, presented in
Fig. 33. The controller’s t.f. and the values for the parameters calculated
with the ESO-m for β = 9 are

HPID-C =
kr
s
(1 + sTr) (1 + sT ′

r) ,

kr = 0.001, Tr = 0.05 s, T ′
r = 1.95 s.

(41)

– The CCS with classical 2-DOF control solution, presented in Fig. 34. The
values of the parameters of the controller’s t.f. are given in Table 8.

– The CCS with sliding-mode PI-D controller solution, presented in Fig. 35.
The parameters of the controllers have been calculated, and they are syn-
thesized in Table 9.

– The CCS with Takagi-Sugeno FC solution with PD+I controller, Fig. 36. The
parameters of the controllers have been calculated, and they are synthesized
in Table 10.
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Fig. 33. The CCS with external PI(D) as the basic control solution

Fig. 34. The CCS with external classical 2-DOF control solution

Table 8. The values of the polynomials R
(
z−1

)
, S

(
z−1

)
and T

(
z−1

)

R
(
z−1

)
S
(
z−1

)
T
(
z−1

)

r0 r1 r2 s0 s1 s2 t0 t1 t2
0.028 −0.040 0.012 0.049 −0.094 0.045 0.042 −0.08 0.038

– The CCS with 2-DOF Takagi-Sugeno FC solution with PD+I as main con-
troller and filters blocks on the reference and feedback channel, Fig. 37. The
values of the controller’s parameters are synthesized in Table 11.
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Fig. 35. The CCS with sliding-mode PI-D controller

Table 9. The values of the controller’s parameters

Sliding mode parameters PID controller, HRG-PID

c α Kp Ki Kd kr Tr T ′
r

1 2 3 4 5 6 7 8
10000 1.75 0.2 0.1 0.01 0.1 0.05 1.95

Fig. 36. The CCS with Takagi-Sugeno FC solution with PD+I controller

Simulation results. The solutions were tested as positioning CS so the input
reference was an angular position [33]. All solutions gives good control perfor-
mances; the best results are given by the 2-DOF Takagi-Sugeno FC solution
with PD+I as main controller and filters blocks on the reference and feedback
channel.
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Table 10. The values of the controller’s parameters

Ccontroller parameters

Kp Ki Kd k1 k2 α

0.2 0.1 0.01 2.5 0.2 0.08

Fig. 37. The CCS with 2-DOF Takagi-Sugeno FC solution with PD+I controller

Table 11. The values of the controller’s parameters

2-DOf controller TS-FC with PD+I controller

T
(
z−1

)
S
(
z−1

)
RG-F-TS-PD I

t0 t1 t2 s0 s1 s2 k1 k2 α Ki

0.042 −0.08 0.038 0.049 −0.094 0.045 2.5 0.2 0.08 0.1

5 Conclusions

Using some practical development methods which can be implemented as LCA
solutions, this chapter has synthesized some pragmatic control solution, dedi-
cated to plants working under continuously variable conditions: variable plant
parameters or (the worst case) variable structure, variable reference and vari-
able load (disturbance). From a large case of such applications, two speed control
applications, namely with DC-m and with BLDC-m, have been treated: a case
specific to the metallurgical industry and the speed control of an electric (hybrid)
vehicle model. The efficiency of the algorithms has been tested and illustrated on
different plant models and also on laboratory equipment with variable moment
of inertia. The presented algorithms are easily adaptable to similar applications.
Several fuzzy and nonlinear elements can be incorporated [64–70, 70, 72–74].
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Main abbreviations

AWR Anti-Windup Reset 1-DOF one Degree of Freedom
MBC Model-Based Control 2-DOF two Degree of Freedom
MM Mathematical Model FC Fuzzy Controller
EV Electric Vehicle TS-FC Takagi-Sugeno Fuzzy

Controller
HEV (Hybrid) Electric Vehicle TS-PI(D)-FC Takagi-Sugeno PI(D)

Fuzzy Controller
VMI Variable Moment of

Inertia
OI (with) output integration

BLDC-m Brush-Less DC motor II (with) input integration
CS Control Structure P, I, D the Proportional, Integral,

Derivative components
CCS Cascade Control

Structure
L1, L2 first /second order filter

with lag
c.a. control algorithm DP-CS Dynamic Programming

(based) Control Strategy
t.f. transfer function MPC Model Predictive Control
MO-m Modulus-Optimum

method
GPC Generalized Predictive

Control
SO-m Symmetrical Optimum

method
ESO-m Extended Symmetrical

Optimum method
2-p-SO-m double parameterization

based Symmetrical
Optimum method
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Abstract. In this paper experimental verification of the input-output
feedback linearization of differentially driven mobile robot is presented.
This technique is especially useful in multi-level formation control be-
cause it allows to separate platform motion control from the formation
control. It also allows high level controller not to be aware of the type of
the robot. The disadvantage of this method is that the orientation can-
not be directly controled. In the paper experiments aimed at selecting
the appropriate value of so-called hand position that is design parameter
for the feedback linearization are presented.

1 Introduction

One of basic problems of wheeled mobile robot control is the existence of non-
holonomic constraints in the most commonly used structures. Algorithms for the
control in the complex environment (complex and/or dynamic obstacle pres-
ence, multiple robots [3]) and teleoperation [2] often assume that the mobile
platform has no constrains. There are of course omnidirectional robots, for ex-
ample KUKA youBot mobile platform with four mecanum wheels, however, the
platform with two differentially driven wheels is most frequently used because
of the strength, simplicity and the ability to use in difficult terrain comparing to
omnidirectional robots. To simplify the control for such robots nonlinear feed-
back can be used to transform the system into the multidimensional integrator.
This technique requires to select the value of the so-called hand position [4] is a
design parameter.

In this paper experiments aimed at selecting the appropriate value of this
parameter are presented. Hand position is a new output for the control system.
The natural choice for the hand position is a point on the line perpendicular to
the robot wheels. The proper selection of the distance between the wheel axis and
the hand position play an important role for the behavior of the control system.
In this paper series of experiments using MTracker mobile robot are presented.
They were aimed at selecting the appropriate hand position for set-point control.
In the external loop simple proportional controller was applied.

From the theoretical point of view the only restriction on the distance between
the wheel axis and the hand position L is L �= 0 due to inability to calculate (7)
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Fig. 1. Differentially driven mobile robot

for L = 0. In practise, however, other parameters associated with some technical
solutions applied in the robot play an important role.

In some application e.g. when the mass of the effector is large compared to
the mass of the robot it is logical to place it in the center of the robot. Un-
fortunately the geometrical center of the robot is usually near the axis of the
wheels. This leads to the small value of L and as this parameter is in the de-
nominator of the Eq. (7) its reciprocal scales the desired angular velocity of
the platform to the large values. Use of the small value of L leads to achieve-
ment of velocity constraints of the actuators. These phenomenon can be seen in
the experimental results presented in the following sections. The achievement
of the velocity constrains depends also on the input values [ux uy]

T and this
way on the setting(s) of the external (in presented case proportional) controller
and the task to perform (large value of E may also leads to the actuator limit
achievement).

There are also negative consequences for the large values of the L. In this case
the quantization rotary encoders may affect the accuracy of the positioning of the
hand position. The accuracy of wheel positioning is limited i.e. by the resolution
of the rotary encoders. Inaccuracy of the encoders affects both accuracy of the
position coordinates x, y and orientation θ of the platform. The new output is
given by (6) in which L is a multiplier of trigonometric function of θ. In result
inaccuracies of the encoders are amplified disturb the hand position.
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Input-output feedback linearization and decoupling can be also applied to the
dynamic model of the differentially driven mobile robot [4], [5], [6] and [7].

The article is organized as follows. In the section 2 control algorithm is pre-
sented. In the section 3 experiments and comments are included. In the final
section 4 concluding remarks are given.

Fig. 2. MTracker robot

Kinematic model of the differentially driven mobile robot (Fig. 1) is given by
the following equation: ⎡⎣ ẋ

ẏ

θ̇

⎤⎦ =

⎡⎣ cos θ 0
sin θ 0
0 1

⎤⎦[ v
ω

]
, (1)

where x, y and θ are position and orientation coordinates of the robot, respec-

tively, u =
[
v ω

]T
is the control vector that includes v - linear velocity and ω -

angular velocity of the platform.
Control values for the platform are transformed to the wheel velocities:

ωR =
v + 1

2bω

r
, ωL =

v − 1
2bω

r
. (2)

where r is the radius of the wheel of the robot and b is the distance between
wheels.
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To take into account velocity limit ωwmax > 0 of the robot actuators the
control scaling procedure is used. Denoting by ω = [ωR ωL]

T the computed and
non-limited control input vector from (2), the limited input ωd = [ωRd

ωLd
]T

can be obtained as follows:

ωd(τ) =
ω(τ)

s(τ)
, (3)

where

s(τ) = max

{
1,
|ωR(τ) |
ωwmax

,
|ωL(τ) |
ωwmax

}
≥ 1. (4)

Scaling procedure keeps the direction of the limited control vector ωd equal to
the previously computed control vector ω.

2 Feedback Linearization

Model of the robot is feedback linearized [1] to simplify robot motion control.
Hand position point h = [xh yh]

T located at some distance form the axis of
the robot wheels is the new output coordinate for the robot. It is computed by
the following equation:

h =

[
x+ L cos(θ)
y + L sin(θ)

]
. (5)

Differentiating above equation with respect to time and substituting (1) into
the result one obtains:

ḣ =

[
v cos(θ) − Lω sin(θ)
v sin(θ) + Lω cos(θ)

]
. (6)

Replacing hand position time derivative ḣ with the new input [ux uy]
T and

transforming result to obtain velocities for the platform on the left hand side
one obtains feedback linearizing control law:[

v
ω

]
=

[
1 0
0 1

L

] [
cos(θ) sin(θ)
− sin(θ) cos(θ)

] [
ux

uy

]
. (7)

Substituting (7) into (6) and simplifying the feedback linearized model of the
system is obtained:

ḣ =

[
ux

uy

]
. (8)

For the transformed system given by (8) simple proportional controller is
applied: [

ux

uy

]
= Kp

([
xt

yt

]
−
[
x
y

])
, (9)

where Kp is constant control gain and [xt yt] is the desired position.
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Fig. 3. Experiment 1: Position on the (x, y) plane
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Fig. 4. Experiment 1: Errors as a function of time
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Fig. 5. Experiment 1: Orientation as a function of time

3 Experiments

Experimental verification were preformed with MTracker robot (Fig. 2). Physical
dimensions of the robot relevant for the analysis are as follows: the radius of the
robot Rr = 170mm, the radius of the wheels r = 24.5mm, the distance between
wheels b = 148mm (Fig. 1). The resolution of the optical encoders mounted on
the rotor of motors is 32ticks/rev and the gear ratio is 14.
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Fig. 6. Experiment 1: Control of linear velocity

0 10 20 30 40 50 60 70
−1000

−500

0

500

t [s]

ω
 [r

d/
s]

Fig. 7. Experiment 1: Control of angular velocity
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Fig. 8. Experiment 1: Control of the right wheel

0 10 20 30 40 50 60 70
−20

−10

0

10

20

t [s]

ω
L [r

d/
s]

Fig. 9. Experiment 1: Control of the left wheel

Optical encoder quantization transformed to the axis of the robots wheel
is 77.7ticks/rd. The uncertainty of the wheel position is doubled quantization
transformed to the path travelled by the wheel and is 0.63mm. This is also
the maximum uncertainty of the platform position along the line perpendicular
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Fig. 10. Experiment 2: Position on the (x, y) plane
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Fig. 11. Experiment 2: Errors as a function of time

0 5 10 15 20 25
−1

0

1

2

3

4

t [s]

θ 
[r

d]

Fig. 12. Experiment 2: Orientation as a function of time

to the wheel axis. Assuming that there are no multiple changes of the motion
direction between sensor ticks the uncertainty of the platform position along the
wheel axis is much less.

As previously mentioned, selection of L parameter is often the compromise be-
tween task/application requirements and constraints of the feedback linearization
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Fig. 13. Experiment 2: Control of linear velocity
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Fig. 14. Experiment 2: Control of angular velocity
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Fig. 15. Experiment 2: Control of the right wheel
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Fig. 16. Experiment 2: Control of the left wheel

method in connection with the time delay in the system, gear backlash, optical
encoder quantization errors, localization system accuracy,maximum velocity pro-
duced by the actuators and others. Proper choice of L is also coupled with the
other units of the control system. In all presented experiments control gain in (9)



Feedback Linearization of the Differentially Driven Mobile Robot 49

−1 −0.5 0 0.5 1

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

x [m]

y 
[m

]

Fig. 17. Experiment 3: Position on the (x, y) plane
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Fig. 18. Experiment 3: Errors as a function of time
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Fig. 19. Experiment 3: Orientation as a function of time

was Kp = 1. If Kp parameter is changed (e.g. increased, to reduce convergence
time) the best choice of L may also change.

In the experiment 1 distance between hand position and the wheel axis was
L = 3.125mm that is very small (in comparison to the robots dimensions).
This may be the good choice for hand position due to mass balance, especially
if the mass of the effector is large. In Fig. 3 the path of the robot in (x, y)
plane is shown. The initial position of robot is (0,−1m). The desired position
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Fig. 20. Experiment 3: Control of linear velocity
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Fig. 21. Experiment 3: Control of angular velocity
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Fig. 22. Experiment 3: Control of the right wheel
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Fig. 23. Experiment 3: Control of the left wheel

is (−1m, 0) (phase 1 of the experiment) and after the hand positon reaches
this coordinates next desired position is (1m, 0) (phase 2 of the experiment).
Both the geometrical center of the robot [x y]T and hand position [xh yh]

T are
represented by the single line due to the small distance between these points (L).
As can be observed in Fig. 4 position error components converge to near zero
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Fig. 25. Experiment 4: Errors as a function of time
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Fig. 26. Experiment 4: Orientation as a function of time

value in 26s and 36s in subsequent phases. The final position error components
(ex, ey) in the second stage of the experiment were (−0.16mm, 1.396mm). The
orientation of the platform θ oscillates in relatively wide range (±0.4rd) with
high frequency about the line towards the desired position during the transient
state. The amplitude of the oscillation make this setting of L useless for most
applications. The oscillation vanishes near the desired position. Linear control v
and angular control ω for the platform are shown in Figs. 6 and 7. Angular control
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Fig. 27. Experiment 4: Control of linear velocity
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Fig. 28. Experiment 4: Control of angular velocity
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Fig. 29. Experiment 4: Control of the right wheel
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Fig. 30. Experiment 4: Control of the left wheel

oscillates with huge amplitude. After transformation to the wheel velocities and
scaling signals (3) shown in Figs. 8 and 9 are obtained. The wheel velocities
oscillate between the upper limit and near the lower limit value during the
transient state.
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In the experiment 2 L = 21.25mm was set. Fig. 10 presents the paths of the
hand position (solid line) and center of the robot (dashed line). Position error
components (Figs. 11) reduces faster comparing with the previous experiment:
6s (stage 1) and 7s (stage 2). The final position error components ex, ey were
(−0.46mm, 0.72mm). In Fig. 12 orientation of the platform is presented. The
amplitude of the oscillation is ±0.1rd and fades during the transient state. The
linear control for the platform is shown in Fig. 13. It is smoother in comparison
with the experiment 1. Also angular velocity of the platform is smoother and
its amplitude is reduced remaining, however, large. Wheel velocities ωR and ωL

oscillate during initial parts of the experiment stages reaching velocity limit.
In the experiment 3 L = 85.0mm was set that is the radius of the robot (hand

position placed at the boundary of the robot). Fig. 17 presents the paths of the
hand position (solid line) and center of the robot (dashed line). Position error
components (Fig. 18) decreases to near zero value similarily as in the previous ex-
periment. The final position error components ex, ey were (−0.48mm, 0.25mm).
In Fig. 19 orientation of the platform is presented. Oscillations are not observed.
The linear control Fig. 20 and angular control Fig. 21 are smoother in compari-
son to these in previous experiments. Wheel velocities ωR and ωL reach the limit
for large E (initial parts of stage 1 and stage 2 of the experiment).

In the experiment 4 L = 340.0mm was set that is useless in most application,
however, to get the full review how the L parameter influence the control this case
was also tested. Fig. 24 presents the paths of the hand position (solid line) and
center of the robot (dashed line). Position error components (Figs. 25) decreases
to a near zero value one second earlier in comparison to experiment 3 (in both
stages of the experiment). The final values of the error components ex, ey were
(−0.05mm, 1.78mm). In θ signal oscillation was not observed Fig. 26. The linear
control (Fig. 27) and angular control (Fig. 28) are smooth and reduced comparing
to the previous cases. Wheel velocities ωR and ωL also reach the limit but only
for a short period of time during both stages of the experiment).

4 Conclusions

In this paper experiments aimed at selecting the appropriate value of the hand
position were presented. Depending on the particular robot properties this selec-
tion may be easy or not. It depends on the application requirements as they may
determine the position of the effector placing, on the properties of the actuators
including quantization of the encoders, velocity limits on wheels, tendency to
slip, backlash in gears and may other.

In the tested MTracker robot small distance between the wheel axis and the
hand position caused oscillation in the orientation signal. This did not affected
the position of robot significantly due to high frequency of the oscillation, how-
ever, increased task execution time and leads to the wear of mechanisms quickly.
For a relatively large values of the distance between the wheel axis and the hand
position no negative effect were observed. This is due to the high quality of
the component used: gear, high resolution of the encoders, small inertias in the
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system etc. It is worth to mention that in all cases the final position error was
very small and there were no oscillations.
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Abstract. Computer engineering opens new ways in healthcare includ-
ing a more exact treatment possibility of different diseases. By model-
ing the disease and using control engineering methods it is possible to
refine the treatment, but also to seek for optimal solutions/therapies.
The current work summarizes the results of model-based disease treat-
ment researches in the field of physiological modeling and control car-
ried out at the Physiological Controls Group of the Obuda University.
The developed and presented optimal algorithms and strategies focus
on three diseases with high public health impact: diabetes (the artificial
pancreas problem), obesity (predicting obesity-related risks) and cancer
(antiangiogenic therapy). The studies are done in strong collaboration
with different Hungarian hospitals, from where measurement data were
obtained.

1 Introduction

Development of computer science, control engineering and measurement theory
gives the possibilities of the biomedical engineering interdisciplinary research
field to spread. The aim of physiological control–a subdiscipline of biomedical
engineering [1]–is to study, model and apply identification and control strategies
in order to understand and help automated treatment of various diseases or
injuries of the human body.

In many biomedical systems, external controllers provide biosignal input /
inject given specific dosage substituting the internal, physiological procedure
because patient’s body cannot ensure it / produce it. The outer control might
be partially or fully automated. The regulation has several strict requirements,
but once it has been designed, it permits not only to facilitate the patient’s life,
but also to optimize (if necessary) the amount of the used dosage. The newly
formed Physiological Controls Group of the Óbuda University together with the
Control Engineering and Information Technology of the Budapest University of
Technology and Economics and the Semmelweis University from Budapest are
investigating the mentioned problem.

The current work summarizes three of our research tasks connected to mod-
eling and control of diseases with high public health impact: diabetes, obesity
and cancer [2].
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Diabetes is named by the World Health Organization (WHO) as the “disease
of the future” [3]. Statistics of the International Diabetes Federation (IDF) show
that the European Region has the highest number and the highest incidence
rate of type 1 diabetes (T1DM) in children from any other region worldwide [4].
Diabetes is diagnosed if for some reasons the human body is unable to control the
normal glucose-insulin interaction (e.g. glucose concentration level is constantly
out of the 70-110 mg/dL range). The consequences of diabetes are mostly long-
term: cardiovascular diseases, neuropathy, retinopathy [5]. Hence, diabetes is
a serious metabolic disease, which should be artificially controlled, and from
engineering point of view its treatment can be represented by an outer control
loop, to replace the partially or totally deficient blood glucose control system of
the human body. Our approach was to design robust optimal control algorithms
to maintain the normoglycaemic blood glucose range and in this way to extend
the applicability of individualized therapies formulated in the literature [6].

Obesity is named by the WHO the “disease of today” as it is considered an
endemic in the most part of the developed world [7]. In Hungary, according to
[8], 1.5 million Hungarian are definitely obese, whilst an additional 2.7 million
can be considered overweight. Together, this is almost the half of the Hungarian
population. In the last few decades, increased occurrence of several morbidities
were casually linked to obesity, such as non-insulin dependent diabetes mellitus
(T2DM), stroke, ischemic heart disease (IHD), immunological and reproductive
dysfunctions and certain neoplasms [9]. From these, stroke and IHD is amongst
the first three in the list of mortality rates in Hungary [10]. These all confirm that
obesity poses a significant risk. Hence, early intervention is needed to prevent the
onset of obesity and obesity-associated comorbidities. Early, focused intervention
presumes however an efficient screening method which can select those people
who are prone to obesity even when they are healthy otherwise. Hence, our
approach focused on the investigation of new ways in which obesity-related risks
can be assessed.

Regarding the third mentioned disease, cancer is one of the most destructive
illness nowadays, which is lethal in most cases. According to recent statistics, 1.3
million people of the European Union is estimated to die from cancer in 2013 [11].
Unfortunately, Hungary is the leading country of the European Union (and also
in top ten in the world) in mortality data of all types of cancer [12,13]. There are
classical therapies, such as chemotherapy and radiation therapy, but chemical
agents and ionizing radiation have effects on certain healthy cells of the patient as
well. Treatments which are based on specific molecules that target a signalling
pathway in the growth and development of a tumor cell are called targeted
molecular therapies (TMTs). Antiangiogenic therapy [14] is a type of TMTs,
which inhibits angiogenesis (forming new blood vessels). Preventing tumor cells
from grow and develop, the tumor can be kept in a dormant state, where the
cellular proliferation rate balanced by the apoptotic rate, thus the tumor will be
unable to grow in size beyond a few milimeters [14]. Consequently, our aim was
to combine the advantages of control theory with the antiangiogenic therapy in
order to optimize the treatment.
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2 Modern Robust Control Algorithms for Type 1
Diabetes

The quest for artificial pancreas can be structured in three different tasks [6]:
continuous glucose sensor for measurements, insulin pump for infusion and con-
trol algorithm problem.

To design an appropriate control, an adequate model is necessary. From the
many models appeared in the literature [15] and the wide palette of control
strategies [6], it become evident that modeling of the glucose-insulin system
and controlling its behavior are two tightly connected questions that cannot be
separated. Model predicted control proved to be an efficient solution for indi-
vidualized treatment of type 1 diabetes [6], but due to insulin sensitivity and
patient variability hard constraints are also beneficial [16,18].

Hence, we have focused on one of the most complex model (the Sorensen-
model) [17] and developed a nonlinear model based robust control algorithm [18].
The nonlinear model-based approach was realized using LPV (Linear Parameter
Varying) methodology capturing the validity of the Sorensen-model inside a
polytopic region and building up the LPV model as a linear combination of the
linearized models derived in each polytopic point [18,19].

The LPV based robust controller was developed to minimize the meal distur-
bance level over the performance output for all possible variation of the param-
eter within the determined polytope:

min
K
‖G‖ = min

K
sup
�∈Fp

sup
‖d‖�=0

‖zy1‖
‖d‖ , (1)

where d denotes the meal disturbance input and z describes the glucose varia-
tion. G represents the transfer function of the system and K the H∞ controller
in question. A priori information is injected to the controller throughout the aug-
mentation of the nominal plant (Fig. 1) with extra dynamics, called weighting
functions and Δ unstructured uncertainty blocks [18,19]:

– Wp the performance weighting function;
– Wm the disturbance (glucose) input weighting function;

– Wi, Wim the input multiplicative uncertainty weighting functions;
– Wu the control input weighting function;
– Wo the output multiplicative uncertainty weighting function;

– Wn1, Wn2 the sensor noise weighting functions.

During the H∞ control design and using γ-iteration algorithm, based on the
weighing functions presented in [18], γ = 1.0096 solution was obtained (the
tolerance for the algorithm was set to 0.01).

During the controller design sensor noise and input and output multiplicative
uncertainty were taken into account. The obtained γ value represents the upper
limit of the robust performance criterion, which means that the formulated sys-
tem requirements are quite severe. However, this could be an advantage in the
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Fig. 1. The augmented nonlinear model based robust control system

validation process. Simulations were tested on the reference value taken from
the literature, and proven that hyperglycaemia is avoided [18,19].

Consequently, in the next validation step the obtained controller was tested
on real patient data, by using glucose absorption of the well-known and largely
approved model of [20].

Minimum 1 week’s real data of 83 type 1 diabetic patients (aged between 6–52
years) obtained from different insulin pump centers of Hungary were taken under
investigation [21] using real data obtained from Medtronic’s insulin pumps. In
all of the cases hypoglycemia is avoided and less hyperglycemic episodes can be
observed (77.16% less then in case of clinically measured (real) data). It also
turned out that blood glucose values were kept 94.6% in the 3.9-7.8 mmol/L
normoglycaemic interval [21].

From the investigated cases, results of one case are presented in the following.
Fig. 2 compares results of three days of the developed controller with real

data of a 43 year old woman (she is on insulin pump for three years being noted
with moderate compliance). It can be seen that the output of the controller kept
the blood glucose level almost all the time in the normal 3.9-7.8 mmol/L range,
avoiding hypoglycemic episodes.

3 Laboratory Results Based Automatic Classification of
Obesity in Adolescents

Measuring and predicting obesity and overweight is a complex task, hindered
significantly by the varying definitions. However, it is accepted that both states
are characterized by elevated quantities of fat tissue, but we are still lacking
exact, strict, widely used diagnostic criteria.

While indirect indicators, such as body mass index (BMI) or waist circum-
ference (WC) are widely used [22], their predictive power is limited and they
are especially unfit to predict obesity-related risk. Direct indicators, such as
dual-emission X-ray absorptiometry (DXA) or bioelectric impedance analysis
can precisely characterize fat distribution on the other hand, giving a sound
estimation of obesity-related risk. However, they are simply unfit for screening
in wider populations, mostly due to radiation exposure they cause and their
expensiveness [23].
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Fig. 2. Comparison of simulated robust controller output (solid line) and sensor real
data (dashed line) using absorption scenario of [7]. Blood glucose levels measured from
fingertips (dots) are also shown.

Hence, our aim was to resolve this problem by investigating new ways in
which obesity-related risks can be assessed. The combination of usual clinical
techniques (anthropometric measurements, laboratory parameters) and bioelec-
tric impedance analysis were taken into account. The research is focused on
adolescent population (aged 14-18 years) being the optimal target population
on which early intervention could and should be performed to best prevent the
adverse health consequences. The project included a multicenter clinical study
of healthy and obese population. Such study has not yet been performed on
Hungarian adolescent population from this aspect.

The study included the recording of routine blood test parameters of both
obese and healthy subjects. The question rose whether these parameters could
be used to discriminate the two groups. We have collected data from n = 393
adolescents, including both healthy and obese ones during our study [24].

The healthy control group consisted of volunteers from several Hungarian
secondary schools. Every involved child participated with full written informed
consent and the study was pre-authorized by the Hungarian Regional Bioethical
Commission. Participants were required to show up for fasting examination early
in the morning.

Examinations of the healthy volunteers included anthropometrical measure-
ments, body composition analysis (with InBody 3.0 multi-frequency bioelectric
impedance analyzer), blood sample drawing for standard laboratory parame-
ters and recording of anamnesis. Measurements were carried out by doctors and
nurses of the Heim Pál Children’s Hospital, Budapest, Hungary [25].
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The obese group consisted of children treated in the Heim Pál Children’s
Hospital, with their main diagnosis being E66.9 (according to ICD-10) “Obesity,
unspecified”, with no comorbidity or significant other illness.

We have performed a complex statistical analysis on the recorded parame-
ters with special focus on the 27 laboratory variables. Statistical analysis was
performed with R statistical program package (version 2.9.0), including custom
scripts. Additional calculation was done with PASW/SPSS (version 18.0) and
gretl (version 1.8.7) statistical program packages. Univariate and multivariate
analysis was performed. We have investigated the distributions of the different
laboratory results and we have examined the effect of obesity on them. It was
shown that many laboratory parameter significantly differ according to state; we
have interpreted these differences from the medical point of view [25].

Cluster Analysis and Principal Component Analysis (PCA) / Factor was also
performed [25,26]. They allowed us to group the laboratory values into well-
separated groups: RBC (Red Blood Cells) count, hemoglobin and hemotocrit
formed the “macroscopic RBC descriptors” cluster; MCV (Mean Cell Volume)
and MCH (Mean Cell Hemoglobin) the “microscopic RBC descriptors” cluster;
liver enzymes GOT, GGT and GPT can also be grouped in separate cluster,
while absolute neutrophil granulocyte count, absolute monocyte count and CRP
formed the “inflammation” cluster; finally serum sodium and serum chloride
grouped the “inorganic serum components” cluster, while serum total protein
and serum albumin formed the “organic serum components” one. Many inter-
esting observation can be made by comparing such correlational connections be-
tween healthy and obese subjects, for example total cholesterol and triglyceride
levels are associated with the “macroscopic RBC descriptors” group in healthy
children, but are moving largely independently from that in obese subjects [25].

Finally, logistic regression was applied in order to model our investigations
about the discriminatory power of laboratory results, now in a multivariate sense.
In case of males, the final model used only 6 variables and had an overall clas-
sification rate of 89.6%. (Negative predictive value: 89.0%, positive predictive
value: 90.3%.) In case of females, the logistic regression classification model even
topped the male ones: it used only 5 variables, and still had an overall classifica-
tion rate of 87.7%. (Negative predictive value: 87.9%, positive predictive value:
87.5%.) This model is given in Table 1 as an example [25,26].

Table 1. Logistic regression model to classify females into obese/healthy groups

β S.E. Wald df Sig. exp(β)

RBCCount 2.367 1.099 4.641 1 0.031 10.669
MCV 0.188 0.123 2.348 1 0.125 1.207
MCH −0.975 0.311 9.834 1 0.002 0.377
CRP 0.281 0.105 7.171 1 0.007 1.324
Triglycerides 2.593 0.748 12.026 1 0.001 13.364
Constant −3.020 9.720 0.097 1 0.756 0.049
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4 Optimal Control of Tumor Growth Using
Antiangiogenic Chemotherapy

Clinical aspects of angiogenic inhibition are discussed more detailed in [27] and
[28]. A model for tumor growth under angiogenic inhibition was presented in [29],
and validated using experiments on mice with lungs cancer. This model repre-
sented the starting point of the model-based antiangiogenic investigations giving
direct connection to control theory. Optimal bang-bang control was designed on
a simplified model in [30]. Anti-angiogenic therapy combined with radiotherapy
was discussed in [31].

The model of [29] meant the starting point of our research. In antiangiogenic
therapy the most efficient drug is endostatin [32]. The disadvantage of the ther-
apy is the high cost of the drug; hence, its utilization should be optimized. As
a result, we have started to design optimal model-based cancer algorithms in
terms of drug usage.

Optimal control has a wide literature in control theory and date back to the
revolutionary work of Pontryagin [33]. It has implications in classical control
theory [34], modern control theory [19], soft computing applications [35] or even
biomedical applications [36].

The simplified model of [29] and presented in [30] assumed that the tumor
volume and the endothelial volume move together. Hence, we went further, and
our theoretical investigations on the model proved that we can assume the ad-
ministered inhibitor concentration by the simple differential equation [37,38]:

ġ = −λ3g + u (2)

where g is the administered inhibitor concentration, λ3 is the drug’s clearance,
and u is the inhibitor administration rate. In this way the Dirac delta type rates,
which means that the drug was given to the patient in the form of injections was
changed by step function input types corresponding to infusion treatment. These
assumptions were demonstrated by symbolic computations made on steady state
and dynamic analysis [39].

Tumor growth can be examined on Fig. 3 where the simulation starts from
x1 = 200 mm3 tumor volume, x2 = 200 mm3 endothelial volume and the control
input u = 0 for the whole time during the simulation [38].

The tumor grows rapidly in the first two months then reaches its steady-state
in about four months. The endothelial cell volume grows faster, as the difference
between the endothelial cell volume and tumor cell volume is the motor of the
tumor growth. Other dominant parameter in tumor growth speed is the tumor
growth rate parameter, which is the feature of the tumor, so we can only affect
the total tumor cell volume by decreasing the total endothelial cell volume.

After examining the working point linearization of the nonlinear model to-
gether with linear control characteristics (observability and controllability), a
Linear Quadratic (LQ) controller and an observer based on pole-placement was
designed on the considered model [39,40].

A saturation block was also placed in the control structure with zero lower
bound as negative input has no physiological meaning [40].
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Fig. 3. Tumor and endothelial cell growth with no control input

In case of LQ design, the weighting matrix R was chosen to have a great value
(R = 105), since the administered inhibitor (as the material used for the control)
is quite expensive, while Q was chosen to select the energy of the tumor volume
(x1) and the administered inhibitor (x3) [40]:

Q =

⎡⎣1 0 0
0 0 0
0 0 1

⎤⎦ . (3)

In case of upper limit of the saturation block, we have made an iterative search
to obtain its optimal value. We have started with 200 mg/kg/day, and decreased
the upper limit with 1 unit step size until the control became inefficient. The
simulations were run with 120 days treatment period. For each simulation result
we calculated the total concentration of endostatin used in the treatment period,
and treat this quantity as a cost function to be minimized. It has resulted that
the cost function has a minimum at 79 units of saturation [38].

Fig. 4 depicts the simulation results for the optimal treatment. The tumor
volume decreases rapidly and reaches 69 mm3 in about 40 days. It can be seen
that the input has two main periods. At the first period, the saturated input is
at the maximum 79 units, and at the second period it is at 14.73 units [40].

The characteristics of the input are the same for the other simulation setups
as well. They start with the maximum value and then they drop to a constant
input at 14.7 units. The main role of the designed controller is to determine the
switching time, when the maximal input is switched to the steady-state value
[40].
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Fig. 4. Simulation results with the upper limit of 79 units on the input saturation

5 Conclusions

The current work summarized the results of model-based disease treatment re-
searches in the field of physiological modeling and control carried out at the
Physiological Controls Group of the Óbuda University.

Regarding diabetes, the Hungarian artificial pancreas research topic was briefly
summarized. The developed nonlinear model-based LPV robust controller was
created on the most complex Sorensen-model and our quasi in-silico results were
tested and compared on real data of 83 type 1 diabetes patient. The devel-
oped framework kept the blood glucose level more than 90% of the time inside
the 70-120 mg/dL interval (without any recalibration of the algorithm) proving
its robustness. Hypoglycemia (not caused from physical activity) is efficiently
avoided. The research proved that there is a real hope in developing a general
(robust) framework, which could keep by hard constraints blood glucose level
inside a defined interval; moreover, it is not sensitive to different meal intake
profiles. Hence, it could efficiently support individualized control (ex. model
predictive control (MPC)) protocols appeared in the literature [6].

It is planned to extend the robust framework with hard constraints regard-
ing different life-style situations (physical activity, stress) as well as increasing
number of simulated test cases on real data provided by pump centers members
of the newly created Hungarian Artificial Pancreas working group associated to
the Hungarian Diabetes Association.

Regarding obesity, we performed a clinical study to investigate the connections
of obesity and laboratory results, and its implications in screening on Hungarian
adolescent population, which was never before examined from this aspect. We
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could confirm that obesity causes systematical changes in the laboratory param-
eters. Differences between the means of these parameters of obese and healthy
children also support the view of obesity as a chronic inflammation state. These
differences also make the idea plausible to use the laboratory results for the clas-
sification of individuals. The true classification rate of 85-90% in both sexes of
the logistic regression-based model could be in fact used to classify adolescents
and also to be used in our risk prediction investigation.

Finally, regarding our investigations in the field of model-based cancer treat-
ment, simulation results showed that even a simple optimal therapy can be ben-
eficial. Our first obtained results show that an optimal therapy could start with
an intense period, where the tumor volume is compressed, followed by a main-
taining period, where the minimal value of inhibitor is given to the patient. This
maintaining period can be continued till the remaining tumor cells are destroyed
by another type of antitumor therapy. The main significance of the controller
is in the allocation of the switching time, when the intense period should be
terminated, and the maintaining period should be started.

Further investigations will be focused on other the application of other op-
timal control strategies (nonlinear control, modern robust control) as well as
on model identification, model verification and biostatistic evaluation based on
mice experiments in cooperation with clinical experts.
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1 Introduction

Tool wear and tool breakage are two important aspects of the metal cutting
process that are not well understood. Tool wear has a strong effect on both the
dimensional accuracy and the surface finish of the workpiece. Wear can reach
values that lead to catastrophic failure of the tool, resulting in high forces which
in turn may damage the workpiece or even the machine tool. This fact stresses
the importance of tool monitoring.

Various methods for tool wear sensing have been proposed and evaluated in
the past but none of them proved to be universally successful due to the complex
nature of the cutting processes. There are two methods for online tool condi-
tion monitoring in machining processes. These methods have been classified into
direct (optical, radioactive and electrical resistance, etc.) and indirect (acoustic
emission, motor current, cutting force, vibration, etc.) sensing methods accord-
ing to the sensors used. Recent investigations focus on the development of the
methods which monitor the cutting process indirectly by measuring parameters
such as tool vibration, force cutting, acoustic emission, motor current, etc.

The applied indirect methods suffer from the fact that not only the wear but
other process parameters also influence the measurement results. These are the
workpiece and tool materials, the geometry of the cutting tool and the techno-
logical parameters: cutting speed, feed and depth of cutting.

In order to improve the decision about the tools condition the majority of
applications rely on various signal sources at the same time and merge them after
filtering out unavoidable noises inherent to cutting and extracting the features
carrying information about the . Obvious solutions for fusion of the sensory
signals are the artificial neural networks and fuzzy rule-based systems.

Fig. 1. The signal processing chain of a tool monitoring system
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An artificial neural network consists of a number of identical processing units
usually structured in two to four layers. The fundamental processing element
is the perceptron, which calculates the weighted sum of its input, and passes
the result through a non-linear threshold function: a simple signum function, a
hyperbolic tangent or the sigmoid. The non-linear behaviour of the threshold
function allows a neural network to extend the reach of pattern classification
capabilities into the domain of generalised non-linear functions.

Fuzzy logic is a convenient way to map an input space to an output space.
The mapping provides a basis from which decisions can be made. The process
of fuzzy inference involves membership functions, fuzzy logic operators, and if-
then rules. A membership function is a curve that defines how each point in
the input space is mapped to a membership value (or degree of membership)
between 0 and 1. There are two types of fuzzy inference systems Mamdani-type
and Sugeno-type.

2 Overview of the Various Signals Generated by
Machining

Forces and Torque in Cutting Processes. Torque, drift and feed force
with the strain measurement are all measures of cutting forces and are strongly
depend on the tool wear. These dynamic parameters generally increase as the
tool gradually wears due to the increasing friction between tool and workpiece.

Monitoring the torque and thrust force is the most common method to collect
information about the amount of tool wear in drilling. Cutting forces are affected
by experimental conditions such as cutting speed and feed, workpiece material
and type of the tool.

AE Signal Associated with a Cutting Process. Machine tool operators
have for a long time used their ears as a means of monitoring the cutting process.
Skilled machine tool operators are able to judge the change of the tool condition
especially the variation of tool wear and an emerging tool failure. They are also
able to predict surface the finish simply by listening to the cutting process. The
term acoustic emission refers to the release of strain energy in the form of elastic
waves associated with the deformation in the frequency range of 20− 2000 kHz
[1].

The various sources of acoustic emission in machining are listed below:

– plastic deformation and shear of work material
– deformation and sliding friction at the chip-tool surface
– sliding friction at the tool flank
– chip breaking and their impact on the cutting tool or workpiece
– normal and abnormal wear of the tool
– mechanical and thermal crack of the tool

In conventional machining, acoustic emission is largely due to rubbing and fric-
tion at shear zone. In the precision machining, however, it is believed that the
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majority of AE signal generation is generated through the interaction of the
tool tip with microstructural features of the workpiece, such as voids, inclusions,
grain boundaries, and bulk dislocation interactions in the shear zone [2,3,8].

Fig. 2. AE sources at various stages of material removal

There are two types of acoustic emissions: the high amplitude, somewhat
erretic, low frequency type called the burst emission which is generally associated
with surface events, such as slip line formation and surface microcracks and the
lower amplitude, steady and high frequency type called continuous emission that
is generally associated with internal mechanism activity.

In recent years many researchers have investigated AE signals from metal cut-
ting processes and their feasibility for in-process monitoring of tool conditions.
The majority of the publications deal with the monitoring and supervision of
turning and milling. One important goal of studying the AE from metal-cutting
processes has been understanding the toolwear related AE variations and evalu-
ating their capability for in-process monitoring of the tool condition. Two pos-
sibilities have been identified. One is the increase of the level AE energy (the
RMS value of the signal) with increase of the flank wear. The other one is the
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increase of the density and event counts (the number of events) exceeding a
certain threshold.

Iwata and Morikawi [10] observed that the RMS voltage of the AE signal
increased significantly as the carbide tool wore during the machining of carbon
steel workpiece. They reported that flank wear has a more significant effect on
the average RMS value than the change of cutting speed. Later it was found
that cutting speed has a major influence in increasing the average RMS level
and that the magnitude of the average AE signal increases abruptly as the tool
wear penetrates through the coating of coated tools.

The relationship between the mean value of the AE signal and the flank was
also studied by Kannetey-Asibu and Dornfeld [7]. They observed that the AE
level change decreases or stops when the flank wear reaches some intermediate
value. This phenomenon was attributed to the rapidly developing crater wear.
Therefore they suggested the skew of the statistical distribution of the RMS
value as a better indicator of the tool wear. Another interesting observation of
this group was that the frequency spectrum contains dominant frequencies at
80 and 150 kHz and that the power spectrum amplitude at these frequencies
increases with the tool wear.

Inasaki and Yonetsu [5] have found that the AE amplitude is independent
of the depth of cut and the feed per revolution but increases continuously with
the increasing cutting speed. For constant cutting speed, AE increases approx-
imately linearly with the flank wear over the whole range of the cutting speed.
The authors reported that the flank wear estimated using the AE signal and
the optically measured values showed very good agreement, with less than 15%
deviation.

Tool wear has also a significant effect on the density of pulse events in the AE
signal. Iwata and Moriwaki [10] observed that the pulse count per cut increases
with increasing flank wear up to about 120 μm and remained constant above
that, but the data showed a significant degree of scatter. Inasaki and Yonetsu
[5] found sudden increase in the even count rate after a tool developed extensive
flank wear and at the same time an increase in the standard deviation of the
count rate at this point. This phenomenon was attributed to the development
of microcracks in the tool. Although the pulse event count seems to be well
correlated to flank wear, many problems inhibit the usage of this relationship in
process monitoring. The major problem is that a system based on this principle
has to be calibrated for each specific machining condition and the selection of
the threshold level for the pulse event count is somewhat arbitrary.

Tool fracture results in a sudden increase of the AE amplitude as it was
already observed by Inasaki and Yonetsu [9]. Analysis of the data from cutting
experiments using various speeds, feeds and depth of cuts also showed that the
ratio of the AE amplitude before and after the breakage exceeds 1.8. Using this
ratio they were able to detect edge chipping with fracture are of about 0.1 mm2.
In case of significantly worn tool this shift decreases. However, by filtering out
the frequencies below 300 kHz the effect of wear can be reduced and even the
detection of microcracks was reported.
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In a recent paper R. Teti, K. Jemielniak, G. O’Donnell, D. Dornfeld [11] give
an overview of the different approaches to tool condition monitoring. They also
compare them from various points of view. Beside force base detection special
attention is given to acoustic emission based systems and signal fusion techniques
applied in current experimental setups.

Hase [4] describes the application acoustic emission monitoring of the tool
condition in a high precision turning environment they have found that Sensing
contact of cutting tool and workpiece would be possible with high precision of
0.1 μm using the AE technique, the amplitude of the AE signal increases as the
spindle rotating speed and the cutting depth increase, adhesion of the workpiece
material to the rake face of the cutting tool (the formation of built-up edge) can
be identified by detecting a high frequency AE signals of more than 1 MHz. The
same results were achived by S. Min, J. Lidde, N. Raue, D. Dornfeld [9].

Vibration Generated by Machining Processes. Vibrations in machining
can be divided into two groups: dependant and independent of the manufac-
turing process itself. Independent vibration include forced vibration caused by
machine components, e.g. unbalance of rotating parts, inertia forces of recipro-
cating parts and kinematic inaccuracies of drives. Vibration dependant on metal
cutting can demonstrate a number of characteristics as a function of the pro-
cess, e.g. interrupted cutting. The varying cutting forces that occur during metal
cutting may result from non-homogeneity and properties variations in the work
material. Tool engagement conditions during machining play a notable role in
the vibration produced. The self excited vibration characteristic known as chat-
ter is the most renowned type of vibration in machining and it leads to surface
finish deterioration and decrease of tool life. Chatter occurs due to the waviness
regeneration caused by material surface and tool interaction at particular spindle
rotational frequencies, and by mode coupling where relative vibration between
workpiece and tool.

3 Drill Condition Monitoring

3.1 Description of the Solution

Drill wear was classified into seven types: the outher corner wear, the flank wear,
land wear, crater wear, two types of chisel edge wear and chipping on the cutting
edges. Out of the various wear patterns the outer corner wear is considered as
the most appropriate performance index of drill life.

Drilling operation represents approximately 40% of all machining operation.
Therefore the role of monitoring tool condition became important, especially in
case of small twisted drills with diameter in the 0.5 − 5 mm range. Drill wear
can be classified in outer corner wear, flank wear, land wear, crater wear, two
types of chisel edge wear and chipping on the cutting edges. Corner wear is the
best performance index of drill life. As wear cannot be measured directly in the
process, indirect measuring methods have to be applied. For this purpose process
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Fig. 3. Various types of wear on a twist drill

signatures like cutting and trust force, torsional vibration, acoustic emission, etc.
can be used.

Increasing wear at the outher corner or margins excite torsional vibration
in the worn drill, causing a periodic change in the length of the tool due to its
spiral form, resulting in chip thickness variation. The cutting speed at the outher
corners of the vibrating drill is several times higher than in a stable process. The
wear-induced vibration can be detected using acoustic emission sensors.

For the fusion of sensory signals neural networks is the obvious solution. The
neural network structure used in our investigations was a multilayer feed-forward
neural network that uses the backpropagation learning algorithm. The input
layer has one node for each feature extracted from the raw signature. In the
output layer, the number of perceptrons is determined by the number of possible
classes and their coding.

In our case for monitoring the drill condition the following features have been
used:

– rms value of the power in the band 0− 300 Hz
– rms value of the power in the band 300− 600 Hz
– rms value of the power in the band 600− 1000 Hz
– rms of the power in the band 1000− 1500 Hz
– rms of the power in the band 1000− 1500 Hz
– rms of the power in the band 1500− 2000 Hz

3.2 Experimental Setup

The experimental drill monitoring system was set up on a manually operated
conventional milling machine.

For capturing the acoustic emission and the vibration signals an AKL 85 and
a KD 91 broadband sensor were attached to the workpiece close (50 mm) to the
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Fig. 4. Experimental setup of the drilling process

actual cutting zone. The feed force was measured by a Kistler dynamometer.
The signals were amplified by charge amplifiers.

The acoustic emission signal was directly processed by a Krenz broadband
spectrum analyzer with 2 MHz bandwidth and at the same time the RMS value
was sampled by a data acquisition board on a personal computer. The force and
vibration signals were processed using the same data acquisition board, but with
a much lower sampling rate.

3.3 Experimental Results

The aim of experiments was finding suitable features for tool wear and failure
detection. As the experiments proved, the torsional vibration resulted in dom-
inant frequencies in both the AE and the low frequency vibration spectrum.
The power spectrum of the AE signal has a dominant frequency around 80 kHz
and shows dramatic increase at the end of the tool life. One can also notice the
appearance of a new peak at 100 kHz in the spectrum of the worn tool.

The experiments showed no significant influence of the cutting parameters
and the workpiece material on the place of the dominant frequencies in the AE
spectrum, only their amplitude was effected.

The behaviour of the low frequency vibration signal as function of the tool
wear was also investigated. A rather similar pattern signalling excessive tool
wear and tool failure was found. As it can be seen in Fig.7 there is a dominant
frequency in the spectrum in the neighbourhood of 6.5 kHz. The amplitude of
this peak shows close correlation with the condition of the tool. Moreover, it was
found that the frequency of this peak is independent of the machining parameters
(revolution, feed) and the material of the workpiece.
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Fig. 5. AE spectrum of sharp and worn 1.5 mm diameter twist drill (material KO36
feed 25 mm/min, 2500 rev/min)

Fig. 6. Vibration spectrum of 1.5 mm diameter twist drill (material KO36 feed
25 mm/min, 2500 rev/min)
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The third signal measured during the machining experiments was the feed
force. In the subsequent figure the AE average value shown together with the
value of the feed-force. One can notice the increase of the AE activity as the tool
wears. This trend in the AE activity can be observed even after the toolbreak
when the force falls back to a low value.

Fig. 7. AE activity and feedforce during tool failure

However, at the end of a cut similar signature can be observed even under
normal cutting conditions. This can lead to incorrect recognition of the tool
conditions. To avoid recognition mistakes, information about the signal trend is
incorporated in the decision process.

In our experiment for sensor fusion two types of networks has been used:
multilayer feedforward network and the single category based classifier which is
actually a weighted majority based decision-maker. The tables below summarise
the correct recognition rates, that was achieved, by the two networks in the
various sensor fusion experiments.

Table 1. Correct recognition rate of the multilayer feedforward network

Sensor Combination Correct Recognition Rate

RMS AE + Force 94%
RMS AE + Vibration 72%
Vibration + Force 85%

Table 2. Correct recognition rate of the single category based classifier

Sensor Combination Correct Recognition Rate

RMS AE + Force 96%
RMS AE + Vibration 75%
Vibration + Force 89%



78 G. Hermann

Table 3. The influence of the number of input features on the correct recognition rate
is given in case of a single category based classifier

Number of Input Features Correct Recognition Rate

2 94%
4 96%
6 96%
8 82%

Table 4. Recognition rate using fuzzy reasoning

Tool condition Recognition Rate

Initial 61%
Normal 89%
Acceptable 81%
Severe 76%
Tool failure 100%

4 Conclusion

An on-line drill wear/failure monitoring system was developed and evaluated
in this study. On the basis of these investigations the following conclusions can
drawn:

– By applying a neural network in combination with an AR time series model
a considerable improvement in the correct tool condition recognition rate
can be achieved.

– The AE RMS + Force signal based tool wear detection system is insensitive
to the changes of the cutting conditions and can operated over a wide range
of cutting parameters.

– It was recognised that for tool wear detection a relatively small neural net-
work works well.

– The single category based classifier has the advantage over the multilayer
feedforward network the in can learn unsupervised which is advantageous in
an industrial environment.
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Abstract. This paper discloses a new method of functional synthesis
of a new class of MEMS (Micro Electro-Mechanical Systems) that could
be conceived thanks to: (a) a new concept flexural hinge (that has been
recently patented by the Author) and (b) the accurate detection of a
MEMS device pseudo-rigid-body equivalent mechanism, which allows the
application of several classic algorithms well known in kinematic synthe-
sis. The adopted approach is explained and two examples are presented.
Finally, basic information is provided for the MEMs technology based
construction process that has been used for prototyping.

Keywords: MEMS, kinematic synthesis, functional design, micro robo-
tics.

1 Introduction

During the last decades MEMS devices have been increasingly employed for
many purposes, such as, for example, accelerometers, gyroscopes, inkjet print-
ers, pressure sensors, microphones, switching, energy harvesting, drug delivery
systems, and many other types of sensors and actuators [1–11]. More recently,
a new flexural hinge has been proposed for the design of MEMS [12–17], which
discloses how to build a new class of multi Degrees of Freedom (DOF) MEMS
devices. However, there are still many issues to be investigated such as, for exam-
ple, the construction methods, the geometric optimization, the overall compli-
ance characterization and control [18, 19] and, mainly, the design method, which
the present paper is dedicated to. MEMS and compliant mechanisms are similar
in many aspects since they can move because they are both composed of flexible
(thinner) and pseudo-rigid (thicker) subparts. Therefore, all the methods devel-
oped for the study of the compliant mechanisms can be adopted for the study of
MEMS devices. Thanks to some important papers presented in literature, such
as, for example, Howell’s and Midha’s [20–23], the pseudo-rigid-body model has
been introduced and refined to simulate a compliant mechanism for many types
of geometry and loadings. The main advantage of using the pseudo-rigid-body
equivalent mechanism consists in the fact that it can be analyzed as an ordinary
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mechanism with revolute joints and there-fore many different approaches can be
used for topological [24–26] and kinematic higher order [27, 28] synthesis.

2 Theoretical Basis

The overall motion of MEMS devices can be understood only if the relative
motion between any pair of adjacent pseudo-rigid links is identified. Unfortu-
nately, this relative motion is not easy to figure out because it depends not only
on geometry, but also on the intensity of the load which inflects the compliant
parts. There are some basic strategies developed in order to set up the most
reliable pseudo-rigid body model of a given compliant mechanism: the simplest
one consists in substituting a flexible sub-part, connecting pseudo-rigid bodies
i and j, by a revolute joint R whose center is positioned in correspondence of
the center CR of the finite relative rotation between pseudo-rigid links i and j.
However, flexible parts have been simulated also by using two RR or even three
RRR revolute joints. In the present investigation one single R, revolute joint,
substitution is considered, because RR and RRR substitutions make the equiv-
alent mechanism very impractical for the application of the kinematic synthesis
methods and they introduce a great number of idle DOF.

Fig. 1. Displacement of the end section center L due to the moment (a), shear (b) and
normal tension (c) in the elementary section P

Considering that the flexible sub-parts often consist of linear or curved beams,
a pre-liminary analysis has been performed in order to ascertain where center
CR could be positioned to.

2.1 Approximate Calculation of the Center CR of the Relative
Rotation

A curved beam has been analyzed herein by assuming that: (a) the Hooke’s
Law holds for the material, (b) the external forces act in the plane which con-
tains the curved beam axis; (c) the inflection axis is always normal to this plane;
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(d) the material is isotropic and homogeneous. According to the Euler-Bernoulli
static beam equation, given a torque Mk applied to the end section of a curved
beam, the end section overall rotation Δϑ form the initial A0B0 to the final
AkBk position, is obtained by summing the infinitesimal rotations due to the
deformations of all the elements along the curved axis s, from s = 0 (framed
section) to s = L (end section):

Δϑ = −
∫ L

0

Mds

EI
, (1)

where M is the bending moment in the beam, E is the elastic modulus and
I is the second moment of area of the beam cross-section. With reference to
Fig. 1, the end section displacement LL′ from its initial position A0B0 to its
final position AkBk can be represented by the displacements Δx and Δy of the
end section midpoint L. The latter are obtained by summing up the contributions
due to tensile/compressive force N , Fig. 1(c), shear force T , Fig. 1(b), and to
the bending moment M , Fig. 1(a), in all the cross-section elements in the beam,
from s = 0 to s = L, namely,

Δx =

∫ L

0

Mds

EI
(yL − y) +

∫ L

0

Ndx

EA
+

∫ L

0

χ
Tdy

GA
, (2)

Δy = −
∫ L

0

Mds

EI
(xL − x) +

∫ L

0

Ndy

EA
−
∫ L

0

χ
Tdx

GA
, (3)

where G is the shear modulus, A is the beam cross-section area, and χ > 1
is a shear correction factor introduced in order to allow the non-uniform shear
strain to be ex-pressed as a constant. Eqns. (1)–(3) can be used to obtain the
positions AkBk of the beam end section for increasing values of the external
torque Mk+1 > Mk, as reported in Fig. 2. By using the theory of displacement
matrices, as for example in [17], the coordinates x0k and y0k of the center of the
finite rotation of the end-section from the initial position to the k-th one can be
expressed as the functions

x0k = xL +
Δx

2
−Δy

sin(Δϑ)

2 (1− cos(Δϑ))
(4)

y0k = yL +
Δy

2
+Δx

sin(Δϑ)

2 (1− cos(Δϑ))
(5)

of Δϑ, Δx and Δy. Fig. 2 shows the positions of 4 finite rotation centers. By
iterating the procedure 20 times, it could be ascertained that the less the mod-
ule of the exter-nally applied moment Mk, the more the corresponding center
C0k gets close to the center C of the elastic weights of the beam. Such result
suggests the idea of creating the pseudo-rigid body model by substituting, in
the compliant mechanism, any elastic beam by a revolute joint R positioned in
correspondence of the center of the elastic weights of the beam.
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2.2 Kinematic Synthesis of the PRB Equivalent Mechanism

By using the results obtained in the previous paragraph, the development of new
MEMS devices can be based on the adoption of a pseudo-rigid-body (PRB for
short) mechanism which is obtained by introducing, for each elastic joint (flexible
curved beam), one revolute joint R whose center is placed in correspondence of
the center of the elastic weights of the flexible beam. This method is simpler and
also more accu-rate than those which use, for each elastic joint, two RR or even
three RRR revolute joints [29, 30].

Fig. 2. Displacements AkBk of the end section A0B0 of a curved beam subject to
incremental torques Mk and their correspondent centers of the relative motions C0k,
with k = 1, 2, 3, 4

The correspondence between compliant mechanisms and PRB models is not a
bijective function because obtaining a PRB mechanism starting from a compliant
mechanism is, intrinsically, an approximate procedure. In fact, since the centers
of the relative motions between adjacent links depend on the applied loads,
generally it doesn’t exist a unique PRB model which is able to substitute the
original compliant mechanism without errors in motion reproduction. Hence,
for a given compliant mechanism there are many PRB models which simulate
the motion, but they all will do that approximately. Analogously, the inverse
process of building a compliant mechanism (MEMS device) starting from a PRB
mechanism will not admit a unique solution and there will be, generally, several
solutions which can be generated. By using this inverse approach, it is possible
to use type [31] and kinematic synthesis.

Three main classic problems of kinematic synthesis have been investigated in
the past century, namely, rigid body guidance, function generator and path gen-
erator. Except for the first, they can be studied both for finite and infinitesimal
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motion, and, so, a large variety of applications has been developed for many
purposes. As far as MEMS devices are concerned, the limited mobility around
the neutral configuration suggests the idea that infinitesimal motion could be the
preferred theoretical back-ground. However, as shown in previous works [12–16],
silicon allows an unexpectedly large inflection and so the new silicon flexural
hinges, embedded in the new class of MEMS, offer a range of relative rotations
approximately equal to [−20◦,+20◦]. Therefore, it is not convenient to exclude
the class of algorithms explicitly conceived for the finite displacements. The
Author has attempted to give an estimation of the attitude of the main classes
of algorithms used in kinematic synthesis to yield promis-ing results in MEMS
design and such assessment is resumed in Table 1.

Table 1. A rough estimation (2014) of all the possible applications of the methods
developed in Kinematic Synthesis to MEMS design and optimization

MEMS Synthesis Function generator Path generator Rigid Body Guidance

Finite motion very promising very promising Promising

Infinitesimal motion rare applications very promising Unpractical

In the following paragraphs it will be shown how the synthesis of a PRB
mechanism can be done by using classic approaches in kinematic synthesis, such
as Burmester’s and Generalized Burmester’s Theory [32], Freudenstein’s equa-
tion, and Suh’s and Radcliffe’s Displacement Matrices Synthesis [33] for finite
motions.

3 Design Method

Once a method to establish a reliable, although approximate, compliant-to-PRB
mechanism correspondence is chosen, the whole design approach can be based
on classic design steps. Hence, provided that the procedure based on single R
substitution of the compliant beams, as described in paragraphs 2.1 and 2.2, is
accepted, the following steps can be adopted.

1. Number and Type synthesis of the PRB mechanism
2. Kinematic Synthesis of the PRB mechanism
3. Construction of the real compliant mechanism (MEMS device) from the PRB

mechanism
4. Kinetostatic Validation via FEA and/or theoretical modeling
5. Prototyping and experimental validation

In the following paragraph, Steps 2, 3 and 5 will be exemplified.
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4 Examples of Application

In this paragraph two examples of applications are considered. As a first case
study, the kinematic synthesis of a 3 DOF parallel plane [34] platform for fi-
nite displacements is considered, for three assigned orientations of the mobile
platform. The second case study consists in the synthesis of a mechanism which
generates a circular arc with the fourth order of approximation in the neighbor-
hood of a coupler point. For this problem the class of algorithms dedicated to
infinitesimal motion is considered [35].

4.1 Function Generator for Finite Displacements

With reference to Fig. 3, the design goal is supposed to be the synthesis of a
parallel micro-robot with three prescribed platform angular positions ψ1, ψ2, and
ψ3 for three corresponding prescribed angular positions of an input link ϕ1, ϕ2,
and ϕ3, assuming that the platform tipM had null displacements. Assuming also
that the parallel plat-form is supported by two symmetric binary legs, symbols
a and b will stand for the lengths of the leg links, while c will represent the half
length of the upper platform link.

Fig. 3. Nomenclature

While the frame link length 2p and the platform tip M height h (with respect
to the frame link) are supposed to be known parameters, the lengths a, b, and c
are unknown. Hence, the synthesis of a function generator mechanism consists in
finding the unknown lengths in such a way that the three pairs of angles (ϕ1, ψ1),
(ϕ2, ψ2), and (ϕ3, ψ3) hold for three configurations.

Application of the Freudenstein’s Equation. According to the Nomencla-
ture defined in Fig. 3 and to the assumed requirements, it is possible to consider
the tip point M as a fixed point in the plane, since only the rotations are in-
quired, and, so, the distance between the first revolute joint and pointM remains
positioned as in the undeformed neutral configuration. As shown in Fig. 4(a) this
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distance will be referred to as d =
√
h2 + p2, where h is the point M height

with respect to the frame link and p is the frame link half-length. According
to the Figure, angle χ can be easily obtained from the system geometry, being
h
p = tanχ.
Since three pairs of angles ϕ and ψ are given, the following system of equations

can be written {
R1 cosϕi −R2 cosψi +R3 = cos(ϕi − ψi)

i = 1, 2, 3
(6)

and solved with respect to R1, R2 and R3. Since d is known, the unknown
variables of the problem can be obtained:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

c =
d

R1

a =
d

R2

b2 = a2 + c2 + d2 − 2acR3

(7)

Table 2. Dimensions a, b and c of the links, as obtained by applying the Freudenstein’s
equation for the prescribed set of input and output angles

Input angles Output angles Link dimensions (µm)

ϕ1 ϕ2 ϕ3 ψ1 ψ2 ψ3 a b c

105◦ 115◦ 135◦ 37◦ 59◦ 81◦ 27 36 22

Fig. 4. Application of the Freudenstein’s equation to the synthesis of a four-bar linkage
function generator (a) embedded in a planar MEMS technology based 3 DOF platform
(b)
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Numerical Results. A representative example of application of the general
method based on the Freudenstein’s equation for the generation of a function
generation four-bar linkage is reported herein. Given the frame link half-length
p = 30μm and the undeformed platform height h = 50μm, Freudenstein’s equa-
tion could be applied to a virtual four-bar linkage a, b, c and d which works
as a function generator (for three prescribed pairs of ϕ and ψ angles) embed-
ded inside the kinematic structure of the parallel platform. Fig. 4(a) displays
pictorially the idea of embedding a four-bar linkage in the parallel mechanism
and it reports the adopted nomenclature and symbols. The numerical values are
summarized in Table 2.

Deduction of the Real MEMS Device and Prototyping. Starting from
the PRB mechanism that has been obtained by using Freudenstein’s equation,
a real compliant mechanism (or MEMS) can be built, for example, as the one
depicted in Fig. 4(b). Fig. 5 shows a detail of a sample from the family of the
silicon micro-robots prototypes that have been manufactured via Reactive-Ion
Etching RIE process and that are based on the new flexural hinge [36, 37].

Fig. 5. A SEM (Scanning Electron Microscope) detailed view of three flexural hinge
of a silicon microrobot

In Fig. 5 three silicon flexural hinges, each one being composed of a flexible
curved beam and a pair of conjugate profiles, are represented by means of a SEM
image. This MEMS device has been obtained by means of a 50μm depth RIE
Etching.

4.2 Kinematic Synthesis of Path Generator Mechanism for
Infinitesimal Motion

As a second case study the kinematic synthesis of a path generator mechanism for
infinitesimal motion is considered. A circular arc is considered as the prescribed
path and a fourth order accuracy is required for the approximating coupler curve.
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Application of the Classic Burmester’s Theory. Among the variety of
methods for the kinematic synthesis of mechanisms, those based on the geomet-
ric invariants have been used in many applications. The geometric invariants
a(ϕ) and b(ϕ) are introduced as the coordinates of the origin of the Canonic
Reference System attached to the mobile plane with respect to the fixed (abso-
lute) reference frame. Both coordinates are regarded as a function of the angular
position of the mobile reference frame and their first a1, b1 and higher order
derivatives a2, b2, . . . , an, bn, with respect to ϕ are introduced as geometric
invariants. The first, second, third and fourth order derivatives have the mean-
ing of the geometric velocity, acceleration, jerk and jounce of the origin of the
mobile reference system. By introducing the Canonic Reference System (C, ξ, η),
which has the origin positioned in correspondence of the instantaneous center
of rotations C, and the axes ξ and η tangent and orthogonal, respectively, to
the centrodes in C, the expression of the cubic of stationary curvature can be
expressed in a simplified form(

ξ2 + η2
)
(ξa3 + ηb3) + 3ξb2

(
ξ2 + η2 − b2η

)
= 0. (8)

Eqn. (8) represents the locus of points (of the mobile plane) for which the tra-
jectory has a stationary curvature radius. The Burmester’s points can be found
by solving the system of equations composed of Eqn. (8) and of the stationary
condition for the second order derivative

d2κ

dϕ2
= 0 (9)

of the curvature κ = dϕ
ds , where s is the scalar abscissae along the trajectory. Al-

though the locus defined by Eqn. (9) has no interesting meaning, this condition,
if taken together with condition (8), defines a discrete number of points whose
trajecto-ry describes an arc of circle with fourth order approximation.

Table 3. Numerical values for the crank, coupler, rocker and frame link lengths, crank
angle and coordinates of one Burmester’s point

Independent design variables Output variables

Crank Coupler Rocker Frame Crank Bx By curvature
length length length link length angle radius

45μm 140μm 200μm 260μm 70◦ −277μm 282μm 1.7mm

For the set of data given in Table 3, which includes the lengths of the crank
DL, coupler LE, rocker EM , frame DM and the given crank angle with respect
to the frame, one feasible Burmester’s point could be found by solving the system
of equations (8) and (9). The path of B, attached to the coupler, does approxi-
mate a circular arc with a fourth order approximation. Point B coordinates and
the trajectory curvature radius are given also in Table 3.
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Construction of the Real Device. Starting from the given four-bar linkage
and using the position of point B, a path generator MEMS device could be built
by means of single R substitution. Each revolute joint R of the resultant four-bar
linkage has been substituted by a new concept flexural hinge. As shown in Fig. 7,
point B must be attached to the pseudo-rigid coupler link.

Fig. 6. Detection of the inflection circle F , the cubic of stationary curvature curve C
and of point B, which is one of the Burmester’s point

Fig. 7. The MEMS technology based silicon micro four bar linkage generating the
circular arc t (r being the radius) in the neighborhood of point B, which is one of the
Burmester’s point

5 Conclusions

In this paper, firstly the inflexion of a generic curved beam has been analyzed
by means of Euler Bernoulli element model: the study of the relative displace-
ments among the beam extreme sections showed how to build a method, based
on single revolute joint R substitution, for detecting a feasible pseudo rigid body
mechanism which could be considered as the equivalent of a given compliant



Functional Synthesis of a New Class of MEMS 91

mechanism. Then, the idea of applying kinematic synthesis to MEMS design,
via R substitution, has been explained and two examples have been presented:
function generation for finite displacements by means of Freudenstein’s equation
and path generation for infinitesimal motion by means of the classic Burmester’s
theory. For each problem, one possible MEMS device has been presented. Pro-
totypes could be obtained by using Reactive Ion Etching (RIE) process. The
whole method relies on the use of a new concept flexural hinge that has been
recently patented by the Author.
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Abstract. The use of Lyapunov’s “direct” method for designing glob-
ally asymptotically stable controllers generates numerous, practically dis-
advantageous restrictions. The “Adaptive Inverse Dynamic Controller for
Robots (AIDCR)” therefore suffers from various difficulties. As alterna-
tive design approach the “Robust Fixed Point Transformations (RFPT)”
were introduced that instead of parameter tuning adaptively deforms the
control signals computed by the use of a fixed approximate system model
by observing the behaviour of the controlled system. It cannot guarantee
global asymptotic stability but it is robust to the simultaneous presence
of the unknown external disturbances and modelling imprecisions. In
the paper it is shown that the RFPT-based design can co-operate with
a modified version of the AIDCR controller in the control of “Multiple
Input-Multiple Output (MIMO)” Systems. On the basis of certain func-
tion approximation theorems it is expected that this symbiosis works
well in a wider class of physical systems than robots.

Keywords: adaptive control, Lyapunov function, adaptive inverse dy-
namics controller, robust fixed point transformations.

1 Introduction: Lyapunov’s “Direct” Method and Its
Potential Alternatives

In designing the control for strongly non-linear systems whenever the range of
the nominal motion cannot be located in the close vicinity of some “working
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point” the only efficient method seems to be Lyapunov’s “direct” one that is
based on his doctoral thesis on the stability of motion of non-linear systems [1].
This ingenious problem tackling became well known in the Western World due
to translations in the sixties (e.g. [2]) mainly for its exceptional efficiency. It is
well known that that the most of the coupled non-linear systems of differential
equations cannot be integrated in closed analytical form, therefore the properties
of the solutions cannot be concluded by studying the solution itself. This fact
means significant difficulty even in our days when efficient numerical tricks and
huge, cheap computing power is available since the numerical solutions generally
cannot be extrapolated outside the domain of actual computations. By the appli-
cation of relatively simple estimations Lyapunov was able to determine various
stability properties (e.g. stability, uniform stability, global stability, asymptotic
stability, exponential stability) of the solution without knowing or revealing any
other significant and interesting details of the motion.

In the practice of control engineers normally quadratic Lyapunov functions
are used. Certain adaptive techniques as the AIDCR, or the “Adaptive Slotine–Li
Controller” [3] assume the existence formally exactly known analytical system
models in which the parameters are only approximately known. They achieve
globally asymptotically stable solutions by parameter tuning that corresponds to
some machine learning.

Other adaptive techniques as e.g. the “Model Reference Adaptive Controllers
(MRAC)” (e.g. [4,5,6]) tune rather control than model parameters and normally
also are designed by the use of Lyapunov functions.

The global stability achieved by these methods seem to be attractive for en-
gineering applications, however, it can be noted that in the great majority of
practical applications stability criteria are set only for bounded error regions
(e.g. [7]), i.e. it seems to be “too rigorous” for practical use. Since the primary
design intent in most cases may consists in the precise prescription of the tra-
jectory tracking error relaxation that is not revealed by Lyapunov’s technique
sometimes the application of evolutionary methods is needed for properly setting
the control parameters that normally are free ones in the Lyapunov function (e.g.
[8,9]). Regarding other disadvantages of the Lyapunov function-based technique
the observations as follows can be done: (a) it corresponds to a satisfactory con-
dition, i.e. the failure of finding a Lyapunov function for a given problem is not
conclusive for the stability of that problem; (b) finding an appropriate Lyapunov
function is not an easy task, it cannot be solved by the use of some algorithm.

To evade the difficulties related to the Lyapunov function technique alterna-
tive solutions were searched for (well summarized in [11]). The main idea behind
them was the use of an approximate dynamic system model to calculate the
necessary torque or force to realize the second time-derivative that is needed
for the kinematically prescribed trajectory tracking error relaxation. Instead of
tuning the model parameters it adaptively deforms these second derivatives to
compensate the effects of modelling errors and unknown external disturbances.
The most efficient deformation was found by a convergent iterative sequence gen-
erated by the RFPT transformations (e.g. [10]). The mathematical foundation of
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this approach was Stefan Bancah’s “Fixed Point Theorem” [12] that states that
in a linear, complete, normed metric space the contractive maps generate Cauchy
sequences that necessarily are convergent and converge to the fixed point of this
map. Since the necessary conditions of contractivity are valid only in a bounded
region this approach generally cannot guarantee global stability. Furthermore,
since it is not in the possession of a priori exact information on the model struc-
ture no asymptotic convergence can be guaranteed: the method permanently
utilizes the freshest information on the motion of the controlled system, and
according to the principle of causality it utilizes the past information in the fu-
ture. In contrast to the abundant number of the free parameters of a quadratic
Lyapunov function the RFPT-based method has only three adaptive parameters
that can be set easily and can be kept fixed in the case of various control tasks.
If needed, i.e. when the basin of convergence may be left various tuning methods
were constructed for tuning only one of the adaptive control parameters (e.g.
[13,14]). In this manner the RFPT-based method was made competitive with
the Lyapunov function based technique regarding global stability. Furthermore,
it was found that in this manner a novel design methodology can be built up to
create MRAC controllers, too (e.g. [15]).

Till now the coexistence and possible co-operation of the RFPT-based ap-
proach and the methods applying adaptive model tuning was not studied. In the
present paper it is shown that a modification of the AIDRC controller can well
co-operate with the RFPT-based adaptivity in the following manner. Whenever
no unknown external disturbances are present the two methods complete each
other: efficient parameter tuning is going on while the tracking error is kept at
low level due to the RFPT-base control; as the tuned model is improved the bur-
dens of the RFPT-based controller step by step decrease and finally no adaptive
deformation is needed since the system finally uses the exact model. If unknown
external perturbations are present the parameter tuning happens on the basis
of false information, however, the RFPT-based design keeps the tracking error
at low level and efficiently compensates the simultaneous effects of the distur-
bances and the improper tuning. The theoretical basis of the convergence always
remains Banach’s Fixed Point Theorem [12].

2 The AIDCR with Modified Tuning Rule

This method assumes the validity of a special condition: in the equations of
motion the dynamic parameters of the system must be separable into an array
the is multiplied by a kinematically known matrix. This condition also is valid for
the here used 2 Dof system obtained by coupling two generalized 1 DoF van der
Pol oscillator the original version of which was developed to describe non-linear
oscillations in a triode in 1927 [16]. For the sake of simplicity the properties of
the original and the modified version of the AIDCR controller are explained by
the use of this paradigm.
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2.1 The Coupled van der Pol Oscillators

m1q̈1 + μ1

(
q21 + q22 − c

)
q̇1 + k1q1 + β1q

3
1 + λ1q

5
1 = F1,

m2q̈2 + μ2

(
q21 + q22 − c

)
q̇2 + k2q2 + β2q

3
2 + λ2q

5
2 = F2

(1)

in which m1 = 10 kg denotes the inertia of oscillator 1, μ1 = 1 N/(ms) corre-
sponds to some viscous damping if q21 + q22 − c > 0 and to some external excita-
tion if q21 + q22 − c < 0, c = 3 m2 describes the coupling of the two subsystems,
k1 = 100 N/m is a spring stiffness, β1 = 1 N/m3 and λ1 = 2 N/m5 are coef-
ficients of non-linear corrections for the distance-dependent spring stiffness, F1

and F2 denote the active control forces, and q1, q2 stand for the observable gen-
eralized coordinates. The second sub-system has the parameters as m2 = 15 kg,
μ2 = 2 N/(ms), k2 = 120 N/m, β2 = 2 N/m3, and λ2 = 3 N/m5.

The initial approximate model has the following parameters: m̂1 = 5 kg,
μ̂1 = 2 N/(ms), ĉ = 3.5 m2, k̂1 = 110 N/m, β̂1 = 0.9 N/m3, λ̂1 = 1.5 N/m5,

m̂2 = 5 kg, μ̂2 = 2 N/(ms), k̂2 = 110 N/m, β̂2 = 3 N/m3, and λ̂2 = 4 N/m5.
The model parameters can be arranged into an array as

Θ
def
= [m1, μ1, μ1c, k1, β1, λ1,m2, μ2, μ2c, k2, β2, λ2]

T
(2)

while the coefficients of this array are the non-zero elements of a matrix of size

2 × 12 as Y1,1
def
= q̈1, Y1,2

def
= q̇1

(
q21 + q22

)
, Y1,3

def
= −q̇1, Y1,4

def
= q1, Y1,5

def
= q31 ,

Y1,6
def
= q51 , Y2,7

def
= q̈2, Y2,8

def
= q̇2

(
q21 + q22

)
, Y2,9

def
= −q̇2, Y2,10

def
= q2, Y2,11

def
=

q32 , and Y2,12
def
= q52 by the use of which (1) takes the form as[

F1

F2

]
= Y (q, q̇, q̈)Θ. (3)

By the use of this paradigm the AIDCR controller can be built up as follows:

2.2 The Modified Tuning Rule

Assume that for the nominal trajectory the following kinematic data are a priori
known: qN (t), q̇N (t), and q̈N (t). By the use of two positive feedback gains K1

and K2 the approximate version of (1) can be used for the calculation of the
forces in a manner in which PD-type corrections are applied by the tracking

errors e(t)
def
= qN (t)− q(t) as

m̂1

(
q̈N1 +K1e1 +K2ė1

)
+ μ̂1

(
q21 + q22 − ĉ

)
q̇1 + k̂1q1 + β̂1q

3
1 + λ̂1q

5
1 = F1,

m̂2

(
q̈N2 +K1e2 +K2ė2

)
+ μ̂2

(
q21 + q22 − ĉ

)
q̇2 + k̂2q2 + β̂2q

3
2 + λ̂2q

5
2 = F2.

(4)

In the lack of external disturbances the forces in (4) are the same as in (1). Via

eliminating the force terms and subtracting from both sides [m̂1q̈1, m̂2q̈2]
T
the

remaining terms can be so rearranged that at one side of the equations the array
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of the modelling errors multiplied by Y appears, while on the other side the
known quantity [m̂1(ë1 +K1e1 +K2ė1), m̂2(ë2 +K1e2 +K2ė2)]

T
remains:[

m̂1(ë1 +K1e1 +K2ė1)
m̂2(ë2 +K1e2 +K2ė2)

]
= Y (q, q̇, q̈)

(
Θ − Θ̂

)
. (5)

Equation (5) has a very simple geometric interpretation: at a given time instant
the projections of the 12 dimensional error array (Θ−Θ̂) are known in the direc-
tions of two vectors defined by the two rows of matrix Y . The original AIDCR
does not directly utilize this information. Instead of that, in order to construct
a Lyapunov function, it multiplies both sides of (5) with the inverse of the ap-
proximate inertia matrix (hence originates the expression “inverse dynamics”
in the name of the method), and deduces the parameter tuning rule from the
prescription that the Lyapunov function must have negative time-derivative.

The geometrically interpreted information in (5) can directly be utilized as
follows. If exponential decay rate could be realized for the parameter estimation

error the array equation d
dt

(
Θ − Θ̂

)
= −α

(
Θ − Θ̂

)
(α > 0) should be valid. If

we multiply both sides of this equation with a projector determined by a few pair-

wisely orthogonal unit vectors as
∑

i e
(i)e(i)

T

the equation
∑

i e
(i)
(
Θ̇i − ˙̂

Θi

)
=

−α
∑

i e
(i)
(
Θi − Θ̂i

)
is obtained. This situation can well be approximated if we

use the Gram-Schmidt algorithm (e.g. [17,18]) for finding the orthogonal compo-
nents of the rows of matrix Y in (5). We can apply the tuning rule only for the

known components in the form: d
dt (Θ − Θ̂) = −α

∑
i

ỹ(i)ỹ(i)T

‖ỹ(i)‖2+ε
(Θ − Θ̂) in which

ỹ(i) denotes the transpose of the orthogonalized rows of matrix Y , and a small
ε > 0 evades division by zero whenever the norm of the appropriate row is too
small. Since the scalar product is a linear operation during the orthogonalization
process the appropriate linear combinations of the scalar products in the LHS
of (5) can be computed.

3 Combination with the RFPT

It is evident that all the above considerations remain valid if in the LHS of
(4) instead of

(
q̈N +K1e+K2ė

)
different feedback terms are used. Therefore

this term can be replaced by its iterative variant obtained from the RFPT-base
design as follows:

h(tn)
def
= f (r(tn))− rd (tn+1) , e(tn)

def
= h(tn)/‖h(tn)‖,

B̃(tn)
def
= Bcσ(Ac‖h(tn)‖)

r(tn+1)
def
=

(
1 + B̃(tn)

)
r(tn) + B̃(tn)Kce(tn)

(6)

in which σ(x)
def
= x

1+|x| , r
d
n+1

def
= q̈N + K1e + K2ė, rn denotes the adaptively

deformed control signal used in control cycle n, and f (r(tn))
def
= q̈(tn), i.e.



100 J.K. Tar et al.

the observed system response in cycle n. It is evident that if f (r(tn)) = rd(tn+1)
then r(tn+1) = r(tn), that is the solution of the control task (i.e. the appropriate
adaptive deformation) is the fixed point of the mapping defined in (6). Therefore
the same tuning rule can used in (7) as previously but the known information
at the LHS is different. It is evident that if the parameter estimation error is
great, the difference between the adaptively deformed control signal ri(t) and
the realized 2nd time-derivative q̈i(t) is significant, therefore at the LHS of (7)
considerable quantity is available for parameter tuning.[

m̂1(r1 − q̈1)
m̂2(r2 − q̈2)

]
= Y (q, q̇, q̈)

(
Θ − Θ̂

)
. (7)

Since the details of the convergence were discussed in ample literature references
in the sequel only simulation results will be presented to reveal the co-operation
of the RFPT-based adaptivity and model parameter tuning.

4 Simulation Results

The simulations were made by a sequential program written in SCILAB with
simple Euler integration with fixed time-steps of 0.1 ms. This time-resolution
also corresponded to the cycle time of the assumed controller. The kinematically
prescribed trajectory tracking rule corresponded to the feedback gains K1 = Λ2,
K2 = 2Λ with Λ = 10/s, the adaptive control parameters were Kc = −106,
Bc = 1, and Ac = 10−8. The learning rate was determined by α = 5/s.

4.1 Simulations without Unknown External Disturbances

At first the RFPT-based was studied in the case free of any external disturbances.
Figure 1 describes the details of the trajectory tracking and trajectory tracking
errors. The precise tracking is evident in spite of the considerable parameter
estimation errors. Figure 2 reveals considerable learning activity. These figures
well illustrate the theoretical expectation that the RFPT-based adaptivity and the
parameter learning activity can well co-operate.

Fig. 1. Trajectory tracking [qN1 : solid, qN2 : dashed, q1: dense dash, q2: dash-dot lines
LHS], and trajectory tracking error [for q1: solid, for q2: dashed lines RHS] for the
RFPT-based design without unknown external disturbances, time is described in the
horizontal axes in s units
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Fig. 2. The tuned dynamic system parameters for subsystem 1 (at the top) and for
subsystem 2 (at the bottom) for the RFPT-based design without unknown external
disturbances, time is described in the horizontal axes in s units [Θ̂1: solid, Θ̂2: dashed,
Θ̂3: dense dash, Θ̂4: dash-dot, Θ̂5: dash-dot-dot, and Θ̂6: longdash-dash lines]

Fig. 3. Operation of the RFPT-based adaptivity: [the kinematically prescribed “De-
sired” values: q̈Des

1 : solid, q̈Des
2 : dashed, the adaptively deformed “Required” values:

q̈Req
1 : dense dash, q̈Req

2 : dash-dot, and the simulated values: q̈1: dash-dot-dot, q̈2:
longdash-dash lines] at the early (LHS) and the late (RHS) phases of parameter tuning,
time is described in the horizontal axes in s units

The efficiency of parameter learning is well exemplified by Fig. 3 revealing the
initial and the late phases of the control session: at the beginning the dynamic
model was very imprecise, therefore considerable adaptive deformation was done
by the RFPT-based design. In the later phase, when the model already became
precise, only minimal extent of adaptive deformation was necessary.

Figure 4 displays the significance of the RFPT-based design in an alternative
manner: it describes the tracking error and tracking of the phase trajectories
without external disturbances when the RFPT-based deformation was switched
off: the initial tracking error was great and it only slowly decreased as the pa-
rameter tuning process proceeded. The details of parameter tuning (Fig. 5) were
similar to the case in which the RFPT-based adaptivity was switched on.
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Fig. 4. Trajectory tracking error [for q1: solid, for q2: dashed lines, time is described
in the horizontal axis in s units (LHS)] and the phase trajectory tracking (i.e. the q̇i
vs. qi charts) [for qN1 : solid, for qN2 : dashed, for q1: dense dash, for q2: dash-dot lines
(RHS)] without unknown external disturbances and without RFPT-based adaptivity

Fig. 5. The tuned dynamic system parameters for subsystem 1 (at the top) and for
subsystem 2 (at the bottom) without unknown external disturbances and RFPT-based
adaptivity, time is described in the horizontal axes in s units [Θ̂1: solid, Θ̂2: dashed,
Θ̂3: dense dash, Θ̂4: dash-dot, Θ̂5: dash-dot-dot, and Θ̂6: longdash-dash lines]

4.2 Simulations with Temporal Unknown External Disturbances

In this subsection the effects of temporal unknown external disturbances are
studied via simulations.

At first the the lack of RFPT-based adaptivity is investigated. Figures 6, 7,
and 8 reveal that the parameter tuning process was corrupted by the unknown
external disturbances and the trajectory tracking errors became quite consider-
able.

When the RFPT-based adaptivity was switched on the trajectory tracking
became precise (Figs. 9, 10), however, since the parameter tuning happened on
the basis of false information it was corrupted again (Fig. 8).
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Fig. 6. Disturbance forces [for FDist
1 : solid, for FDist

2 : dashed lines (LHS)], and trajec-
tory tracking error [for q1: solid, for q2: dashed lines (RHS)], and trajectory tracking
error [for q1: solid, for q2: dashed lines RHS] with unknown external disturbances and
without RFPT-based adaptation, time is described in the horizontal axes in s units

Fig. 7. Trajectory (LHS) and phase trajectory (RHS) tracking [for qN1 : solid, for qN2 :
dashed, for q1: dense dash, for q2: dash-dot lines] with temporal unknown external
disturbances and without RFPT-based adaptation, time is described in the horizontal
axes in s units

Fig. 8. The tuned dynamic system parameters for subsystem 1 (at the top) and for
subsystem 2 (at the bottom) with unknown external disturbances and without RFPT-
based adaptivity, time is described in the horizontal axes in s units [Θ̂1: solid, Θ̂2:
dashed, Θ̂3: dense dash, Θ̂4: dash-dot, Θ̂5: dash-dot-dot, and Θ̂6: longdash-dash lines]
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Fig. 9. The driving forces [for F1: solid, for F2: dashed lines (LHS)], and trajectory
tracking error [for q1: solid, for q2: dashed lines (RHS)], and trajectory tracking error
[for q1: solid, for q2: dashed lines RHS] with unknown external disturbances and RFPT-
based adaptation, time is described in the horizontal axes in s units

Fig. 10. Trajectory (LHS) and phase trajectory (RHS) tracking [for qN1 : solid, for qN2 :
dashed, for q1: dense dash, for q2: dash-dot lines] with temporal unknown external
disturbances and RFPT-based adaptation, time is described in the horizontal axes in
s units

Fig. 11. The tuned dynamic system parameters for subsystem 1 (at the top) and for
subsystem 2 (at the bottom) with unknown external disturbances and RFPT-based
adaptivity, time is described in the horizontal axes in s units [Θ̂1: solid, Θ̂2: dashed,
Θ̂3: dense dash, Θ̂4: dash-dot, Θ̂5: dash-dot-dot, and Θ̂6: longdash-dash lines]
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5 Conclusions

In this paper the symbiosis of RFPT-based adaptivity and the “Modified Adap-
tive Inverse Dynamics Controller” was theoretically proved and illustrated via
simulation results for two coupled, strongly non-linear, generalized van der Pol
oscillators.

The main idea on the basis of which analytical model learning and the RFPT-
based design needing only a rough approximate model can co-exist and co-
operate consists in evading the use of the Lyapunov function based stability
proof since it demands too rigorous formal limitations. It was shown that tuning
of the parameters of the formally exact analytical model was possible without the
use of any Lyapunov function by direct utilization of the available information
on the modelling errors on the basis of simple and lucid geometric interpreta-
tion. The stability of the new controllers is guaranteed by “Banach’s Fixed Point
Theorem”.

It is worthy of note that the novel method (as well as its original version)
yields correct parameter tuning only in the lack of unknown external distur-
bances. However, while the trajectory tracking of the original, Lyapunov func-
tion based “Adaptive Inverse Dynamics Controller” is considerably corrupted
by such disturbances, the novel method guarantees precise trajectory and phase
trajectory tracking even in this case at least if these disturbances are of temporal
nature.

It is also worthy of note that the dynamic model under consideration had the
special property that the array of the dynamic model parameters was separable
and it was multiplied by a matrix of kinematically known quantities. On the
basis of the modern function approximation theorems ([19,20]) it is expected
that this approach can be extended for more general cases as Bernard and Slotine
already mentioned a possible extension of the Lyapunov function based method
for wavelets in [21].

In the future similar investigations are planned for completing the appropriate
modification of the “Slotine-Li Adaptive Robot Controller” with the RFPT-based
adaptive design.
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Abstract. In decision making most approaches are taking into account
objective criteria, however, the subjective correlation among decision
makers provided as preference utility is necessary to be presented to
provide confidence preference additive among decision makers reducing
ambiguity and produce better utility preferences measurement for sub-
jective criteria among decision makers. We can look to subjective decision
making using DRSA by providing subjective utility function based on
knowledge we get from document or data (login files or else) using Meta
learning concept to provide support for decision makers to revise their
criteria based on meta learning concept as ensemble learning mechanism
to have subjective weights. The support is subjective to experts’ knowl-
edge on the criteria and also additive weighting of criteria in relation to
users (subjective manner).

Keywords: subjective weights, preference utility, Meta learning (ML),
Dominance-based rough set approach (DRSA).

1 Introduction

Decision Support Systems (DSS) technologies in major is based on objective
analysis of criteria. The analysis outcome is ranking of alternatives based on cri-
teria that are weighted due to expert’s opinions in relation to their experiences
and also according to grounded situations. The approaches that are used in rank-
ing these criteria are based on statistical analysis or experiences of experts. It is
majorly based on analyzing experts’ preferences in relation to alternatives that
need to be ranked. Decision makers may have imprecise knowledge on how to
weight these alternatives or criteria. In most cases, DMs use ordinal and linguis-
tics values to express preferences as independent. This means that preferences
definition and its values have no correlation or linkage among each other. Also,
assuming that the aggregation operators are linear based on additive properties
of independence. This is in fact not realistic in actual situation and subjective
to DMs’ nature. The fundamental idea is mainly back to Savage [1] on having
experts providing utility function on the degree on their trust in the preference
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setting. Savage [1] called this as subjective utility theory which provides a ba-
sis on quantifying the DMs trust value in their preferences scoring [2], using
preference utility relation.

The idea basically provides subjectivity criteria based on preference trust
value set by a DM. This value can be either increasing or decreasing based on
the final decision. In some cases decision makers need to have negotiations to
achieve best consensus [3]. Different aggregation functions and operators were
developed [4], as an extension to the additive aggregation operators [5]; order
weighted geometric operator [6], induced Ordered weight Average [7], linguistic
aggregation operator [8], and others. These operators do not provide subjective
relation to criteria nor to decision makers who define the weight of these cri-
teria. This is because criteria relationships are assumed to be independent for
analysis and computation purpose. Consensuses [3] among decision makers have
been studied by many researchers. However these approaches are not taken into
account the subjective information in regard to the situation in which criteria
values could be changed (adjusted). Also some researchers provide theoretical so-
lution more than looking directly to the novel context of these criteria. There are
aspects that can be called as mental models reflect the setting of each criterion
in separate fashion in relation to a set of subjective models that are provid-
ing collective reflection to those criteria. Such reflection would be used to have
multiplicative weight on the objective criteria to a situated decision making to
achieve better selection and ranking for alternatives. Power average based ag-
gregations functions define by many authors with their extensions are based on
multiplicative preference relations among decision makers [7]. In practice this
is not realistic as the achieved aggregated preferences is not reflecting the sub-
jective issues of possible change that decision makers may have in regard to
the criteria dynamics. This is similar in situation if moderator is involved. The
moderator is objective in their scenarios to moderate the decision makers’ prefer-
ences. Providing support function based on arithmetic mean [5] providing means
to assist on regulating consensus using power average, however this support not
taking into account subjective relations of these preferences when contents of
criteria have some relation to the decision of other decision makers during the
aggregation methods. These methods are ranging from scoring and outranking,
distance-based, utility functions like in this article.

This research intends to propose an approach of solving subjective weights
by Meta learning based on dominance-based rough set approach (MLDRSA)
which defines subjective weights by logical implications then solves the significant
feature of all subjective preferences. The significant feature is presented as a
convergent type of subjective weights (CSW). The subjective influence between
criteria will be presented as an individual type of subjective weights (ISW).
These two types are both defined in terms of logical implications constructed
in a hierarchical structure. By referring to AHP [9,10], CSW and ISW can be
integrated into a linear formula to find out the most significant feature, described
in Section 3. The conceptual process of MLDRSA is presented in Fig. 2.
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Fig. 1. The past subjective weighting of DSS

Fig. 2. The process of MLDRSA

The remainder of this paper is organized as follows: Section 2 reviews deci-
sion support systems, meta learning, and dominance-based rough set approach.
Section 3 presents the design and implementation of MLDRSA. Section 4 ad-
dresses application results of MLSW, and Section 5 presents discussions on the
subjective weights and the case study about the criteria relationship. Finally,
concluding remarks are stated to close the paper.
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2 Literature Review

The literatures of the related theories are presented following DSS, ML, and
DRSA. The aggregation techniques of DSS, the knowledge extraction of ML,
and the tech-nique of applying logics to the criteria relationship are given in
details.

2.1 Decision Support Systems (DSS)

Decision support system (DSS) are essential research area that play a major
role in utilizing experts knowledge for providing advises in different kind of do-
main and applications, like stock market, medical advisors and etc. There are
many techniques that are modeling to handle uncertain criteria like fuzzy ana-
lytic network process [11], and fuzzy TOPSIS [12]. These techniques based on
assumptions that the criteria are independent using additive type aggregation
model. These techniques are practically not feasible to handle uncertain situa-
tion. Other models are introduced to handle uncertain situation, for example in
case when conflict among experts [13] or case when there criteria are represented
using intuitionistic fuzzy [14] in DSS, or using rough set [15].

DSS is kernel of rules that organized to provide intelligent service based on
input of criteria with an attributes assigned from databases, or a question given
by user, or a query given by a system. It is a sort of Intelligent DSS (IDSS)
that improve quality of DMs [16]. For more coverage on DS please refer to [17].
In this paper we look to IDSS based DM expertise in providing attributes on
a set of criteria. These attributes are linguistics variables. In our context DSS
is related to multi criteria decision support based aggregation model which is
called preference model [18]. These systems are to provide DMs a knowledge
recommendation to a set of objects related to solutions candidates. It is based
on attributes and criteria evaluations that can be applicable to applications like
medical diagnosis and economic predictions as in this paper.

2.2 Meta Learning (ML)

We have selected Meta Learning as it can learn from past experience by collect-
ing knowledge from other resources like expert profile or experience in specific
preferences. Meta-learning helps solve problems in classification and regression.
ML is combination of machine learning and data-mining [19]. In our context,
ML is based on feature of given criteria in relation to a DM profile. In machine
learning community this matter is considered as a learning task, and named
as ML or learning about learning [20]. From samples data or cases studies we
extract methods for evaluation [19]. We have selected DRSA for such purpose
where attributes are defined as preference-ordered scales, condition attributes
(related to criteria) and the decision attribute (assignment). This would pro-
vide explicit relationship and knowledge between criteria and attributes. The
method evaluation would produce prediction analysis or base level methods. On
the meanwhile from the sample data we extract characteristics of these criteria
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that are given by the DMs [21]. The extraction facilitates meta-level attributes.
The meta-level attributes and prediction analyses are combined to produce meta-
learning based criteria reflecting the characteristics of DMs like rule generation
based on attribute classification [22] to deduct machine learning rules. These
characteristics provide subjective ranking utility (grouping) for providing DMs
with support on increasing their trust in providing attribute in similar fashion
as in cross-validation.

2.3 Dominance-Based Rough Set Approach (DRSA)

DRSA is a powerful mathematical technique of relational structure and can in-
duce conditional preferences for classification, sorting, choice, and ranking for
preference order criteria values and predefined classes —[23]. The induced pref-
erences for the ranking can imply the evidences to achieve the dominance class.
There are four parts to illustrate this concept. First is the ranking unions: Cl≥t
(the upward union of classes which includes objects ranked at least tth) and Cl<t
(the downward union of classes which includes objects ranked less than tth),
where Cl is a cluster set containing preference-ordered classes Clt, t ∈ T and
T = {1, 2, . . . , n}. The formulations for the above statement can be expressed as
Cl = {Cl1, . . . , Clt, . . . , Cln}, Cl1 = {y ∈ U : y is ranked in the top position},
Cl2 = {y ∈ U : y is ranked in the second position}, . . . , and Cln = {y ∈ U : y is
ranked in the bottom position} where U is a set with decision-makers’ preference
orders and n is the number of preference-ordered classes. For all s, t ∈ T and
s ≥ t (rank of s ≥ rank of t), every object in Cls is preferred to be at least as

good as any of object in Clt. The upward union is constructed as Cl≥t =
⋃

s≥t Cls
for s ≥ t; inversely, the downward union as Cl<t =

⋃
s<t Cls for s < t. A rep-

resentation of the upward union, called the dominating set, can rely on a set of
criteria, P . It follows the dominance principle of requiring each chosen object
at least as good as object x in all considered criteria of P . The granules of a
dominating set based on P can be viewed as the granular cones in the criteria
value space. Vice versa, the dominated set for the downward union follows the
dominance principle and has the granules in the opposite direction. These cones
are named as P -dominating and P -dominated sets [24], respectively.

Second is about the dominance sets. For instance, object y dominates object
x with respect to a criteria set P (denotation yDPx). A dominance set means
an important set. Given x, y ∈ U and P , the dominance sets are formulated as:

P -dominating set: D+
P (x) = {y ∈ U : yDPx} ,

P -dominated set: D−
P (x) = {y ∈ U : xDP y} ,

where x, y ∈ Cl, y �q x for D+
P (x), x �q y for D−

P (x), and all q ∈ P .
Third is about the use of relevant evidences to explain the ranking unions with

conditional preferences. For instance of assigning objects into P -dominating set,
evidences have two types. One is called consistent evidence, i.e., objects can be
properly assigned into D+

P (x) and Cl≥t . The other is inconsistent evidence, i.e.,

objects assigned in Cl≥t possibly violate the dominance principle of D+
P (x). In
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other words, this inconsistent evidence is not a member of a dominating set but
assigned to the upward union. Therefore, inconsistent evidence is the major part
making induction degenerate. According to the dominance consistency, there are
three approximations defined for relevant evidences.

P (Cl≥t ) = {x ∈ U : D+
P (x) ⊆ Cl≥t }, P (Cl≥t ) =

⋃
x∈Cl≥t

D+
P (x),

P (Cl<t ) = {x ∈ U : D−
P (x) ⊆ Cl<t }, P (Cl<t ) =

⋃
x∈Cl<t

D−
P (x),

and
Bnp(Cl≥t ) = P (Cl≥t )− P (Cl≥t ),

Bnp(Cl<t ) = P (Cl<t )− P (Cl<t ),

where t = 1, 2, . . . , n, Bnp(Cl≥t ) and Bnp(Cl<t ) are P -doubtful regions. Objects

in P -doubtful regions are inconsistent. In a simple word, P (Cl≥t ) requires the

largest union of P -dominating sets to be properly included in Cl≥t . P (Cl≥t )
requires the smallest union of P -dominating sets to contain all elements of Cl≥t
while allowing some inconsistent objects.

Finally, the following is about the three measures related to the evidential
weight.

– Accuracy rate (AR) [25,17]
The accuracy rate presents the ratio of the proper assignment to the possible
assignment. Two typical accuracy rates (α) are listed as:

α(Cl≥t ) =

∣∣P (Cl≥t )
∣∣∣∣P (Cl≥t )
∣∣ =

∣∣P (Cl≥t )
∣∣∣∣U ∣∣− ∣∣P (Cl<t )

∣∣ ,
α(Cl<t ) =

∣∣P (Cl<t )
∣∣∣∣P (Cl<t )
∣∣ =

∣∣P (Cl<t )
∣∣∣∣U ∣∣− ∣∣P (Cl≥t )

∣∣ .
The symbol α is used to present ‘a ratio of the cardinalities of P-lower approx-
imation to those of P-upper approximation, i.e., the degree of the properly
classifying approximation relative to the possibly classified approximation’.

– Coverage rates (CR) [26,17]
The coverage rate expresses ‘the probability of objects in the P-lower approx-
imation relatively belonging to the corresponding union of decision classes’,
defined by Pawlak and Greco [26,17]. There are two typical coverage rates

(CR) for the upward unions Cl≥t and the downward union Cl<t , which are
formulated as follows:

CR(Cl≥t ) =

∣∣P (Cl≥t )
∣∣∣∣Cl≥t

∣∣ , CR(Cl<t ) =

∣∣P (Cl<t )
∣∣∣∣Cl<t

∣∣ .
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– Certainty rate (Cer) [26]
A certainty rate of RST is formulated as:

Cer(φ, ψ) =
Card ‖φ ∩ ψ‖
Card ‖φ‖ for φ→ ψ,

where φ and ψ are sets for condition and conclusion. Card | · | means the
number of elements in a set. In a reverse way to explain the certainty rate,
the ratio can be used to express the degree of the noise within the condition
for implication.

Saaty (2001) proposed that pair-wise comparisons and inductions can be for-
mulated as ratios, and then transformed the comparisons into the priority of
criteria, or the criteria weights [12]. He also mentioned that the ratios represent
how much more or less a criterion is as compared to another, and that its ap-
plication can determine how close the criteria are. Furthermore, he emphasized
that ratio operations are independent from irrelevant alternatives. Thus the ratio
scales derived from different scales (criteria) can be implemented mathematically
to generate a characteristic ratio with invariance. Based on these theories, a mul-
tiplication of ratios can express the quality of induction. These ratio operations
can be further used to solve the evidential uncertainty, as mentioned in next
section.

3 Subjective Weighting Model

MLDRSA conjunctively and disjunctively links the logical relationships among
criteria then transforms the relationships into multiplicative and additive opera-
tions of AHP. The integration of logics and arithmetic through DRSA and linear
functions provides the convergent utilities for subjective analysis. The informa-
tion system of MLDRSA is defined in 3.2, the transformation is specified in 3.3,
and the dataset of this research is presented in 3.1.

3.1 Dataset

International Institute for Management Development (IMD) annually publishes
WCY, a well-known report which ranks and analyzes how a nation’s environ-
ment can create and develop sustainable enterprises [27,28]. WCY is a product
cooperating with fifty-four partner institutes worldwide. Its ranking considers
broad perspectives by gathering the latest and most relevant data on the sub-
ject and by analyzing the policy consequence. The dataset include 59 nations, 4
consolidated factors, and 20 criteria in Table 1 [29].

The dataset of this research is collected from WCY 2012, which adopts all
criteria and nations, i.e., 20 criteria and 59 nations (objects shown by x or
z). The top ten nations are Canada, Germany, Hong Kong, Norway, Qatar,
Singapore, Sweden, Switzerland, Taiwan, and USA, which will be used to validate
our proposed method. 29 upper half nations will be validated, too.
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Table 1. Four factors and twenty criteria of WCY-IMD 2012

Economic Performance Business Efficiency

q1 Domestic Economy q11 Productivity and Efficiency
q2 International Trade q12 Labor Market
q3 International Investment q13 Finance
q4 Employment q14 Management Practices
q5 Prices q15 Attitudes and Values

Government Efficiency Infrastructure

q6 Public Finance q16 Basic Infrastructure
q7 Fiscal Policy q17 Technological Infrastructure
q8 Institutional Framework q18 Scientific Infrastructure
q9 Business Legislation q19 Health and Environment
q10 Societal Framework q20 Education

3.2 Definitions of the Subjective Weighting

All preferences of subjective criteria categorized by a selected rank could be
linearly transformed into a product of an eigenvalue, λ, and an eigenvevector,
[q′′i ], which follows the linear transformation [30]. [q′′i ] can represent the objective
characteristic of PEW by considering all preferences. Technically, [q′′i ] is required
parallel to [q′′i ] × PEW. The eigenvalue has two meanings. The first means the
direction of eigenvevector, i.e., λ > 0, toward the same direction of PEW, and
λ < 0, toward the reverse direction of PEW. The second means the quanti-
tative significance of the eigenvevector by approximating the maximum λ. In
this research the maximum λ associates Subjective weights which comprise [q′′i ].
Followings illustrate the defini-tions and implementation models.

Definition 1. The information system of subjective weights
This system only contains objects, subjective criteria, ranking functions, and

ranks obtained from the ranking functions. The ranking function transforms the
preferences within the same criterion into ranks. One point to note: this system
does not contain information of alternatives selection.
IS MLSW = (U,Q, f,R), where U = {y | y = 1, 2, . . . , n}, Q = {q1, q2, . . . , qn},
f : U ×Q→ R, R is a ranking set, R ∈

{
1st, 2nd, . . . , nth

}
.

Definition 2. An induction rule between subjective criteria
q≥j,t′ → q≥i,t represents how a criterion qj supports nations to achieve the top t

positions in qi where q≥j,t′ , (q
≥
j,t′ =

⋃
s≥t′ qj,s), is also a ranking union containing

the top t positions with respect to qj, q≥i,t, (q≥i,t =
⋃

s≥t qi,s) is also a ranking
union containing the top t positions with respect to qi. This rule associates the
ranking evidences of criterion qj to a ranking union of qi, which is independent
to addition or removal of other criteria. Our design can be conceptualized as in
Fig. 3.
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Fig. 3. Approximations based on the induction evidences

Definition 3. The induction evidences
Under the induction rule q≥j,t′ → q≥i,t, there are two approximations defined

with boundaries x and x where x ∈ q≥i,t, x ∈ q≥i,t, and the rank of x is always
higher than or equal to that of x. x is assumed as the boundary of the important
evidences and x as the boundary of the relevant evidences. These two types of
evidences are defined as:

Important evidences: D+
P (x), relevant evidences: D

+
P (x).

The important evidences belong to the upper part of the relevant evidences in
Fig. 4. The approximations based on the induction evidences are defined as:

Important approximation: P ′(q≥j,t′ → q≥i,t) = D+
P (x) ∩ q≥i,t,

Relevant approximation: P
′
(q≥j,t′ → q≥i,t) = D+

P (x),

Doubtful region: D+
P (x)−D+

P (x).
Important approximation, same as the lower approximation of DRSA, con-

tains the important evidences belonging to the ranking union. Relevant approxi-
mation, same as the upper approximation of DRSA, contains the evidences above
the boundary x and requires that x belongs to the ranking union. Doubtful region
contains the evidences that are relevant but not important. The noise in this
area is dissimilar to the important evidence, and is called distinguished noise.
Therefore, the noise within the approximations is defined as:

Undistinguished noises: D+
P (x)− P ′(q≥j,t′ → q≥i,t),

Distinguished noises: D+
P (x)−D+

P (x)− P (q≥j,t′ → q≥i,t).
The distinguished noises are objects away from the important evidences, and

normally located in the doubtful region. The undistinguished noises are together
with the important evidences and cannot be separated by objective methods. Ob-
viously, the more evidences in P ′(q≥j,t′ → q≥i,t) the more important P is; the more

noise in P
′
(q≥j,t′ → q≥i,t) the less relevant P is. Due to the impact of noises, x

and x are non-deterministic priori. Therefore, x and x are presented as slash
lines in Fig. 4. They can be specified by approximating the optimal classification
with the minimum distinguished noises.
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Definition 4. Measures of the induction evidences
Three measures related to the evidential weight of Fig. 4 are defined below.

– Evidence-accuracy rate (α′) [25,17]
An accuracy rate presents the ratio of ‘Important approximation’ to ‘Relevant
approximation’, i.e., the degree of the properly classified evidence relative to
the possibly relevant evidences, and is defined as:

α′ =

∣∣P ′(q≥j,t′ → q≥i,t)
∣∣∣∣P ′

(q≥j,t′ → q≥i,t)
∣∣ .

α′ for a logical implication represents the degree of necessary condition of
‘Important approximation’ in the relevant evidences.

– Evidence-coverage rates (CR′) [26,17]
A coverage rate expresses the ratio of ‘Important approximation’ relatively
belonging to the ranking union, and is defined as:

CR′ =

∣∣P ′(q≥j,t′ → q≥i,t)
∣∣∣∣q≥i,t∣∣ .

CR′ for a logical implication represents the degree of sufficient condition that
‘Important approximation’ influences the ranking union.

– Evidence-certainty rate (Cer′) [26]
A certainty rate expresses the ratio of objects in ‘Important approximation’
relatively belonging to the important evidences:

Cer′ =

∣∣P ′(q≥j,t′ → q≥i,t)
∣∣∣∣D+

P (x)
∣∣ ,

where | · | means the number of evidences in a set. Cer′ represents the degree

of reliability of P ′(Cl≥t ).

Definition 5. The quality classification rate
The classification rate for q≥j,t′ → q≥i,t needs to consider both sufficient and

necessary conditions. The product of CR′ and α′ will be a unique value on an
indifference curve, which originates from the product of sufficient and necessary
ratios for the indifferent induction rules. The induction measures are indepen-
dent to addition or removal of other criteria. The product values thus can be
used for preference orders. Further, the quality of classification needs have the
reliability concern. According to the logical implication, a quality classification
can be formulated as:

Quality classification ⇐⇒ Minimum uncertainty
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‘Quality classification if and only if minimum uncertainty’ can be processed
by mathematics to get a unique value on an indifference curve. Therefore, the
quality classification rate based on evidential weight can be formulated below.

Model I: Solving g′ji.

Max g′ji = Cer′ × CR′ × α′

s.t. Cer′ =

∣∣P ′(q≥j,t′ → q≥i,t)
∣∣∣∣D+

P (x)
∣∣

CR′ =

∣∣P ′(q≥j,t′ → q≥i,t)
∣∣∣∣q≥i,t∣∣

α′ =

∣∣P ′(q≥j,t′ → q≥i,t)
∣∣∣∣P ′

(q≥j,t′ → q≥i,t)
∣∣

Model I will approximate a unique value, g′ji, to consistently enlighten the rel-
evance and importance of criterion qj supporting nations to achieve the bench-
marking positions on qi. g

′
ji can be used as an evidential weight like a slope in

Fig. 4 also illustrates how noise in the doubtful region is reduced by Model I.
This process cuts nations into yes or no supporting evidences when approximat-
ing the quality classification. The vagueness in the doubtful region will diminish
due to the optimal solution. The noise in ‘Important evidences’ will be counted
as imprecision to the classification. The ranking position of x will become as high
as possible to reduce the noise of ‘Important evidences.’ The ranking position
of x also becomes highest to reduce distinguished noises. When approximating
the optimal solution, x and x will be adjusted to the same position, and g′ji is
solved as the slope of Fig. 4.

Fig. 4. The process of uncertainty reduction on criterion qi
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3.3 Implementation of the Subjective Weighting

Definition 6. ISW matrix and CSW vector
The subjective weight for all q≥j,t′ → q≥i,t is formulated as swji. The logical

associations between any two attributes are formulated as
[
g′ji

]
m×m

which is

abbreviated as ISW, i.e., ISW =
[
g′ji

]
m×m

.

ISW =

⎡⎢⎢⎢⎢⎢⎢⎣

g′11 . . . g′1i . . . g′1m
...

...
...

g′j1 . . . g′ji . . . g′jm
...

...
...

g′m1 . . . g′mi . . . g
′
mm

⎤⎥⎥⎥⎥⎥⎥⎦ , (1)

where g′ji is within a range 0 ∼ 1 and g′ji = 0 when j = i. Each g′ji means
a quantitative value of the relevance and importance of qj to qi. Furthermore,
CSW is defined as [q′′i ]m×1:

CSW = [q′′i ]m×1 (2)

Definition 7. Linear transformation
The linear transformation between

[
g′ji

]
m×m

× [q′′i ]m×1 and [q′′i ]m×1 is defined

as Eq. (3). [
g′ji

]
m×m

× [q′′i ]m×1 = λ [q′′i ]m×1 (3)

where λ is the eigenvalue and [q′′i ]m×1 is the eigenvector of ISW, i.e, CSW.
In details, CSW is the priori of Eq. (2). [q′′i ] represents the posteriori, i.e., the

quality classification rate for q≥it′ → O≥
t where O plays as the objective distin-

guishing the dominating and dominated unions. Therefore, [q′′i ] can be treated
as the vector of subjective weights. The solving of the linear transformation is
designed in Model II in terms of Lingo 12.

Model II: Solving [q′′i ]m×1

Max λ

s.t.
[
g′ji

]
× [q′′i ] = λ [q′′i ] ,

where g′′i represents the optimal evidential weight of qi to the objective of all
other criteria. The details of Eq. (3) can be presented as Eq. (4).⎡⎢⎢⎢⎢⎢⎢⎣

011 . . . . . . g′1m
...

...
...

. . . 0jj . . .
...

...
...

g′m1 . . . . . . 0mm

⎤⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎣
g′′1
...

...
g′′m

⎤⎥⎥⎥⎥⎥⎥⎦ = λ

⎡⎢⎢⎢⎢⎢⎢⎣
g′′1
...

...
g′′m

⎤⎥⎥⎥⎥⎥⎥⎦ (4)
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Eq. (4) can be further simplified as Eq. (5).

m∑
i=1

g′ji × g′′i = λg′′i for all j (5)

Technically, g′ji and g′′i are the probability measures in two successive states.
g′′i is a convergent probability of criterion qi toward the objective of all subjective
preferences and can be treated as a weight of qi by requiring

∑m
i=1 qi = 1. In

logical implications, ISW plays the premise. The products, g′ji × g′′i , presents
conjunctive implications as Eq. (6) shown in Fig. 5.(

q≥j,t′ → q≥i,t
)
∧
(
q≥it′ → O≥

t

)
(6)

Fig. 5. The hierarchical implications of Eq. (6)

In our design, CSW can be derived from ISW. The closest characteristic of
all subjective criteria, i.e., the whole preferences, is quantitatively expressed by
CSW.

4 Application Results

Meta learning about WCY has two parts, i.e., (1) the subjective weights which
give the importance and relevance of criteria toward the top and upper half of
competitive-ness (2) the subjective rules which give the ranks of alternatives for
decision makers.

4.1 The Resulted Subjective Weights

The Eigen weights for the top ten and the upper half levels in 2012 are solved and
presented in Table 2. The values of Institutional Framework (q8) are bold which
means the highest weights. The top 10 nations not only have good institutional
framework but also pursue health and environment (q19) for citizens, which is
grounded with grey color.
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Table 2. Subjective weights of WCY 2012

The top 10 level The upper half level
g′′1 0.038 g′′11 0.041 g′′1 0.049 g′′11 0.058
g′′2 0.041 g′′12 0.027 g′′2 0.038 g′′12 0.045
g′′3 0.046 g′′13 0.063 g′′3 0.049 g′′13 0.054
g′′4 0.026 g′′14 0.071 g′′4 0.043 g′′14 0.059
g′′5 0.013 g′′15 0.056 g′′5 0.031 g′′15 0.051
g′′6 0.053 g′′16 0.055 g′′6 0.037 g′′16 0.056
g′′7 0.024 g′′17 0.063 g′′7 0.032 g′′17 0.059
g′′8 0.076 g′′18 0.036 g′′8 0.061 g′′18 0.057
g′′9 0.063 g′′19 0.073 g′′9 0.055 g′′19 0.055
g′′10 0.068 g′′20 0.063 g′′10 0.059 g′′20 0.054

4.2 The Subjective Rules

The subjective rules based on a simple utility function, SUF (x) =
∑m

j g′′j rjx,
for the top ten and the upper half nations are deduced as:

R1: if SUF (x) ≥ 67.98 then x ∈ the top ten nations

Cer′ = 1, CR′ = 0.9, α′ = 1

SUF (x) = 0.038× rx,1 + · · ·+ 0.063× rx,20;

R2: if SUF (x) ≥ 60.69 then x ∈ the upper half nations

Cer′ = 1, CR′ = 1, α′ = 1

SUF (x) = 0.049× rx,1 + · · ·+ 0.054× rx,20.

Obviously, R1 and R2 successfully classify the benchmarking nations and
prove that Eigen weights really exist for all preferences at high accuracy. The
proposed PEW is thus verified true with high accuracy by deduction rules.

4.3 Achievements of MLDRSA

The subjective rules show MLDRSA’s alterative selections have high consistency
with the objective ranks of WCY 2012. This encourages that (1) MLDRSA can
provide the important and relevant information among criteria, (2) MLDRSA
can enhance DSS in alternatives selection. These two achievements are further
discussed next.

5 Discussions on MLDRSA and the Case Study

This section has two parts. One is about the technique discussion. The other is
a case study about Meta learning on the subjective weights for policy making.
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5.1 Technique Discussion

The technique discussion has four stages, the goal, methodology, applications,
and comparison. This research aims to create an approach of Meta learning to
find out the subjective weights which contain the importance and relevance evi-
dences toward the closest feature of WCY 2012. MLDRSA methodology defines
the logical implications for the relationships among criteria, transforms the im-
plications into linear operations, and deduces subjective weights and rules. Based
on the rigid and solid logics and mathematical operations, the empirical results
are reliable than DRSA and the regular utility functions. Their comparisons are
presented in Table 3.

Table 3. Comparison among the related techniques

Weakness DRSA
Regular utility

functions
MLRDSA

Subjective weights w/o experts 0 0 1
Utilities aggregation 0 1 1
Logical implications 1 0 1

Total advantages 1 1 3

The comparisons show the regular utility function considers aggregation but
does not consider the logical implications. In the case of logical implications,
DRSA is good at interpreting the relationship of criteria toward the objective
ranks but do not consider the aggregation. Only MLDRSA has all these three
merits.

5.2 The Case Study about MLDRSA

The subjective weights between the top and upper nations reveal two learning
points. The first learning point is that both of them have the highest weights
in the institutional framework (q8) of government performance. Obviously, the
government is the core of competitiveness. The resulted ICW shows that the
productivity and efficiency (q10) has the biggest influence on the institutional
framework (q8), the management practices (q14) is the second, and the public
finance (q6) is the third. This is more significant for the top nations because the
difference among criteria is bigger than the upper nations. The second learning
point shows the upper nations need to consider wider scope because the sub-
jective weights are closer than the top nations. This means that nations should
build competitiveness from the fundamentals instead of a few criteria only. The
resulted ICW shows that the influence from criteria on the institutional frame-
work (q8) is stronger than the top nations. The biggest two criteria are the
management practices (q14) and the scientific infrastructure (q18).
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5.3 The Future Work

Even some criteria relationships are learned from MLDRSA there are more
knowledge can be learned. We here provide some points that deserve deeper
study in the future. First, deduced knowledge might be available. Second, more
types of subjective weights could be derived from Meta learning techniques.
Third, the aggregation of subjective weights could be explored for interpretation
this would solve of the uncertain information during rule induction to construct
a certain rule set for evaluation.

6 Concluding Remarks

This research proposes a type of subjective weights which do not require ex-
perts involved but are derived from DRSA and RS. The results show that the
subjective rules have the objective selections of the benchmarking and upper
half nations from WCY 2012. The objective evidences verify the correctness
of the subjective weights. The deduction process of the subjective weights is
built from logics and mathematics which provide a solid and complete theoret-
ical fundamental. Therefore, the weight is reliable with minimum uncertainty.
The subjective weights disclosed here is just a beginning. In forthcoming work
we are applying the subjective weights in medical diagnosis and possibly other
applications in the near future.
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Abstract. Reviews of several methods for modeling of complex multi-
dimensional nonlinear systems were presented. It turns out that power
of neural networks grows linearly with its width and exponentially with
its depth. Unfortunately training of traditional MLP Multi-Layer Per-
ceptron deep architectures is very difficult. The paper presents couple
solution to this problem. One solution is to use neural network with con-
nections across layers such as FCC Fully Connected Cascade or BMLP
- Bridged Multi-Layer Perceptron. Another alternative is to use DNN -
Dual Neural Networks which is described with more details.

Keywords: Neural networks, deep learning, neural architectures, learn-
ing algorithms.

1 Introduction

In order to analyze and control complex systems in most cases, researchers fol-
low the advice: “be wise and linearize”, and then traditional well-developed
techniques in linear control theory and statistics can be used. Unfortunately
many systems, including most engineering systems, have nonlinear characters,
and the linearization approach may significantly change their behavior. What is
even worse is that many phenomena in natural systems, and even in engineer-
ing systems, cannot be described by mathematical formulas. For example, the
relation of car traffic intensity as a function of time of day, day of week, or day
of year are nonlinear and cannot be described by mathematical equations. The
problem becomes even more complicated if we would like, for example, to predict
the traffic based on past information in different locations. Many problems in
environmental, chemical, mechanical, or manufacturing engineering have a simi-
lar nature. In some cases only static nonlinear relations are important, but often
everything may also have a dynamic nature. Fortunately any dynamic nonlinear
system can be described by the set of state equations (Fig. 1(a)). If mathe-
matical descriptions are not possible then a dynamic nonlinear system can be
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Fig. 1. Modeling of arbitrarily dynamic system by state equations or by neural net-
works if mathematical formulas are not known (a) state equations, (b) block diagram.

Fig. 2. Result of pattern retrieval for neural network recognizing letters with left
columns with noisy images and right columns with recognized characters.

modeled by an adaptive multidimensional nonlinear system (Fig. 1(b)), where
nonlinear elements are mutually connected by weights with different strengths.
Such system can be trained by various optimization processes. When nonlin-
ear elements (cells) have sigmoidal type of nonlinearity then such systems are
commonly known as artificial neural networks.

Artificial intelligence and computational intelligence are two competing tech-
nologies for a solution for very complex problems. The goal of artificial intelli-
gence is to build a system that the user will not be able to recognize if he/she
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interacts with a human or machine. This approach imposes a very deep under-
standing of the problem by the programmer, so every small detail has to be
solved by the designer. In other words in artificial intelligence, the human must
be smarter than the machine. In the case of computational intelligence, the goal
is to build a system which can outperform humans. One may notice that humans
have difficulties with processing a large amount of data. This is especially true
if data has a multidimensional character. For example, humans may have diffi-
culty correctly recognizing noisy letters shown in Fig. 2, while even very simple
neural networks can solve problems relatively easily. Similarly humans may face
difficulties recognizing that sixty 4-dimensional patterns, shown in Fig. 3, have
3 well-defined clusters.

2 Background

2.1 ANN – Artificial Neural Networks

Significant success stories of the application of neural networks for solving many
nonlinear problems have been reported over the past 20 years. Neural networks
were successfully used for classification purposes and also as universal nonlinear
approximators. In contrast to many other techniques, neural networks were not
systematically developed, but they were just trained with patterns. The success
of neural networks depends on proper network architecture and an adequate
learning algorithm. Accomplishments of neural are not questionable despite the
fact that most researchers were using far from optimal neural network architec-
tures and rather inefficient learning algorithms [1].

The most popular neural network architecture is the Multi-Layer Perceptron
(MLP) [2], which is relatively difficult to train if many hidden layers are there.
Therefore, many researchers are using the MLP with a single hidden layer known
also as a Single-Layer Perceptron (SLP). It was shown that the popular SLP

Fig. 3. Sixty 4-dimensional patterns which are difficult to be recognized by humans



130 B.M. Wilamowski and J. Korniak

architecture is very weak. For example, it was reported that in order to solve
the benchmark of a 2-spiral problem the SLP architecture required 34 neurons
in the hidden layer [3]. When the FCC (Fully Connected Cascade) architecture
is used, the same problem can be solved with only 7 neurons [1,4]. A comparison
of the efficiency of SLP and FCC architectures using other popular parity-N
benchmarks are shown in Fig. 4. One may notice that with 13 neurons the SLP
architecture can solve only the parity-12 problem, while the FCC architecture
with 13 neurons can solve a large architecture like the parity-8911 [5,6]. One
may question why most researchers still use SLP architectures, and why they
are still happy with the results? There are couple answers to these questions:

– People may not be aware of the powerful abilities of other architectures.
– Most learning software was written for MLP or SLP architectures (a good

example is MATLAB NN toolbox Software for training other architectures
is not that easily accessible.

Fig. 4. Comparison go capabilities of MLP and FCC networks using parity-N problems

The most popular learning algorithm is the EBP (Error Back Propagation)
[2,7], and there are many modifications of this algorithm. This is a first order
algorithm with an asymptotic convergence rate. As a consequence this group of
first order algorithms often requires hundreds or thousands of iterations before
an acceptable error is reached. What is worse is that the EBP very seldom can
train close to optimum neural networks. It is usually much easier and faster to
train larger than required networks, but as a consequence such networks are
losing their generalization abilities. In other words a network is responding very
poorly to new patterns not used for training. Traditionally at first researchers
are training small neural networks with limited success; smaller networks are
difficult to train. Eventually they are increasing the size of the network, and
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indeed the network can be now trained faster to smaller errors. Then once they
are happy with their success, they are applying new test patterns (not used in
the training), then the results are disastrous because with the increase of size
the neural network has lost its generalization abilities. This is probably a prime
reason for frustration with neural networks.

The best well-known algorithm for training neural networks is the second or-
der LM (Levenberg-Marquardt) algorithm [8], [9]. The LM algorithm can solve
problems up to 1000 times faster than the EBP algorithm. Also, the LM algo-
rithm can find solutions for networks with fewer neurons, where in most cases the
EBP algorithm fails. Unfortunately the LM algorithm has a couple drawbacks:

– It was developed only for MLP architectures, so other more efficient NN
architectures cannot be used.

– Only relatively small problems can be solved with the LM algorithm because
the size of the Jacobian is proportional to the number of training patterns,
and with larger problems modern computers are not able to manipulate such
huge matrixes.

The above mentioned problems encouraged researchers to look for different
ways to model highly nonlinear input/output mapping, such as: FS – Fuzzy
Systems [10,11,12], RBF networks [13,14,15], LVQ – Learning Vector Quantiza-
tion [16] and CN – Counterpropagation Networks [17], FLN – Functional Link
Networks [18], Support Vector Machines [19,20], and Deep neural network ar-
chitectures [21,12]. We will briefly comment on these technologies.

2.2 FS – Fuzzy Systems

Popular Mamdani [11] and TSK [12] fuzzy architectures are very useful, but
problems are practically limited to 2 or 3 dimensions; for larger dimensions the
size of the rule table became prohibitively large. Various tricks for artificial in-
crease of dimensionality have limited success. Also, the nonlinear surfaces created
by fuzzy systems are relatively raw with large output errors. Fuzzy systems are
often used because of their simplicity and easy hardware implementations. How-
ever, if traditional tanh activations function in NN are replaced with an Elliot
function and FCC architectures are used, neural networks implemented in a mi-
crocontroller can have a shorter assembly code, faster operation, and a 100 to
1000 times smaller error than fuzzy systems [23,24].

Traditional neuro-fuzzy systems NFS [25] have a similar topology to neural
network, but its operation is very different. For example, NFS uses both signal
by signal multiplications and divisions, while these operations are not present
in neither biological nor artificial neural networks. Therefore NFS technology
actually is not making FS and NN more compatible. Fuzzy systems tradition-
ally used triangular, trapezoidal, or Gaussian membership function. However,
it is also possible to use sigmoidal activation functions to obtain almost iden-
tical results [26]. With such an approach fuzzy systems become very similar to
neural networks. Therefore, using theories and concepts of fuzzy systems (more
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specifically TSK architectures) [12], we may try to design neural networks using
techniques typical for fuzzy systems. Also, we may move in an opposite direction,
and we can use neural network learning algorithms for better tuning of fuzzy
systems.

2.3 RBF – Radial Basis Function Networks

Radial Basis Function Networks are an attractive alternative for fuzzy systems.
Each RBF unit can represent one rule, and resulting nonlinear surfaces are much
smoother. Similar to fuzzy systems, the RBF network can be designed without
necessity of training. However, recently a significant effort was devoted to im-
prove the performance of RBF networks by adding the training procedure. It has
been proven by Cover’s theorem [27] that, patterns with nonlinear relationship
are more likely to be linearly separable if the dimension of patterns is increased.
The number of nonlinear RBF units is usually significantly larger than the num-
ber of network inputs, so input space is transformed into higher dimensional
space, where patterns become linearly separable [28]. Recently, RBF networks
became attractive for practical applications because of the simpler design pro-
cess and improved generalization ability compared to neural networks [29]. RBF
networks are also not very suitable for multiple dimensional problems because
the number of RBF units may become prohibitively large.

Facing difficulties of training traditional neural networks, many researchers
redirected their interest toward RBF networks. These networks are much easier
to understand, and they also have traditionally better generalization ability than
common neural networks. In other words they better respond to patterns, which
were not used in training or in the design process. Similar to fuzzy systems,
RBF networks can be designed, and they need not be trained. The problem is
that RBF architectures are very wide and shallow, and their computing power
is limited. Therefore we may explore RBF networks with multiple hidden layers
in order to increase network depth.

2.4 LVQ – Learning Vector Quantization and Counterpropagation
Networks

Learning Vector Quantization [16] and Counterpropagation Networks [17] use
traditional neurons with sigmoidal activation functions. The LVQ has the same
concept as the counterpropagation networks, but instead of using all training
patterns, only fewer patterns representing clusters of patterns are stored in the
network. In contrast to RBF networks, the stored patterns in counterpropagation
networks must be normalized, and the normalization process distorts informa-
tion. For example, some clusters may become indistinguishable after normaliza-
tion. This problem can be solved by transformation of input patterns to higher
dimensions [28]. The main disadvantage of counterpropagation networks is that
for a large number of training patterns the network can become prohibitively
large, even if only patterns representing clusters are stored.
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Fig. 5. Replacing normalization process with transformation to a hypersphere; (a)
transformation by adding one more dimension (b) input 2-dim space (c) output of the
system

These networks are very simple, but for proper operation input patterns must
be normalized in a similar way like in Kohonen networks. Unfortunately such
a normalization process significantly distorts input patterns, and, for example,
after normalization initially easily separable clusters can be fused into one clus-
ter. To avoid this drawback it is possible to replace the normalization process
with projection patterns on a sphere in higher dimensions. This way patterns
which were not linearly separable can now be separate with a single neuron. Our
early results with transformation to a hypersphere of N+1 dimensions shows
very encouraging results (see Fig. 5). Notice that this way the RBF networks
can be replaced with traditional feed forward networks with sigmoidal activation
function.

2.5 SVM – Support Vector Machines

Support Vector Machines [19,20] is a very powerful tool for finding a successful
solution of many classification problems. In this technology in order to separate
clusters, the number of patterns in the analysis can be significantly reduced.
Instead of using all patterns, only patterns closest to the separation surface are
used. These patterns are known as support vectors. Various nonlinear functions
(kernels) can be used to create the separation surface. The most popular kernels
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are polynomials, or Gaussian functions, similar to the one used in RBF networks.
SVM is a very powerful and efficient technique, but it cannot be directly applied
for multiple dimensional nonlinear mapping. For example, if the surface should
be defined by a training pattern, it is not a trivial task to select support vectors
and ignore other patterns. In other words most of the training patterns have to
be used in the surface definition, and the main advantage of SVM can be lost.

Support Vector Machines [19,20] are capable of creating very complex nonlin-
ear surfaces for separation patterns of two categories. It would be interesting to
use SVM technology to create arbitrarily nonlinear mapping, but the solution is
not obvious. The main strength of SVM is that for creation of separation sur-
faces only selected patterns (close to the surface) are used (Support Vectors).
This significantly reduces the difficulties of the problem. A similar approach can
be used but:

1. Instead of neglecting the majority of patterns, some type of pattern cluster-
ing technique can be used in order to create Support Vectors.

2. Instead of creating a separation surface between two groups of patterns, one
may try to pass the surface through training patterns. However, in this case,
a different importance (weight) has to be assigned to every pattern, so a
reasonable compromise can be reached.

3. Initially all patterns are used in training and then in subsequent iterations
patterns with large distance to the surface may need smaller weights of they
can be eliminated.

2.6 Deep Neural Network Architectures

Recently, there is an emerging interest in deep neural networks [21,22], which
consist of multiple hidden layers connected in the MLP architecture. These deep
architectures are attractive because they provide a significantly larger computing
power than shallow neural networks. It seems that deep neural networks are good
candidates for modeling of complex multidimentional nonlinear systems, but the
training process of these networks is very difficult [30]. This is because with an
increase of the network depth the network became less transparent for training.

Because of their deepness and multiple hidden layers, these types of neural
networks are very powerful [21,22], but for the same reason it is very difficult to
train them [30]. Therefore, it is difficult to take advantage of their power. As one
can see in Fig. 6 (dashed lines), when the number of hidden layers in the MLP
architecture increases, initially the success rate increases. Then with a farther
increase of the number of hidden layers, the success rate decreases, and for more
than 6 hidden layers, the success rate is close to zero. When additional con-
nections across the layers were introduced, the bridged BMLP (Bridged MLP)
network becomes even more powerful, and it was much easier to train it (solid
lines). Actually the success rate continuously increased with the network depth.
This is a very exciting result because it gives us abilities to use and to train very
powerful deep architectures of neural networks. Of course we can take advantage
of these BMLP architectures only when proper learning software is used, which
is capable of training arbitrarily connected feed-forward neural networks.
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Fig. 6. Success rates comparison for training the two-spiral patterns, using different
number of hidden layers (from 1 to 10). For each network, all the hidden layers consist
of the same number of neurons (from 3 to 8).

3 Limitations of Neural Networks and Training
Algorithms

The two-spiral problem is considered to be a good benchmark of training algo-
rithms [31]. To solve this problem the MLP architecture with one hidden layer
needs 34 neurons [3], while with the FCC architecture, only 6 neurons can be
required (Fig. 7). Table 1 presents the training results of the two-spiral problem
using a different number of neurons in the FCC networks. Results presented in
Table 1 were obtained with the following parameters. For the EBP algorithm the
learning constant is 0.005 (largest to avoiding oscillation), and the momentum
is 0.5; maximum iteration is 1,000,000 for the EBP algorithm and 1,000 for the
NBN algorithm; desired error= 0.01; all neurons are in the FCC networks; there
are 100 trials for each case. The NBN algorithm can solve the two-spiral prob-
lem using 6 neurons (33 weights) in nearly 315 iterations. The EBP algorithm
can solve the two-spiral problem only when larger networks are used. When the
number of neurons is increased to 12 (102 weights), the EBP algorithm can solve
it in about 400,000 iterations. One can conclude that the EBP algorithm is only
successful if an excessive number of neurons are used.

Recently it was found that there are significantly more powerful neural net-
works than popular MLP architecture. Also, it was concluded that the most pow-
erful known LM algorithm [9] for neural network training is not able to train no
other than MLP architectures. Therefore, using the NSF support, a new very effi-
cient NBN (neuron-by-neuron) algorithm for training arbitrarily connected neural
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Table 1. Training results of two-spiral problem

Success Average Average
Neurons Rate Iteration Time (s)

EBP NBN EBP NBN EBP NBN

6 0% 0.4% failed 314.8 failed 1.11
7 0% 2% failed 372.5 failed 2.12
8 0% 13% failed 287.7 failed 0.88
9 0% 24% failed 261.4 failed 0.98
10 0% 40% failed 243.9 failed 1.57
11 0% 69% failed 231.8 failed 1.62
12 63% 80% 410,254 175.1 633.91 1.70
13 85% 89% 335,531 159.7 620.30 2.09
14 92% 92% 266,237 137.3 605.32 2.40
15 96% 96% 216,064 127.7 601.08 2.89
16 98% 99% 194,041 112.0 585.74 3.82

Fig. 7. Best results of two-spiral problem in 100 trails: (a) 8 neurons in FCC network
(52 weights), using NBN algorithm and training time=0.82 s; (b) 12 neurons in FCC
network (102 weights), using EBP algorithm and training time=694.32 s.

networks was developed [4,32]. This is a second order algorithm. The NBN algo-
rithm is not only very fast, but it can handle arbitrarily connected neural networks.
More recently this NBN algorithm was improved. Notice that the LM algorithm
and the first version of the NBN algorithm were able to handle relatively small
problems. The size of the problem was limited because of the size of Jacobian ma-
trix, which is proportional to the number of patterns, and would be prohibitively
large to be handled by modern computers. Following the NSF sponsored research,
we have developed a modified version of NBN algorithm which can handle practi-
cally unlimited number of patterns [4]. Further improvement of the algorithm was
done by elimination of the backpropagationprocess [33], so computation is done in
a single forward pass. Inmany cases (multiple outputs) the algorithm is even faster
than the LM algorithm. It can train feed-forward networks, which are impossible
to train with other popular algorithms.
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Neural networks exhibit superior performance in comparison to other methods
of computational intelligence, but there are several reasons for the frustration of
researchers trying to adapt neural networks for their research:

– Because it is easier to train neural networks if a larger than required number
of neurons is used, researchers have a tendency to use an excessive number
of neurons.

– If an excessive number of neurons are used, neural networks can be easily
overtrained. This way the network is losing its ability for generalization,
and it is not able to correctly process new patterns which were not used
for training. This is especially visible if the number of training patterns is
limited.

– In most cases the relatively inefficient MLP architecture is used instead of
the more powerful topologies with connections across layers. As a result, the
full power of neural networks is not utilized.

– In order to find solutions for close to optimal architectures, second order
algorithms such as the NBN or the LM should be used. Unfortunately, the
LM algorithm adopted in the popular MATLAB NN Toolbox [34] can han-
dle only the MLP topology without connections across layers, and these
topologies are far from optimal.

– Another drawback of the LM algorithm is that it cannot handle a large
number of training patterns because the size of the Jacobian matrix may
become too excessive.

– The newly developed NBN algorithm is very fast; it can train any neural net-
work architecture, and it has no limitations for the number of patterns used
in training. An additional feature of this algorithm is that individual pat-
terns can be added or subtracted from the training set without the necessity
of training the network with an entire set of patterns.

The only current limitation of the NBN algorithm [4,33] is that neural net-
works should not be too big, and it practically can train networks with up to
500 weights (size of Hessian matrix). If powerful neural network architectures
are used, such as FCC, then with these 500 weights very complex nonlinear
problems can be solved. In the case of RBF networks [35] newly developed Er-
rCor algorithm [36] based on the concept of NBN algorithm [4] also shows a
significant advantages to other algorithms (Fig. 8). The ErrCor algorithm allows
for an automatic finding of best locations of centers of hidden units, while an
improved second order (ISO) algorithm [37] significantly improves the training
process of RBF networks [36]. One should keep in mind that also RBF networks
need to be designed as compact as possible to secure its generalization abilities.

4 DNN – Dual Neural Networks

We have completed extensive experimental studies of training various neural net-
work architectures with different problems [30]. For example, we have trained
various neural network architectures for the parity-11 problem, and we have
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Fig. 8. Training results of ErrCor algorithm (blue points), comparing with other four
algorithms (red points)

Fig. 9. Smallest MLP dual architecture (with one linear neuron in each layer), which
was possible to train with the parity-11 problem

concluded that the smallest possible MLP architecture with traditional sigmoidal
neurons, which we were able to successfully train, was an 11–5–5–1 architecture
with 11 neurons total, shown in Fig. 9. However, if in each hidden layer we
replaced the traditional sigmoidal activation function with a linear one, then we
were able to train to the parity-11 problem as a small network as is shown in
Fig. 10. This was a very surprising result for us. Further analysis of the trained
network allowed us to find an analytical solution for this network. Values of all
weights and neuron thresholds for this analytical solution are shown in Fig. 10.
There is no reason to add more than one neuron to each hidden layer because two
linear neurons connected in parallel can always be combined into one neuron.
One may notice that such dual networks combining both neurons with linear
and nonlinear activation functions are not only very powerful, but they are also
easy to train.

It is possible to significantly enhance the power of neural networks by using
better architectures [1,32]. It was shown that the power of neural networks is
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Fig. 10. Smallest MLP architecture with sigmoidal activation functions only, which
was possible to train with the parity-11 problem

increasing almost exponentially with an increase of its depth (increase of the
number of hidden layers). The strength of a neural network also grows with the
increase of the network width (more neurons in each of hidden layer). However,
the network capabilities in this case are increasing only proportionally to the
network width. A good illustration of this is shown in Fig. 4 where the SLP
has only one layer and the network grows wide, while the FCC network has
only one neuron in each layer, and the depth of the network increases with an
increase of the number on the hidden layer. Notice that with n = 13 neurons
(12 neurons in the hidden layer and one output neuron) the SLP is capable to
solve the parity-12 problem (N = n−1). In the case of the FCC with 13 neurons
there are 12 hidden neurons/layers, and the largest parity problem is parity-8191
(N = 2n− 1) , where n is the number of neurons in the network.

There is no surprise that there is now a significant interest in deep neural
network architectures. The problem is that the popular MLP architecture with
many hidden layers is very difficult to train. One can see in Fig. 6 that if there are
more than 6 hidden layers the success rate of training MLP networks becomes
close to zero. This is not the case if hidden layers are bridged with connections
across layers. Such bridged networks (BMLP) are much easier to train. As one
can see in Fig. 6 an increase of the network depth has no negative effect on the
success rate.

In order to better understand the success in training BMLP architectures
let us consider a couple of transformations of BMLP into another networks.
Fig. 11(a) shows FCC architecture for the parity-15 problems. The FCC net-
work can be seen as the most advanced BMLP architecture where there are
mutual connections between all neurons. Fig. 11(b) shows architecture where
connections across layers were replaced with interlaced linear layers. With the
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Fig. 11. Three different topologies capable of solving the parity-15 problem: (a) FCC
Fully Connected Cascade, (b) with interlaced layers, and (c) DNN dual neural network.

next transformation step (Fig. 11(c)), the network can be converted into dual
network architectures, where additional linear elements (neurons or summators)
were added to each layer.

We already know that the NBN training algorithm can handle relatively effi-
ciently dual networks, but it seems that further improvements are possible:

1. Because part of the network has a linear character, it should be possible to
take advantage of this fact. Notice that linear networks can be trained in a
single step. It would be nice if we would be able to at least partially decouple
linear and nonlinear portions of the networks and use separate algorithms to
train them. Another approach would be to focus solely on the nonlinear part
of the network and search only for weight of the nonlinear network while
weights in the linear network can be automatically adjusted in a single step
using, for example, multidimensional linear regression.

2. Another possible improvement would be to take advantage of a specific fea-
ture of the NBN algorithm where training patterns are directly being added
to Hessian. This should allow us to form at first a Hessian with patterns
which produce small errors. Let us call it a reference Hessian, and then we
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can add only patterns with errors to the reference Hessian. In order to force
the system to fully recognize patterns with errors, we may add to the Hes-
sian multiple times poorly matched patterns forcing the system to recognize
these difficult to train patterns.

5 Conclusion

The traditional approach of solving complex problems and processes usually fol-
lows the following steps: at first we are trying to understand the problem under
investigation and then describe it by mathematical equations. The issue is that
in the computer age we are already being overwhelmed with a huge amount of
data, which are very difficult to understand and process by humans. Also there
are environmental and often engineering problems, which cannot be described by
equations. Our approach will allow us to solve complex multidimensional nonlin-
ear problems without the necessity of fully understanding them and the necessity
of finding mathematical formulas. The proposed approach takes a different path:
at first we create very complex artificial system trainable weights, and then the
system is trained for our need. This approach relieves us, as humans, from a
full understanding of the problem under investigation, but still the problem can
be solved. Successful completion of the project may have a significant impact
on our civilization because it will allow us to solve many practical problems,
which we have difficulties to understand. One of many examples would be the
elimination of many sensors in control systems. By measuring easy accessible
values and using our nonlinear systems capable to estimate values, which could
be measured by non existing sensors.
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Abstract. Radial basis function(RBF) networks have been proved to
be a universal approximator when enough hidden nodes are given and
proper parameters are selected. Conventional algorithms for RBF net-
works training, including two-stage methods and gradient-based algo-
rithms, cost much computation and have difficulty to determine the
network size. In this paper, a new greedy incremental(GI) algorithm
is proposed which constructs the RBF network by adding hidden node
one by one; Each added hidden node is trained once and then fixed. The
parameters of each added hidden node are trained in a greedy way to
approximate the local area around the pattern with the biggest error
magnitude. The center and weight are determined by local regression,
the width is tuned iteratively with a simple rule. The proposed greedy
incremental algorithm is tested on some practical experiments and com-
pared with other popular algorithms. The experiments results illustrated
the GI algorithm could approximate the function universally with high
efficiency and robustness.

Keywords: radial basis function networks, constructive learning, greedy
incremental algorithm.

1 Introduction

Because of the simple topology structure and the ability to approximate complex
nonlinear mappings from the input-output data, radial basis function(RBF) net-
work was broadly used in classification and function approximation area [1,2,3].
It has been proved to be a universal approximator for any continuous target
function when sufficient hidden nodes are provided [4]. As analyzed and com-
pared with other neural networks and fuzzy systems, RBF networks have better
generalization ability and tolerance to input noiseand perform better in regular
function approximation [5,6]. Based on these properties and the simple topol-
ogy structure, RBF networks are widely applied for solving various industrial
application problems, such as fault diagnosis [7,8] and image processing [9,10].

A typical RBF network consists of a hidden layer with non-linear RBF ac-
tivation function and a linear output layer (Fig. 1). Adjustable parameters of
RBF networks include hidden layer parameters (centers and widths) and output
weights connecting hidden layer and output layer.

J. Fodor and R. Fullér (eds.), Advances in Soft Computing, 145
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Fig. 1. Architecture of RBF network

Original approach for training RBF networks is to take all the training samples
as centers and preset the width of all the hidden nodes. Only the output weights
are trained with least squares regression or gradient-based methods. However,
this algorithm could lead to overfitting and is also not practical for real world
approximation problems. In order to achieve high accuracy with compact RBF
networks, centers and widths are further selected or adjusted with different al-
gorithms. Moody and Darken [2] used unsupervised self-organized selection to
determine the centers and widths. Support vector machines [11] selected support
vectors from training sets as centers. However, the search space is too restricted
since the widths are fixed and centers are subset of the discrete training samples.

Alternative method is to train all the parameters simultaneously. Some gra-
dient based optimization algorithms were proposed for RBF networks training
[12,13]. To improve the slow convergence rate of first order gradient, recently,
T. Xie et al. presented an improved second order(ISO) algorithm [15] based on an
improved Levenber-Marquardt algorithm [14]. Though more compact network
is reached with this algorithm, it costs more time due to expensive gradient
computation.

While most algorithms have to specify the size of the RBF network before
training, it is difficult to determine the network size. To determine the network
size during training, some constructive algorithms were proposed by adding hid-
den node one by one, or batch by batch. T.-Y. Kwok and D.-Y. Yeung trained
each added hidden node with modified Quickprop algorithm by minimizing some
objective functions [21]. Huang et al. proposed a family of extreme learning ma-
chines (ELM) by adding random hidden nodes and training weight only. The
algorithms were shown to be much faster than other general algorithms. How-
ever, much larger network was achieved with these ELMs.
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In this paper, a new greedy incremental (GI) algorithm is proposed to con-
struct the RBF network by adding hidden nodes one by one. Each added hidden
node is trained once and then fixed. The parameters of each added hidden node
are trained in a greedy way to approximate the local area around the pattern
with the biggest error magnitude. The center and weight are determined by lo-
cal regression; the width is tuned iteratively with a simple rule. The proposed
algorithm is very simple and can construct a compact RBF network for approx-
imation speedily.

The paper is organized as following. In Section 2, computation fundamen-
tals of RBF networks are briefly introduced. Section 3 presents the proposed
GI algorithm for the RBF networks training. Section 4 gives several practical
benchmarks for function approximation. Experiment results are compared with
other popular algorithms. In section 5, a brief conclusion is given and future
work is introduced.

2 Computational Fundamentals

Since an approximation problem with multiple outputs can be divided into sev-
eral independent approximation task with unique output, in this paper, we are
focusing on the function approximation with single output. Before describing
the algorithm details, several common indices and notations are introduced. As-
sume the algorithms discussed in this paper are all aiming at approximating a
training set {(xp, yp) | xp ∈ RD, yp ∈ R, p = 1, 2, . . . , P}, where there are P
training patterns with D-dimension input and scalar output, (xp, yp) denote the
pth input and output.

As shown in figure 1, a conventional RBF network has fixed architecture with
three layers: an input layer, a hidden layer with RBF activation function and a
linear output layer. Activation function of RBF networks can be different radial
basis functions, including multiquadric, inverse quadratic function, etc. In this
paper, we used the popular gaussian function as activation function of the RBF
network.

g(x) = exp

(
−‖x− c‖2

σ2

)
, x, c ∈ RD, σ ∈ R+ (1)

in which, ‖ · ‖ represents Euclidean distance, c, σ are center and width of the
RBF node.

The output of the RBF network is calculated by summing multiplication of
hidden layer and output weights. The output of a RBF network with n hidden
nodes can be described as,

y =
n∑

i=1

βigi(x) (2)

in which, βi is the weight connecting the ith hidden node and the output node.

3 The Greedy Incremental Algorithm

In this section, the proposed Greedy Incremental(GI) algorithm is introduced.
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3.1 Constructive algorithm

The proposed GI algorithm is a constructive algorithm for RBF network training.
The constructive algorithm is a general method for a single layer feedforward
network (SLFN) with any kernels. One advantage of constructive algorithms is
that the network size can be determined while training. The algorithm starts
from a SLFN with zero hidden neuron and constructs the SLFN by adding
hidden nodes one by one. Each hidden node is trained supervised according to
errors of previous SLFN and then fixed. Thus the training of whole SLFN is
simplified into a sequence of single neuron training.

Assume the current SLFN has n hidden nodes, the errors of current SLFN
are E = [e1, e2, . . . , eP ]

T . To approximate the errors with the new added neu-
ron gn+1(α,x), one is trying to tune its parameters α and output weight β to
minimize the sum squared error(SSE).

S(α, βn+1) =

P∑
p=1

(ep − βn+1gn+1(α,xp))
2 (3)

in which, S(·) is the SSE, α are parameters of the neurons to be tuned.
In order to minimize the objective function SSE, the neuron’s parameters α

and its output weight β can be optimized independently. From equation (3), one
can observe that SSE is a convex function of output weight β, it achieves its
minima while α is fixed and,

βn+1 =

∑P
p=1 epgn+1(xp)∑P
p=1 g

2
n+1(xp)

. (4)

For other parameters (α) tuning, T.-Y. Kwok and D.-Y. Yeung [21] proposed
a modified Quickprop algorithm to minimize the objective function. However,
gradient computatoin still cost much time. Huang et al. presented an incremental
extreme learning machine (I-ELM) [17] which generated random parameters for
the single neuron and only determined output weight using (4). Though it is very
fast, the I-ELM algorithm also resulted in a very large SLFN. Taking advantage
of local property of RBF node, the proposed GI algorithm tuned the new added
node in a greedy way to approximate a local area around the pattern with biggest
error magnitude. The parameters of the added node and the output weight are
all tuned in simple method.

3.2 Center and Weight

The proposed GI algorithm is a greedy process. In order to make each added
new hidden node contribute most to the network, each time the new node was
attempt to approximate the local area around the pattern with biggest error
magnitude. The center and weight of the new node can be determined by simple
regression with the local training sets.
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Filter the local sets. While approximating the previous RBF network’s resid-
ual error E = [e1, e2, . . . , eP ]

T with a single RBF node, it is not necessary to
consider all the training patterns. Because of the local property of gaussian func-
tion, one only need consider a local area in the input space for the single RBF
training. The GI algorithm in this paper focuses on the local area around the
pattern with biggest residual error magnitude. To filter these local sets, one can
preset parameters K and τ and do the following process:

1. find the pattern with biggest error magnitude |ek|, note the pattern as
A(xA, eA);

2. find the subset(T ) of the training set, whose elements are K nearest neigh-
bors of A.

3. In subset T , filter a subset S, whose residual errors are in the range (τeA, eA).

Fig. 2. A 1 dimension example of filtering the local set, K = 200, τ = 0.5. (1) Find
point with biggest error magitude A. (2) Filter K nearest neighbors of max point
A.(red points) (3) Among red points, filter the points with residual error bigger than
τeA. (above the horizon line)

Local Regression. After above 3 steps, local set around the max point is
filtered as S, assume the indices of S are {j1, j2, . . . , jS}. Using these patterns,
we can determine optimal center and weight for the new node directly with local
regression.

In order to approximate the previous RBF network’s residual error ES =
[ej1 , ej2 , ..., ejS ]

T with (1) multiplied by its output weight βn+1, we are actually
solving the following equations,

βn+1 exp

(
−‖xp − c‖2

σ2

)
= ep, p = j1, j2, . . . , jS (5)
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Since the residual errors of local set S are in the range (τeA, eA), which means
they are with the same sign, βn+1 should also be the same sign. So for each
pattern in the local set S, we can derive (5) as,

− 1

σ2

D∑
d=1

x2
p,d +

2

σ2

D∑
d=1

cdxp,d −
1

σ2

D∑
d=1

c2d + ln |βn+1| = ln |ep| (6)

in which, xp,d denotes the dth dimension of the pth pattern, cd is the dth dimen-
sion of the center c. The equation is actually a standard linear regression format,

Xw = b, (7)

in which

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑D
d=1 x

2
j1,d

xj1,1 xj1,2 · · · 1∑D
d=1 x

2
j2,d

xj2,1 xj2,2 · · · 1

...
...

...
. . . 1∑D

d=1 x
2
jS ,d xjS ,1 xjS ,2 · · · 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8)

w =

[
− 1

σ2
, 2

c1
σ2

, 2
c2
σ2

, . . . , 2
cD
σ2

, − 1

σ2

D∑
d=1

c2d + ln |β|
]T

(9)

b = [ln |ej1 |, ln |ej2 |, . . . , ln |ejS |]
T

(10)

For the linear regression (7), we can easily get the optimal w,

w =
(
XTX

)−1

XTb (11)

Combined with (9), we can determine all the parameters of the new hidden
nodes (center c, width σ and output weight β). However, because the above
approximation only used filtered local set S, global convergence of the entire
RBF network is not guaranteed. On the other hand, for a gaussian function,
parameters determining peak location (center and height) are local parameters
while the width is more related to its global character. So the proposed GI
algorithm used the center c and output weight β from above computation and
tunes the width in another simple rule.

3.3 Width

As center and weight are determined by local regression, width of the added
hidden node is also necessary to be tuned. As presented by N. Benoudjit et al.
[22], widths play an important role in the RBF networks approximation. The
fast extreme learning machine was also shown to be improved significantly by
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Fig. 3. Approximation result comparison of a 1-dimension example while using differ-
ent width. With the optimal center determined in previous section, all the three cases
use (4) to determine output weight. The red line used the ideal width; the green line
selected a small width; the cyan line picked a big width.

tuning width [20]. The proposed GI algorithm tunes the width of the new added
RBF node using an efficient iterative rule.

As mentioned in section 3.1, output weight is quite easy to determine by (4)
once center and width are fixed. Since sum squared error (SSE) shown in (3) is a
convex function of weight (βn+1), the optimal weight can also guarantee SSE to
be decreasing while adding more hidden nodes. That means, formula (4) could
guarantee the constructive algorithm’s global convergence. However, given a bad
width, approximation result is still far from optimal. Fig. 3 shows a 1-dimension
example.

From the figure, one can observe that the optimal approximation results from
a proper width which makes the weight calculated by (4) match the optimal
weight we get by local regression (point B in the figure). Though the three cases’
approximation results look very different, the area under them are similar. In
fact, to minimize SSE, a thinner gaussian with a bigger height would always be
better than a thinner gaussian with a smaller height; a fatter gaussian with a
smaller height would always be better than the one with a bigger height. So the
proposed GI algorithm approaches a start width to optimal by equaling its area
to the new gaussian with a new width and our optimal weight.

Lemma 1. The area or integration of a D-dimension gaussian function with
width σ, output weight β is,

Area =
√
πDβσD (12)

Assume in previous section, we get the optimal center copt and weight βopt.
Given the width in the tth iteration σt, the weight calculated from (4)
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using σt notes as βt, for the (t+ 1)th iteration, we equal the new gaussian’s
area whose {width,weight} = {σt+1, βopt} to the old gaussian’s area whose
{width,weight} = {σt, βt},

√
πDβoptσ

D
t+1 =

√
πDβtσ

D
t (13)

from which, we can get the update rule of width,

σt+1 = D

√
βt

βopt
σt (14)

While updating width of the added RBF node with (4) (14), it is approaching
to the optimal one.

3.4 Pseudo Code

Since all the parameters (center, width, weight) are trained in simple process, the
proposed GI algorithm could approximate functions very efficiently. The pseudo
code of the whole training process can be seen below.

Given a D-dimension training set with P patterns {X,Y}.

Desired error is d, maximum number of RBF nodes is N.

Initialize n = 0.

while n<N and SSE>d

1. n = n + 1

2. pick max point A

3. filter local set around A as S

4. use points in S following (7)-(11) do regression, get

optimal center(c) and weight(ww)

5. fix center as c, initialize width as sgm0, calculate new

weight ww0 with (4), set a threshold th

while |ww0-ww|>th

(1) update new width sgm1 with (14)

(2) use sgm1 to calculate weight ww1 with (4)

(3) sgm0 = sgm1

(4) ww0 = ww1

endwhile // optimal width is sgm0

6. calculate output y of the new RBF node

(center=c, width=sgm0, weight=ww)

7. update error: err = err - y, calculate SSE

endwhile

4 Experiments

In this section, several highly nonlinear functions with noise are given to test the
efficiency of the proposed GI algorithm. The experiments results are compared
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with other popular RBF algorithms, including support vector regression (SVR)
[11], extreme learning machines (ELM) [17,18,19].

The testing environment consists of: Windows 7 Enterprise 64-bit operating
system, Intel R© CoreTM 2 Quad CPU Q8400 2.67GHz processor, 4.00GB RAM,
MATLAB R2012a platform.

4.1 Peaks Function

Peaks function is a popular 2-dimension nonlinear benchmark for approximation
test. In this paper, we used normalized format of peaks function (15). Fig. 4
shows the mesh plot of the peaks function.

z =(0.3 + 1.8x+ 2.7x2) exp(−1− 6y − 9x2 − 9y2)−
(0.6x− 27x3 − 243y5) exp(−9x2 − 9y2)−
1

30
exp(−1− 6x− 9x2 − 9y2)

(15)

In the experiment, 2000 points were generated randomly in the range [−1, 1]
as training sets and another 1000 points generated in the same way as testing
sets. All the patterns were added a guassian noise with variance Var = 0.01.
The RBF network was trained with the given training set by the GI algorithm
and some other popular RBF algorithms, including extreme learning machines
(ELM) and support vector machine (SVM) for regression.

For the proposed GI algorithm, we set parameters K = 200, τ = 0.5 for
filtering local set, threshold th = 0.01 for width tuning. We used four versions
of extreme learning machines: batch Extreme Learning Machine (ELM) [16]
and try different architecture, Incremental Extreme Learning Machine (I-ELM)

Fig. 4. Peaks function
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Table 1. Comparison of RBF algorithms while approximating peaks function

Algorithm GI ELM I-ELM EI-ELM CI-ELM SVR

training error (RMSE) 0.114 0.1117 0.1966 0.1916 0.1963 0.1142
testing error (RMSE) 0.109 0.1089 0.1912 0.2116 0.1908 0.1107
training time (s) 0.0622 0.801 0.094 0.9206 0.1205 193.7296
# hidden nodes 10 48 200 200 200 764

[17], Enhanced Incremental Extreme Learning Machine (EI-ELM) [18], Convex
Incremental Extreme Learning Machine (CI-ELM) [19]. All the ELMs used RBF
kernel with following format,

g(x) = exp(−λ‖x− c‖2), x, c ∈ RD, λ ∈ R+ (16)

in which, λ is called impact factor. All the ELMs generated random centers in
the range [−1, 1], random impact factors in the range (0, 0.5]. For batch ELM, we
added hidden node one by one from zero and each time did the pseudo inverse.
The EI-ELM algorithm used parameter k = 20.

The paper used LIBSVM [26] to train support vector machine for peaks ap-
proximation. Parameters of SVR (penalty C, impact factor γ) are grid searched
where C ∈ {1, 10, 100, 1000}, γ ∈ {0.001, 0.01, 0.1, 1}. The optimal option was
C = 1000, γ = 1, whose result was shown in Table 1. From the comparison table,
one can see that the proposed GI algorithm worked very efficient to construct a
compact RBF network.

4.2 Control Robot Arm Kinematics

The kinematics problem is a classic industrial application of function approxi-
mation [27]. The purpose of this problem is to simulate the movement of robot’s
end effectors and locate the position when joint angles change. Fig. 5 shows a
2-link planar manipulator.

From the figure, one can calculate the coordinates of the end effector by the
following formula,

x = L1cos(α) + L2cos(α+ β) (17)

y = L1sin(α) + L2sin(α+ β) (18)

In this paper, we fix the two arm lengths (L1, L2) to be 1 and just give the
approximation of the x-coordinate. The y-coordinate can be approximated in a
same way. The surface of x-coordinate is shown in fig. 6.

We generated 40 × 40 points uniformly in the range [−π, π] as training set.
Another 1000 points were generated randomly in the same range for testing.
Both training and testing sets were added white gaussian noise with variance
Var = 0.01. All the algorithms were used in a similar setting to construct an
RBF network for the approximation task. The comparison results are shown
in Table 2. This experiment also illustrated the efficiency of the proposed GI
algorithm.
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Fig. 5. The 2-link planar manipulator

Fig. 6. Mesh plot of x-coordinate versus the two angles α and β

Table 2. Comparison of RBF algorithms while solving kinematics problem

Algorithm GI ELM I-ELM EI-ELM CI-ELM SVR

training error (RMSE) 0.2152 0.1245 0.4925 0.3065 0.5537 0.0796
testing error (RMSE) 0.2074 0.1275 0.4883 0.9984 0.5516 0.1233
training time (s) 0.1581 0.3141 0.1035 0.7888 0.1035 498.0173
# hidden nodes 6 33 200 200 200 738
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5 Conclusion

In this paper, a simple greedy incremental(GI) algorithm was proposed for RBF
network construction. The proposed algorithm is similar to other constructive
algorithm: adding hidden node one by one, each added node is trained once and
then fixed. The training of each added hidden node is divided into 2 steps:

1. filter the training set into a local set S around the pattern with biggest error
magnitude and do local regression to determine optimal center and weight;

2. tune width iteratively using a simple update rule.

Several highly nonlinear practical experiments were given and presented the
efficiency of the proposed GI algorithm, by comparing with other popular RBF
algorithms.

Though the GI algorithm could achieve a compact RBF network efficiently,
a big disadvantage exists. The mechanism of the construcitve algorithm that
training each hidden node once and then fixed is not quite reasonable. The GI
algorithm alone can not achieve high accuracy, either. So further research will
focus on the fine-tuning of the RBF network after training with GI algorithm.
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1 Introduction

In his crucial paper Zadeh defined fuzzy operations in the “standard” way, by
minimum and maximum [1]. However, in the same paper in a footnote he men-
tioned “intereractive operations” as an alternative, which were later known under
the name “algebraic”:

x ∩ y = xy,

x ∪ y = x+ y − xy.
(1)

Some time later Hamacher gave a much general form for this type of
operations [2]:

x ∩ y =
λxy

1− (1− λ) (x+ y − xy)
,

x ∪ y =
λ (x+ y) + xy (1− 2λ)

λ+ xy (1− λ)
,

(2)

where λ ≥ 0. (1) is given when λ = 1.
Later it was shown by various authors that these parametric operators may be

generated in a much more general form, see e.g. [3]. The importance of Hamacher-
operations cannot be neglected (cf. e.g. Fullér et al. [4], Batyrshin, Rudas et al.
[5]), and some time ago we also proposed some applications [6]. In the next an
interesting property will be discussed.

2 Inverse Set Operations?

It sounds a bizarre question int he context of Boolean sets. However, in [6] it
was proposed that fuzzy set/logical operations being strictly monotonic (and
continuous) in (0, 1) are conditionally invertible. Inverse operations were intro-
duced in a somewhat similar way as they are in algebraic fields, where both
the addition and multiplication do have inverses. Similarities with fields are still
limited, as in monotonic fuzzy algebras not all non-zero elements do have an
inverse (in respect to both binary operations mentioned), except if the concept
of membership function is extended to the real line (cf. R-fuzzy algebra, in [6]).
Nevertheless, under conditions this inverse exists and thus inverse union and in-
verse intersection may also be defined. As Hamacher’s operations are well known
as being monotonic and continuous, the following may be stated:
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If membership values are restricted to (0, 1) (thus excluding both the “addi-
tive” and “multiplicative” zeroes), the operations x −∩ y and z −∪ u denoting
inverse intersection and union of x and y, respectively, do exist, whenever x ≤ y,
and z ≥ u, and are defined through the basic properties:

x ∩ y −∩ y = x,

z ∪ u−∪ u = z.
(3)

Obviously, if the arguments might assume the extreme values 0 or 1, several
problems may occur. So, if x = y = 0, any value a ∈ (0, 1) satisfies x ∩ a = y,
and also, if z = u = 1, arbitrary b ∈ (0, 1) fulfils b ∪ u = z. This is why inverse
operations are pointless in the Boolean world.

Some of the properties of these inverse operations are the following (cf. [6]):

1. Monotonicity. Both −∩ and −∪ are strictly monotonic in (0, 1).
2. Non-commutativity. Obviously x−∩ y �= y−∩ x and x−∪ y �= y−∪ x, when

x �= y even, if the expressions on the left do exist, the expressions on the
right have no meaning.

3. Associativity and inter-commutativity. Both inverse operations are associa-
tive combined with their respective straightforward operations, further, the
sequence of ∩ and −∩, further of ∪ and −∪ may be changed.

(x ∩ y)−∩ z = x ∩ (y −∩ z) = (x−∩ z) ∩ y

and

(x ∪ y)−∪ z = x ∪ (y −∪ z) = (x−∪ z) ∪ y,

thus, it can be written that

(x ∩ y)−∩ z = x ∩ y −∩ z = x−∩ z ∩ y

and similarly

(x ∪ y)−∪ z = x ∪ y −∪ z = x−∪ z ∪ y,

provided that the ordering conditions apply. For short hand expressions,
even −∪x is interpretable, whenever there is an ∪y following it, where x ≤ y
holds. Thus in practice, −∩ and −∪ may be treated as “signs”, assuming
again that the result is within (0, 1). (These properties lead straightforwardly
to the introduction of the R-fuzzy extension of fuzzy sets, for μ : X → R1;
while −∩0 and −∪1 have to be still excluded from the inverse operations’
range, in a very similar manner as division by 0 is prohibited.)

4. De Morgan’s Laws. Very interesting pair of properties are the “inverse De
Morgan properties”. With proper negations the Hamacher-norms form a De
Morgan triplet. This is preserved for the inverse operations.

If ¬ (x ∩ y) = ¬x ∪ ¬y, then ¬ (x−∩ y) = ¬x−∪ y

and consequently also ¬ (x−∪ y) = ¬x−∩ y.
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5. Distributive laws. Similarly to other “unbalanced” equations, where the num-
ber of symbols is different on the two sides of the equation in Boolean algebra,
monotonic operations never yield valid properties. Instead, strict inequalities
hold (within (0, 1), of course), such as

x ∩ (y ∪ z) > (x ∩ y) ∪ (x ∩ z) ,

and
x ∪ (y ∩ z) < (x ∪ y) ∩ (x ∪ z) .

A series of further similar properties might be easily deducted, such as the
idempotency inequalities, and absorption inequalities, but these essentially follow
the same logic mentioned under 5.

3 The Properties of Inverse Hamacher Operations

In the next the above definitions and properties will be illustrated by the general
Hamacher-operations and the most popular special case, algebraic operations.

From (2) the inverse operations may be determined:

– Inverse intersection is given by

x = z −∩ y = z
1− (1− λ) y

(1− λ) (1− y) z + λy
; (4)

in the special algebraic case

x =
z

y
.

– Similarly, the inverse union is given by

x = z −∪ y =
λ (z − y)

λ+ (1− 2λ− z + zλ) y
. (5)

And the algebraic case

x =
z − y

1 − y
.

– Monotonicity is obvious.

In order to skip boring and lengthy calculations without any mathematical
points, properties will be illustrated in the simplified algebraic cases.

– Associativity and inter-commutativity mean in the algebraic case

(xy)

z
=

x

z
y =

(yx)

z
=

xy

z

and (
x− y

1− y

)
+ z −

(
x− y

1− y

)
z =

(x+ z − xz)− y

1− y
=

x− y + z − xz

1− y
.

In the sense of applying −∪ and −∩ as “signs”, the operators [ ]−x
1−x and [ ]

x
must be understood, never in themselves, when traditional fuzzy is consid-
ered, but [ ] = 0 and [ ] = 1, respectively, in R-fuzzy.
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– De Morgan’s Laws appear with standard negation as

¬ (x−∩ y) = 1− x

y
=

y − x

y
=

(1− x)− (1− y)

1− (1− y)
= ¬x−∪ ¬y,

and as a matter of course, similarly,

¬ (x−∪ y) = 1− x− y

1− y
=

1− x

1− y
= ¬x −∩ ¬y.

– The distributive inequlities hold, as

x ∪ (y ∩ z) = x (y + z − yz) = xy + xz − xyz < xy + xz − x2yz =

= (xy) + (xz)− (xy) (xz) ,

as x < 1, thus −xyz < −x2yz. Similarly,

x ∪ (y ∩ z) = x+ yz − xyz > x2 + xz − x2z + xy − x2y − xyz + x2yz =

= (x ∪ y) ∩ (x ∪ z) ,

because the inner inequality can be reduced to

(1− y − z + yz)x2 < (1− y − z + yz)x,

but (1− y − z + yz) = ¬ (y ∪ z) > 0 and x > 0 both hold because of the
(0, 1) condition.

– Also, the inverse distributive inequalities are true:

(x ∪ y)−∩ z =
x+ y − xy

z
=

xz + yz − xyz

z2
>

>
xz + yz − xy

z2
=

x

z
+

y

z
− xy

z2
= (x−∩ z) ∪ (y −∩ z) ,

because z < 1, thus xyz < xy. Similarly,

(x ∩ y)−∪ z =
xy − z

1− z
=

(1− z) (xy − z)

(1− z)2
=

xy − xyz − z + z2

(1− z)2
<

<

(
xy − yz − zx+ z2

)
(1− z)2

=
x− z

1− z
· y − z

1− z
=(x−∪ z) ∩ (y −∪ z) ,

because
z (1− (x+ y − xy)) = z ∩ ¬ (x ∪ y) > 0.

– The other similar properties are easy to illustrate, such as

x ∩ x < x,

x ∪ x > x,
and

x ∩ (x ∪ y) < x,

x ∪ (x ∩ y) > x

are obvious for algebraic norms because of the definitions, and not too com-
plicated in case of the general Hamacher operations.
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4 Open Questions

The properties presented above are rather straightforward, once the inverse op-
erations are introduced, and may be nicely illustrated with help of both the
general Hamacher and the algebraic norms. Several questions are however open.
Among others:

1. What properties should fulfil the negations satisfying the inverse De Morgan
Laws for the general Hamacher operations?

2. Are there any other meaningful and interesting properties in connection with
the inverse operations?

3. Do the general operations obtained by generator functions satisfy all the
above?

4. What are the conditions for the negations in the latter case?

Further similar problems may be found. . .
At this point nothing else remains but to express my best wishes to my good

friend Imre Rudas on the occasion of his 65th birthday, and my wish that he
may contribute to solving some of these open problems during the next years in
good health and a vigorous mood!

Acknowledgement. This paper was supported by the National Scientific Re-
search Fund grants OTKA K105559 and K108405, further by EU grant TÁMOP
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Abstract. The number of the Fuzzy Rule Interpolation (FRI) applica-
tions in engineering tasks is still insignificant compared to the classical
fuzzy reasoning methods. The main goal of this paper is to emphasize
the benefits of the direct (embedded) applicability of fuzzy rule interpola-
tion and the related sparse rule-based knowledge representation through
demonstrative examples in rather different areas. As a prerequisite of
sparse rule-base application in fuzzy system the FRI methods have the
benefit of providing reasonable (interpolated) conclusions even if none of
the existing rules matches the current observation. In spite of the clas-
sical fuzzy reasoning methods this feature enables FRI systems to have
knowledge representation similarly constructed as expert systems, built
upon the definition of cardinal rules only. On the other hand, thanks to
the fuzzy concept, the fuzzy set symbol representation and the fuzzy rea-
soning, the discretely defined rules can act on continuous universes and
continuous states. After a short discussion of FRI methods the paper
will briefly introduce four FRI embedded application example of rule-
based knowledge representation acting on continuous domain problems
selected from the last 15 years work of our research group.

Keywords: Fuzzy Rule Interpolation (FRI), Embedded FRI Applica-
tions.

1 Introduction

Classical fuzzy reasoning methods (e.g. the Zadeh-Mamdani-Larsen composi-
tional rule of inference [1,2,3] or the Takagi-Sugeno fuzzy inference [4,5]) are
demanding complete rule bases, a special care of filling all the possible rules
during the rule-base construction. In case if there are some rules missing (i.e.
the rule base is “sparse”), observations may exist which matches no rule in the
rule base and therefore no conclusion is obtained. Having no conclusion in fuzzy
reasoning could have deliberate meaning. On the other hand if it is accidental
e.g. in a control application, it could cause unpredictable side effects. Moreover
the size of a complete fuzzy rule base is exponential with the number of the input
dimensions. Having higher input dimensions the demand of complete rule-base
is hardly tackleable.

One solution for handling the incomplete (sparse) fuzzy rule-base is the applica-
tion of the fuzzy rule interpolation (FRI) methods. In case of FRI rule-base
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representation the derivable rules are deliberately missing, since they can provide
interpolated conclusions even if none of the existing rules matches the observation.

2 A Brief Overview of Some FRI Techniques

One of the first FRI techniques was published by Kóczy and Hirota [6]. It is
usually referred as KH method. It is applicable to convex and normal fuzzy
(CNF) sets. It determines the conclusion by its α-cuts in such a way that the
ratio of distances between the conclusion and the consequents should be identical
with the ones between the observation and the antecedents for all important α-
cuts. The applied formula

dist (A1, x) : dist (x,A2) = dist (B1, y) : dist (y,B2) , (1)

where A1 ≺ x ≺ A2 and B1 ≺ B2. Ri : Ai → Bi, i ∈ [1, 2] are the two fuzzy
rules flanking the observation x, can be solved for the conclusion y for relevant
α-cuts after decomposition.

It is shown e.g. in [7,8] that the conclusion of the KH method is not always
directly interpretable as fuzzy set. This drawback motivated many alternative
solutions. A modification was proposed by Vass, Kalmár and Kóczy [9] (VKK
method), where the conclusion is computed based on the distance of the centre
points and the widths of the α-cuts, instead of lower and upper distances. VKK
method decreases the applicability limit of KH method, but does not eliminate
it completely. The technique cannot be applied if any of the antecedent sets is
singleton (the width of the antecedent’s support must be nonzero). In spite of
the disadvantages, KH is popular because its simplicity that infers its advanta-
geous complexity properties. It was generalized in several ways. Among them the
stabilized KH interpolator is emerged, as it is proved to hold the universal ap-
proximation property [10,11]. This method takes into account all flaking rules of
an observation in the calculation of the conclusion in extent to the inverse of the
distance of antecedents and observation. The universal approximation property
holds if the distance function is raised to the power of the input’s dimension.

Another modification of KH is the modified alpha-cut based interpolation
(MACI) method [12], which alleviates completely the abnormality problem.
MACI’s main idea is the following: it transforms fuzzy sets of the input and
output universes to such a space where abnormality is excluded, then computes
the conclusion there, which is finally transformed back to the original space.
MACI uses vector representation of fuzzy sets and originally applicable to CNF
sets [13]. These latter conditions (CNF sets) can be relaxed, but it increases
the computational need of the method considerably [14]. Another fuzzy inter-
polation technique was proposed by Kóczy et al. [15]. It is called conservation
of “relative fuzziness” (CRF) method, which notion means that the left (right)
fuzziness of the approximated conclusion in proportion to the flanking fuzziness
of the neighboring consequent should be the same as the (left) right fuzziness
of the observation in proportion to the flanking fuzziness of the neighboring
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antecedent. The technique is applicable to CNF sets. An improved fuzzy inter-
polation technique for multidimensional input spaces (IMUL) was proposed in
[16], and described in details in [17]. IMUL applies a combination of CRF and
MACI methods, and mixes advantages of both. The core of the conclusion is
determined by MACI method, while its flanks by CRF. The main advantages of
this method are its applicability for multi-dimensional problems and its relative
simplicity.

Conceptually different approaches were proposed by Bouchon-Meunier et al.
[18,19]. The suggested “analogy-based interpolation” first interpolates the refer-
ence point position of the conclusion, then constructs the shape of conclusion
fuzzy sets based on the similarity (distinguishability) relation of the rule an-
tecedents and observation with respect to the similarity of the corresponding
rule consequents and the conclusion. A similar two step method idea is appear-
ing in the work of Baranyi et al. [20]. The suggested two step “General Method-
ology” (GM) first generate an interpolated “intermediate rule” in the reference
point position of the observation, then in the second step a single rule reasoning
method (revision function) is applied to determine the final fuzzy conclusion
based on the similarity of the fuzzy observation and an “interpolated” observa-
tion. Practical application of the GM appears in the work of Johanyák et al.
[21,22]. An extension of the GM is also appearing in the work of Shen et al. [23].
The suggested “scale and move transformation” can extend the original method
to extrapolation.

A rather different application oriented aspect of the fuzzy rule interpolation
emerges in the concept of “FIVE”. The fuzzy reasoning method “FIVE” (Fuzzy
Interpolation based on Vague Environment, originally introduced in [24,25,26])
was developed to fit the speed requirements of direct fuzzy control, where the
conclusions of the fuzzy controller are applied directly as control actions in a
real-time system.

The main idea of the FIVE is based on the fact that most of the control
applications serves crisp observations and requires crisp conclusions from the
controller. Adopting the idea of the vague environment (VE) [27], FIVE can
handle the antecedent and consequent fuzzy partitions of the fuzzy rule base
by scaling functions [27] and therefore turn the fuzzy interpolation to crisp in-
terpolation. Because of its simple multidimensional applicability, in FIVE the
Shepard operator based interpolation (first introduced in [28]) is adapted.

Because of the simple adaptivity to embedded applications, in the rest of the
paper all the numerical examples of the applications are based on the FIVE FRI
calculations. The code of the FIVE FRI together with other FRI methods as a
freely available FRI Toolbox can be downloaded at [29,30].

3 Application Examples

For introducing some of the possible embedded application areas of the FRI
methods, a vehicle control, a fault tolerant control application, a user adaptive
emotion-based selection system and a human-robot interaction model example
are shortly introduced in the followings.
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3.1 Vehicle Navigation Control Example

The first application example is a simulated steering control of an automated
guided vehicle (AGV) [31,32,33,34]. In the example application the goal of the
path tracking strategy is to follow the guide path by the guide zone with minimal
path tracking error on the whole path (see Fig. 1).

Fig. 1. Differential steered AGV with guide zone, δ is the path tracking error, ev is the
distance of the guide path and the guide point, Pv is the guide point, K is the driving
centre

The simplest way of defining the fuzzy rules for the steering control is based
on stud-ying the operator’s control actions in relevant situations. These con-
trol actions could form the later rule-base. The basic idea of the path tracking
strategy is very simple: keep the driving centre K of the AGV as close as it is
possible to the guide path, and than simply turn the AGV into the new direction.
This strategy needs two observations: the measured distance between the guide
path and the guide point (ev), and the estimated distance between the guide
path and the driving centre (δ) (see Fig. 2 for the notation). Based on these
observations, as a conclusion, the level of steering (Vd = VL −VR) needed to be
calculated. Collecting the operator’s control actions, the path tracking strategy
can be characterized by five relevant situations, collected on Fig. 2.

Having the relevant control actions and the linguistic term fuzzy sets (fuzzy
partitions) of the two antecedent and one consequent universes, the fuzzy rule
base can be simply constructed. The ith rule of the rule base has the form:

RVd(i) : If ev = A1,i And δ = A2,i Then Vd = Bi

Let us have the linguistic term fuzzy partitions built up five fuzzy sets, namely:
negative large (NL), negative middle (NM), zero (Z), positive middle (PM),
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ev: zero ev: zero ev: middle ev: middle ev: large
δ: zero δ: middle δ: middle δ: zero δ: middle

Vd: zero Vd: small → Vd: zero Vd: large ← Vd: large →

Fig. 2. Relevant control actions (Vd: steering) characterizing the path tracking strategy
(see Fig. 1 for the notation)

positive large (PL) for the two antecedents universes (ev, δ), and negative large
(NL), negative small (NS), zero (Z), positive small (PS), positive large (PL) for
the consequent universe (Vd). Building a complete fuzzy rule-base first, according
to the antecedent terms, we have to set up an antecedent grid of all possible fuzzy
rules, and then fill it with the corresponding rule consequents (see Table 1). First
we can fill the rule consequents already known as relevant situations from the
knowledge acquisition phase (noted by underline in Table 1.), then to make the
rule base complete, the “filling” rules too.

Table 1. Path tracking, complete rule base

RVd :

δ \ ev NL : NM : Z : PM : PL :

NL : PL PS Z NS NL
NM : PL PS PS Z NL
Z : PL PL Z NL NL
PM : PL Z NS NS NL
PL : PL PS Z NS NL

In most cases, the “filling” rules have the only task to get “smooth transient”
between the relevant rules. Selecting a fuzzy reasoning method, e.g. the max-
min composition, and center of gravity defuzzification, the control surface of the
steering can be directly calculated (see Fig. 3).

The design of the path tracking steering control rule-base for FRI is very
similar to the complete rule-base situation. The main difference is the lack of
the “filling” rules. The rule base contains the rules of the relevant situations,
known from the knowledge acquisition phase, only (see Table 2). Introducing
single antecedent rules, rules which have the same conclusion independently
from some of the antecedents can be merged to single rules i.e. according to our
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Fig. 3. Control surface of the path tracking steering strategy, max-min CRI, centre of
gravity defuzzification, 25 rules, complete rule base according to Table 1 [31]

Table 2. Path tracking, sparse rule base

RVd :

δ \ ev NL : NM : Z : PM : PL :

NL : PL NL
NM : PL PS Z NL
Z : PL PL NL NL
PM : PL Z NS NL
PL : PL NL

Table 3. Path tracking, sparse rule base

RVd ev δ Vd

Rule 1: NL PL
Rule 2: PL NL
Rule 3: NM Z PL
Rule 4: PM Z NL
Rule 5: NM PM Z
Rule 6: PM NM Z
Rule 7: Z PM NS
Rule 8: Z NM PS

example the rule base of Table 2 can be simplified to Table 3. Selecting a fuzzy
reasoning method suitable for sparse rule bases, i.e. in our case the “FIVE” FRI,
introduced briefly in Section 2, the control surface of the steering can be directly
calculated (see Fig. 4).



Practical Aspects of Fuzzy Rule Interpolation 171

Fig. 4. Control surface of the path tracking steering strategy, “FIVE” FRI, 8 rules,
sparse rule base, according to Table 3 [31]

Fig. 5. Track of the optimized FIVE FRI AGV steering control [31]

Conclusions of the Example. The simulated results show (see e.g. Fig. 5), that
in the tested situation the suggested embedded FRI control was able to follow the
guide path in the expected manner. (See the example more detailed in [31].)

3.2 Fault Tolerant Control Example

The second simple application example of the embedded FRI control is the
fault diagnosis and reconfiguration of the three tank benchmark in a simplified
configuration (two tanks only) [35,36,33] (see Fig. 6).
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Fig. 6. Simplified configuration of the three tank benchmark

The goal of the control system is to keep the water levels in tank1 and tank3
to be h1 = 0.5 and h3 = 0.1 by controlling the valve13 and the pump1 at a
constant value of outflow from tank3 (normal behaviour of the system).

The example is concentrating of the faults of the valve13. Were this valve
opened and blocked, the water level in tank3 h3 = 0.1 could be controlled by
pump1 (this case h1 is changed) – this is the fault condition no.1. Were this valve
closed and blocked, the water levels in tank1 and tank3 h1 = 0.5 and h3 = 0.1
could be controlled by the valve1 and the pump1 – this is the fault condition
no.2.

The way of the implementation is adapting the fuzzy behaviour-based control
structure introduced in [35,36,33] (see Fig. 7).

The suggested solution contains three component behaviours, i.e. three con-
trollers are handling the three separate situations, one controller is set for
handling the “normal”, one for the “Fault 1” and one for the “Fault 2” system
behaviours. In this example for symptom evaluation the fuzzy clustering was
applied. The symptom evaluation module has to be able to characterize all the
state-transitions in all the studied behaviours. The state-transition diagram for
the studied states of the FRI automaton is shown in Fig. 8. (The states are
fuzzy membership values.) The basic structure of the rule-base applied for the
state-transitions of the FRI fuzzy automaton (rules for FRI) for the ith state Si
(RAi) are the following:

If Si = One And Si − Si = One Then Si = One

If Si = One And Si − Sk = One Then Si = Zero

If Sk = One And Sk − Si = One Then Si = One

If Sk = One And Sk − Si = Zero Then Si = Zero

where Si − Sk is the conclusion of the symptom evaluation about the state-
transition from state i to k, ∀k ∈ [1,N], N is the number of the component
behaviours (state variables). The structure of the state-transition rules is sim-
ilar for all the state variables. Zero and One are linguistic labels of fuzzy sets
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Fig. 7. The applied behaviour-based control structure

Fig. 8. State-transition diagram of the fuzzy automaton, where e.g. f1 − f2 is the con-
clusion of the symptom evaluation related to the “from f1 to f2” state-transition

(linguistic terms) representing high and low similarity. The interpretations of
the Zero and One fuzzy sets can be different in each Si, Si − Sk universes.

The applied behaviour fusion is a convex combination of the conclusions of the
component behaviours with the membership values of the corresponding states
act as weights.

Conclusions of the Example. The simulated example application demon-
strated that the FRI fuzzy automaton is able to follow the studied relevant
states and state-transitions (e.g. Normal–Fault1–Normal in Fig. 9). Moreover,
because of the fuzzy state approximation and the convex combination behaviour
fusion in some cases the system is also able to handle unknown (unstudied) fault
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Fig. 9. The simulated results and the approximated fuzzy states of the complete control
system (Normal – Fault 1 – Normal behaviour) [35]

Fig. 10. The simulated results and the approximated fuzzy states of the complete
control system (Normal – Fault: v13 = 0.8 unstudied situation) [35]

situations too (see e.g. in Fig. 10, where v13 = 0.8 open is an unstudied fault
situation). (See the example more detailed in [35].)

3.3 User Adaptive Emotion-Based System Example

The third example of the embedded FRI application is a user adaptive emotion-
based system, an interactive selection system [37,33]. The example application is
based on the idea, that from the viewpoint of the application, the user adaptivity
is similar task as the situation adaptivity, introduced in the previous example.
Forming the emotional user model as on-line variable fusion of some fixed existing
(off-line collected) models. In this case the user adaptation itself is handled as
a kind of adaptive fusion of existing emotional models in the manner of “the
more similar the actual user to one of the existing emotional model, the more
similar must be the actual emotional model to that model”. In other words,
instead of identifying the actual emotional model itself, the user is classified in the
manner of existing emotional models. As an analogy to the previous applications,
the different known behaviours are the different known emotional models, and
the actual situation is the similarity of the actual user to the evaluators, gave
the known emotional models. The main benefit of this view is quick convergence,
as in the most cases the problem of user classification related to some existing
emotional models is much simpler than the identification of the complicated
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Fig. 11. Structure of the proposed adaptive emotional model generation [37]

emotional model itself. The ability of proper depiction of user emotion is highly
dependent on the number and diversity of the known models available in the
system. The implementation of the suggested embedded FRI behaviour-based
control model is very similar to the previous example. The main differences
(Fig. 7, Fig. 11) are the substitution of the known behaviour controllers (FLCi)
by the known emotional models (Object Descriptor – Emotional Descriptors),
and the direct similarity checking (similarities of the actual user opinions to the
content of the existing models) instead of symptom evaluation.

Using the selection system, the user can search the object database by giv-
ing emotion-related requests (like “friendly” or “convenient”). These requests are
translated to physical parameters (characterising the real objects) by the actual
emotional model. The user adaptivity of the actual emotional model (see Fig. 11)
(since the physical meanings of the emotional words are highly user dependent)
is provided by the suggested FRI behaviour-based control model. This case the
state of the fuzzy automaton (actual similarities, see Fig. 11) is interpreted as
the actual approximated similarities of the actual user opinions and the known
emotional models.

Conclusions of the Example. The goal of the actual user model modifications
from the user side is to tune the system to be closer to his/her opinions. Practically
the system is starting from an initial stage (where the similarities to the existing
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models are equal), and in the case if the user is disagreeingwith the evaluation of the
actual object given by the system, he/she has the possibility to modify the actual
user model by giving his/her opinions. In most cases the given opinions are related
to one or a few emotional descriptors of the edited object (see Fig. 11). But because
of the suggested structure, all the changes are done globally (all the emotional de-
scriptors of known model has the same weights “globally” in the actual model – not
only the descriptor weights related directly to the given user opinion are “locally”
modified). Hopefully that this kind of adaptation strategy keeps the actual user
model coherent, and able to avoid incoherence could caused by step by step partial
modifications. E.g. if one of the users have exactly the same opinions as one of the
known model (even his/her opinions were given through some of the emotional pa-
rameters only), then (after a few modification, detection steps) as the best fitting
known model, the system will use it exactly. Basically the “adaptive knowledge” of
the system related to the actual user is not a new adapted emotional model, but
the actual system state, a set of approximated similarities of the actual user opin-
ions to the known emotional models. Because of the convex combination way of
the emotional model combination, the suggested structure is unable to follow user
requirements outside the area covered by the known models. In other words, the
system cannot go beyond its existing “knowledge”. The only solution of this prob-
lem is extending the number and the variety of the known emotional models, to
cover the model space as much as it is possible. (See the example more detailed
in [37].)

3.4 Human-Robot Interaction Model Example

The last example is supporting the idea, that a novel aspect of Human-Robot
Interaction (HRI) can be put on the basis, that the robot side is implemented
on a state-machine (FRI embedded fuzzy automaton), which reacts the human
intervention as a function of the robot state and the human action (suggested in
[38,39,40]). This platform is suitable for implementing quite complicated action-
reaction sequences, like the interaction of human and an animal, e.g. the be-
haviour of an animal companion to the human. According to this paradigm the
robot can follow the existing biological examples and form inter-species inter-
action. The 20,000 year old human-dog relationship, as interaction of different
species, could be a good example for this relation.

The actual example is a tiny fragment of a more complex ethological model
of an RDog behaving in an unfamiliar room in interaction with its owner and
an unknown human (“Owner” and “Human2” in Fig. 12). In the name of “RDog”
the “R” stands for “Robot” i.e. the dog in question is a Robot. According to
the structure of the embedded FRI behaviour-based control model introduced in
Fig. 7, the example behaviour is built upon two component behaviours, namely
“RDogExploresTheRoom” and “RDogGoesToDoor”. The “RDogExploresTheRoom”
is an exploration dog activity, in which the dog “looks around” in an unknown
environment (see the “ellipsoid” track in Fig. 12). The “RDogGoesToDoor” is a
simple dog activity, in which the dog goes to the door, and then stands (sits) in
front of it.
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The example is the definition of the related state-transition FRI rules of the
fuzzy automaton acts as behaviour coordination. The states concerned in the
example are the following:

“Missing the owner mood of the RDog” (RDogMissTheOwner) and “Anxiety
level of the RDog” (RDogAnxietyLevel): “hidden” states, which have no direct
task in controlling any of the above mentioned behaviours, but has an importance
in the state-transition rule-base.

“Going to the door mood of the RDog” (RDogGoesToDoor) and “Room ex-
ploration mood of the RDog” (RDogExploresTheRoom): states, which have also
direct task in controlling the corresponding “RDogExploresTheRoom” and “RDog-
GoesToDoor” behaviours.

As a possible rule base structure for the state-transitions of the fuzzy automa-
ton, the following is defined (a tiny fragment of a more complex rule-base):

State-transition rules related to the missing the owner mood (state) of the
RDog:
If OwnerInTheRoom=False Then RDogMissTheOwner=Increasing
If OwnerInTheRoom=True Then RDogMissTheOwner=Decreasing

State-transition rules related to the anxiety level (state) of the RDog:
If OwnerToDogDistance=Small And Human2ToDogDistance=High
Then RDogAnxietyLevel=Decreasing
If OwnerToDogDistance=High And Human2ToDogDistance=Small
Then RDogAnxietyLevel=Increasing

State-transition rules related to the going to the door mood (state) of the
RDog:
If OwnerInTheRoom=False And RDogMissTheOwner=High
Then RDogGoesToDoor=High
If OwnerInTheRoom=True Then RDogGoesToDoor=Low

State-transition rules related to the room exploration mood (state) of the
RDog:
If RDogAnxietyLevel=Low And OwnerStartsGame=False
And ThePlaceIsUnknown=High Then RDogExploresTheRoom=High
If ThePlaceIsUnknown=Low Then RDogExploresTheRoom=Low
If RDogAnxietyLevel=High Then RDogExploresTheRoom=Low
where the text in Italic are the linguistic terms (fuzzy sets) of the FRI rule base.

A sample run of the example is introduced in Fig. 12 and Fig. 13. At the
beginning of the scene, the owner is in the room and the Human2 is outside.
The place is unknown for the dog (“ThePlaceIsUnknown=High ” in the rule base).
According to the above rule base, the dog starts to explore the room. At around
the step count 17, the owner of the dog left the room, than “Human2” enters and
stay inside. As an effect of the changes (according to the above state-transition
rule base), the anxiety level of the dog and the “missing the owner” is increasing,
and as a result, the dog goes and stays at the door, where the owner has left the
room. See example run tracks in Fig. 12 and state changing in Fig. 13. (See the
example more detailed in [38].)
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Fig. 12. Tracks of a sample run; continuous line for the dog, dotted for the Owner and
dashed for the Human2 [38]

Fig. 13. Some state changes during the sample run introduced in Fig. 12 [38]

4 Conclusion

The main goal of this paper was to emphasize the practical, application oriented
aspects of Fuzzy Rule Interpolation (FRI) techniques. Supporting the sparse
rule-base knowledge representation, FRI methods can dramatically simplify the
way of fuzzy rule base creation. Keeping the convenience of fuzzy knowledge
representation FRI techniques can give solutions for problems hardly tackleable
by classical fuzzy reasoning.
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Abstract. One of the most important principles in fuzzy set theory
is Zadeh’s sup-min extension principle. Nguyen’s classical theorem ex-
pressed sup-min extensions of continuous functions in terms of alpha-cuts
of fuzzy sets. In 1991 Fullér and Keresztfalvi computed the alpha-cuts of
extended functions defined via sup-t-norm composition. In 2004 Carls-
son, Fullér and Majlender gave a closed formula for α-cuts of extended
functions using the concept of joint possibility distributions. In this pa-
per we give a short survey of some later works that extend and develop
these models.

1 Concepts and Issues

One of the basic concepts in the fuzzy set is the extension principle, where
one extends crisp domains of mathematical expressions (concepts, functions,
operators, etc) to fuzzy domains.

Definition 1.1. A fuzzy (sub)set A in a classical set X is defined by its mem-
bership function

A : X → [0, 1],

where A(x) denotes the degree of membership of x ∈ X in fuzzy set A. In the
following we shall use the same notation for the fuzzy set and for its membership
function. The symbol F(X) denotes the family of all fuzzy (sub)sets of X.

Definition 1.2. A α-level set of a fuzzy set A in X is defined by

[A]α = {t ∈ X | A(t) ≥ α},

if α > 0 and

[A]0 = cl{t ∈ X | A(t) > 0},

is defined as the closure of the support of A.
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A fuzzy number is a fuzzy set of the real line with a normal, fuzzy convex
and upper semi-continuous membership function of bounded support [3]. Fuzzy
numbers can be considered as possibility distributions. If A and B are fuzzy
numbers then we say that they are equal in membership function, and write
A = B, if A(x) = B(x) for all x ∈ R. The family of fuzzy numbers will be
denoted by F [4]. Let us recall the concept and some basic properties of joint
possibility distribution introduced by Fullér and Majlender in [5].

Definition 1.3 (Fullér and Majlender in [5]). If A,B ∈ F then C is said
to be their joint possibility distribution if max{C(x, t) | t ∈ R} = A(x) and
max{C(t, y) | t ∈ R} = B(y), for all x, y ∈ R. Furthermore, A is called the
first marginal possibility distribution of C, and B is called the second marginal
possibility distribution of C.

Definition 1.4 (Schweizer and Sklar [7]). A function

T : [0, 1]× [0, 1]→ [0, 1],

is said to be a triangular norm if T is symmetric, associative, non-decreasing in
each argument, and T (x, 1) = x for each x ∈ [0, 1].

Often we will simple write t-norm instead of triangular norm [8]. Let C be the
joint possibility distribution of A,B ∈ F . Then we have,

C(x, y) ≤ min{A(x), B(y)},

for all x, y ∈ R and α ∈ [0, 1].

Definition 1.5 (Fullér and Majlender in [5]). Fuzzy numbers A and B, are
said to be non-interactive if their joint possibility distribution is given by

C(x, y) = min{A(x), B(y)},

for all x, y ∈ R.

In other words, A,B ∈ F are non-interactive then their joint possibility dis-
tribution is defined by A×B [9].

We shall recall now Zadeh’s sup-min extension principle which plays a fun-
damental role in extending crisp functions to fuzzy functions.

Definition 1.6 (Zadeh [14]). Suppose that X and Y are crisp sets and let f
be a mapping from X to Y ,

f : X → Y.

Let A ∈ F(X). Then using the sup-min extension principle, we can define f(A)
as a fuzzy subset of Y such that

f(A)(y) = sup
x∈f−1(y)

A(x) (1)

if f−1(y) �= ∅ and f(A)(y) = 0 if f−1(y) = ∅ (the supremum is set to zero).
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It should be noted that we use thy same notation for function and for its exten-
sion. The sup-min extension principle can be generalized to two-place (or more
generally to n-place) functions.

Definition 1.7 (Zadeh [14]). Let f be a function,

f : X ×X → Y.

Let A,B ∈ F(X) be fuzzy, then the sup-min extension defines f(A,B) ∈ F(Y )
as,

f(A,B)(z) = sup
(x,y)∈f−1(z)

min{A(x), B(y)}, (2)

if f−1(z) �= ∅ and C(z) = 0 if f−1(z) = ∅ (the supremum is set to zero).

The following two theorems (Nguyen, 1978) show that similar representations
are valid for any extended continuous function.

Theorem 1.1 (Nguyen, [10]). Let X be a locally compact topological space,
let

f : X → X

be a continuous function and let A ∈ F(X). Then

[f(A)]α = f([A]α)

where f(A) is defined by the extension principle (1) and

f([A]α) = {f(x) | x ∈ [A]α}.

Example 1.1. If A is a fuzzy number and

[A]α = [a1(α), a2(α)],

and, furthermore, f is monotone decreasing then from Theorem 1.1 we get

α = f([A]α)

= f([a1(α), a2(α)])

= [f(a2(α)), f(a1(α))].

Theorem 1.2 (Nguyen,[10]). Let X, Y be locally compact topological spaces
and let f : X×Y → X be a continuous function and let A ∈ F(X) and B ∈ Y(Y )
be fuzzy sets. Then

[f(A,B)]α = f([A]α, [B]α)

where
f([A]α, [B]α) = {f(x, y) | x ∈ [A]α, y ∈ [B]α}.

Let f : R2 → R be defined as

f(x, y) = x+ y,

i.e. f is the addition operator on the real line.
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Example 1.2. Suppose [A]α = [a1(α), a2(α)] and [B]α = [b1(α), b2(α)] are fuzzy
numbers. Then using the sup-min extension principle we get

(A+B)(z) = sup
x+y=z

min{A(x), B(y)}

Then,
[A+B]α = [a1(α) + b1(α), a2(α) + b2(α)] = [A]α + [B]α,

for all α ∈ [0, 1].

Definition 1.8 (Fullér and Keresztfalvi [11]). If T is a t-norm, f : X×Y →
Z, A ∈ F(X) and B ∈ F(Y ) then the fuzzy set f(A,B) ∈ F(Z) is defined via
the extension principle by

f(A,B)(z) = sup
f(x,y)=z

T (A(x), B(y)), z ∈ Z. (3)

In 1991 Fullér and Keresztfalvi [11] generalized Theorems 1.1 and 1.2 to sup-
t-norm extended functions.

Theorem 1.3 (Fullér and Keresztfalvi [11]). Let X �= ∅, Y �= ∅, Z �= ∅
be sets and let T be a t-norm. If f : X × Y → Z is a two-place function and
A ∈ F(X), B ∈ F(Y ) then a necessary and sufficient condition for the equality

[f(A,B)]α =
⋃

T (ξ,η)≥α

f([A]ξ, [B]η), α ∈ (0, 1], (4)

is, that for each z ∈ Z,
sup

f(x,y)=z

T (A(x), B(y))

is attained.

The next theorem shows that the equality (4) holds for all upper semi-
continuous triangular norm T and continuous function f in the class of upper
semi-continuous fuzzy sets of compact support. When X is a topological space,
we denote by F(X,K) the set of all fuzzy sets ofX having upper semi-continuous,
membership function of compact support.

Theorem 1.4 (Fullér and Keresztfalvi, [11]). If f : X × Y → Z is contin-
uous and the t-norm T is upper semi-continuous, then

[f(A,B)]α =
⋃

T (ξ,η)≥α

f([A]ξ, [B]η), α ∈ (0, 1], (5)

holds for each A ∈ F(X,K) and B ∈ F(Y,K).

Equation (5) is known in the literature as Nguyen-Fullér-Keresztfalvi (NFK)
formula [21].

Let f : R2 → R be defined as

f(x, y) = x+ y,

i.e. f is the addition operator on the real line.
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Example 1.3. Suppose [A]α = [a1(α), a2(α)] and [B]α = [b1(α), b2(α)] are fuzzy
numbers. Then using the sup-product-t-norm extension principle we get

(A+B)(z) = sup
x+y=z

A(x)B(y)

Then,

[A+B]α =
⋃

ξη≥α

(
[A]ξ + [B]η

)
for all α ∈ [0, 1].

2 The Extension Principle for Interactive Fuzzy Numbers

Using the concept of joint possibility distribution Carlsson, Fullér and Majlender
[12] introduced the following sup-C extension principle in 2004.

Definition 2.9 (Carlsson, Fullér and Majlender [12]). Let C be the joint
possibility distribution with marginal possibility distributions A,B ∈ F , and let
f : R2 → R be a continuous function. Then f(A,B) the sup-C extension of f is
defined by,

f(A,B)(z) = sup
z=f(x,y)

C(x, y). (6)

It can be shown (Carlsson, Fullér and Majlender [12] for details) that f(A,B)
will be a fuzzy number for any continuous function f .

Note 1. IfA,B are non-interactive then (6) turns into Zadeh’s sup-min extension
principle [14]. And, if

C(x, y) = T (A(x), B(y)), (7)

where T is a t-norm then we get the t-norm-based extension principle (3).

In 2004 Carlsson, Fullér and Majlender [12] proved the following theorem, which
can be considered as the most general form of NFK theorem for fuzzy numbers.

Theorem 2.5 (Carlsson, Fullér and Majlender [12]). Let A,B ∈ F be
fuzzy numbers, let C be their joint possibility distribution, and let

f : R2 → R

be a continuous function. Then, f(A,B) is a fuzzy number and furthermore,

[f(A,B)]α = f([C]α),

for all α ∈ [0, 1].
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We will show now an interesting example (based on Fullér [13]) for the exten-
sion principle with interactive fuzzy numbers.

If A is a fuzzy number then,

C(x, y) = A(x)χ{x−y=0}(x, y), (8)

where,

χ{x−y=0}(x, y) =
{
1, if x=y;
0, otherwise;

defines a joint possibility distribution with marginal possibility distributions A
and B, where B = A. Now let f(x, y) = x− y. Then,

f(A,B)(z) = (A−B)(z)

= sup
z=x−y

A(x) · χ{x=y}(x, y).

Then we get

(A−B)(z) =

{
1, if z=0;
0, otherwise.

In other words, if A is a fuzzy number and C is defined by (8) then its marginal
possibility distributions A and B have identical membership function, and fur-
thermore, we have,

A−B = 0̄,

where

0̄(z) =

{
1, if z=0;
0, otherwise.

This case is very similar to the definition of X − Y , where X and Y are random
variables. If Y = X we get

X − Y = 0,

and in this case their joint probability density function is defined by fX,Y (x, y) =
fX(x)δ(x − y).

3 Recent Developments

In 2001 Wagenknecht, Hampel and Schneider [15] used the NFK theorem (5) to
compute the α-level sets of extended addition and multiplication of fuzzy num-
bers of type LR. In 2005 Carlsson and Fullér [16] summarized some properties
of the extended addition operator on fuzzy numbers, where the interactivity re-
lation between fuzzy numbers is given by their joint possibility distribution. In
2008 Gera and Dombi [17] discussed extended t-norms and t-conorms on contin-
uous and interactive fuzzy truth values and using the NFK theorem they showed
that complex convolutions of the extended operations are equivalent to simple
point-wise expressions for several special cases. Their computation method can
also be applied immediately to type-2 fuzzy set operations. In 2008 Chalco-Cano



On Generalization of Nguyen’s Theorem 189

[18] proposed a decomposition of large ranges of uncertainty associated with the
Cartesian product of two fuzzy intervals. Then computed an approximation of
the fuzzy set obtained by applying extension principle to a real function by
means of this decomposition and piecewise linearization of the function. In 2010
Wu [19] extended the NFK theorem to a wider class of aggregation functions.
In 2012 Scheerlinck, Vernieuwe, and De Baets [20] considered Zadeh’s sup-min
extension principle for continuous functions, where both the input variables and
the output variable are fuzzy intervals. Using a parallel optimization approach
they designed a Fuzzy Calculator to efficiently compose the membership function
of the output. In 2013 Bzowski and Urbański [21] formulated the general NFK
theorem, which does not require assumptions on the shape of fuzzy sets, t-norms,
nor topology of underlying spaces. They also showed that NFK theorem (5) can
be extended to the class of fuzzy sets with unbounded supports. Using the NFK
theorem in 2013 Hong [22] obtained some interesting results of the strong laws
of large numbers for triangular norm-based addition of fuzzy set-valued random
variables.
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horvatth.laszlo@nik.uni-obuda.hu

Abstract. Highly integrated engineering models are developed for life-
cycle of industrial products towards increased self-development capabil-
ities. Adaptive model has the capability to change itself in accordance
with changed circumstances and events. Knowledge content in product
model gives this capability for the modification of affected model enti-
ties as a result of changed parameters in the modeled product objects or
the environment of the modeled product. This capability of the model
is based among others on the well proven feature principle. According
to this principle, product model is developed in the course of a series
modification feature definitions. Modification by a feature is propagated
through contextual connection chains of parameters of the modifying and
modified features. Considering the recent development history of prod-
uct modeling, product object feature driven models have been developed
towards knowledge feature driven models where product object repre-
sentations are generated and modified by active knowledge features. At
the same time, lifecycle models of products are more and more interdis-
ciplinary where product objects from mechanical, electrical, electronic,
computer and other areas of engineering are included in a single model
and handled by the same mechanism of modeling. However, interdisci-
plinary product model needs representations on higher abstraction levels
than product object features. This chapter introduces some works and
results from recent research activities contributing to the above sketched
development history. It starts with scenario of current product modeling
and the self-development capability of product models. Following this,
the concept of product model affect zone and method to organize context
definitions are proposed. The main contribution in the chapter includes
introduction of different concepts for the abstraction levels in product
model as well as abstraction levels and the related knowledge repre-
sentations in the proposed coordinated request driven product model
(CRPM). Finally, possible integration of the CRPM method into PLM
systems is discussed.

Keywords: Product lifecycle management (PLM), feature driven prod-
uct model, adaptive product representations, abstraction levels in product
model.
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1 Introduction

The history of computer application in product development started with urgent
need for mathematically represented shapes in aircraft and rocket industries dur-
ing the 50s of the past century. Starting from this point, a fantastic development
started with computer assisted engineering in the past century and resulted
computer centered engineering in the beginning of this century. The author of
this chapter participated in this history and knows that it is not easy to un-
derstand results of advanced mathematics, physics, computational intelligence,
object modeling, and other leading research results in the every day industrial
engineering processes. Similarly to other high technology intensive areas of in-
dustry, advanced solutions are needed to establish quick and reliable product
prototyping in virtual space replacing the restricted, time consuming, and expen-
sive conventional methods of product development. Engineering oriented virtual
spaces have the capabilities to accommodate and apply accumulated expertise
and experience at companies.

Recent and future development of industrial product modeling is determined
by four critical market demands. They are extensive info-communication during
the entire lifecycle of product, representation of objects for different engineer-
ing areas in a single model, quick response of the model for changed situations
and events, and representation of active corporate knowledge in product model.
This chapter is organized around recent advanced product modeling theories,
concepts, and methods to fulfill the above four demands. Because integration
is one of the main issues in product modeling, own results in integration are
discussed together with recent achievements in leading product lifecycle man-
agement (PLM) system development. Beyond classical problems and solutions
in product modeling, higher level knowledge driven product definition and mod-
eling on higher level of abstraction are emphasized. In close connection with
abstraction and its knowledge background, application of soft computing meth-
ods and methods from systems engineering are also discussed in this chapter.

It is important to avoid the common mistake of considering the proposed
methods as part of new methodology for a stand alone new modeling system.
The currently representative product modeling is result of more than sixty years
research and development work at the competitive edge in the world. It would be
impossible to develop appropriate and enough precise experimental environment
for our modeling methods. This is why we consider application of theoretically
and methodically appropriate and enough high level modeling in a PLM system
product for the experimental purpose. In this view, development of the proposed
methods in order to prepare a laboratory for verification and application pur-
pose needs only implementation. Open PLM architectures provide integrated
means to define new object classes together with the required parameter, re-
lationship, and procedure definitions. At the same time, recent PLM systems
inherently provide features for the representation of wide range knowledge and
other abstraction content.
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2 Developing Product Representations

Understanding recent quick changes of concepts and methods in product repre-
sentations is often made more difficult by a mistake that the current advanced
PLM systems are the advanced versions of the computer aided (CAD/CAM/-
CAE, etc.) systems from the past century. At the same time, it is inevitable
that the currently representative PLM technology was developed on the basis of
these pioneer engineering technologies. However, current PLM technology repre-
sents a new age of engineering and includes dozens of new concepts, principles,
approaches, and methodologies. In the opinion of the author of [3], PLM is a
new paradigm for product manufacturing industry which improves all product
related activities at companies.

Research in product representations is concentrated on feature definitions,
corporate knowledge representations, human-computer interactions, and appli-
cation of methods from systems engineering. Lifecycle management of product
data needs feature which can be applied at more or less downstream engineering
activities [6]. In [6], extended life cycle definition of feature is proposed and de-
fined. Application of soft computing in engineering design facilitates fuzzy logic,
genetic algorithm, and artificial neural network representation capabilities for
numerous hard-to-solve engineering tasks [9]. Methods from systems engineer-
ing help the development of abstraction in product model. In [12], application
of the requirements, functions, logical connections, and physical representations
(RFLP) structure is introduced for abstract product representation as baseline
for systems engineering supported PLM. This enhances interaction and collab-
oration between disciplines in product engineering. It seems that application
of system of systems engineering (SoSE) methods can not be avoided in PLM
developments where independent systems are to be handled [17]. Authors of
[10] emphasize importance of standards in systems engineering and SoSE and
introduces activities about management of the related standards.

Long research work accumulated results achieved by the authors of the pub-
lications cited below during the past twenty years in order to produce a vast of
preliminaries to the work which is introduced in this chapter. Paper [18] intro-
duces a new method for the application of machine learning methods at manu-
facturing process planning in order to knowledge based integration of this group
of engineering activities with other activities of product engineering. In [19], the
above engineering activity group is analyzed for the efficiency of computer inter-
actions at decision making and knowledge acquisition in engineering modeling.
On the way to multilevel abstraction, an early work in [20] resulted multilevel
modeling of manufacturing processes. For this purpose, application of Petri Net
was considered together with advanced knowledge representation. Method is con-
ceptualized in [21] for Petri Net generation for representation of manufacturing
process model entities. Process of this modeling is outlined in [22]. Importance of
human intent modeling is emphasized and methodology is introduced in [23] in
order to realize intelligent modeling of manufacturing processes. The simultane-
ous modeling aspect is analyzed in [24] where manufacturing process is modeled
in collaborative environment. Feature based integration of machining process
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model with part model is conceptualized and manufacturing process features are
defined in [25]. Strengthened virtual engineering methodology motivates appli-
cation of virtual technology for integration of associative representations around
mechanical parts in [26]. As result of research for the application of the feature
principle in model integration, a method is given in [27] for the generation of
robot assembly paths using form features and considering product variants. In
close connection with this work, shape and robot process model features are con-
nected by relationships in [28]. Product model information structure is analyzed
and discussed, and engineering modeling methods for problem solving are orga-
nized in the monograph [2]. In [29], change management is analyzed in industrial
engineering model considering application of intelligent computing. Human in-
tent and knowledge are analyzed in order to establish improved means for the
management of changes at product modeling in [30]. Emerging PLM technol-
ogy motivates a new approach to knowledge intensive PLM product modeling
in [31]. An early research result in multi-level abstraction based product repre-
sentation is introduced in [7] as a new method for information content driven
product definition. Paper [16] introduces new processes in order to realize global
level human interaction at knowledge based product definition. Earlier findings
and definitions in application of knowledge technology at product definition are
summarized in a chapter of the book [4]. Issues of systems engineering are mixed
with issues in product model representation in [32] for better decision making in
engineering systems. As a contribution to the new trend of request driven mod-
eling in PLM systems requested behavior driven control of product definition
with initial methodology is introduced in [11]. In paper [8], methodology is in-
troduced for the situation driven control using active knowledge at the definition
of product.

In order to establish a comprehensive conceptual basis for product modeling
in this chapter, Fig. 1 introduces the current representative scenario. The re-
sult of product definition consists of contextually connected features. Features
are included in an object model where object classes and taxonomy serve the
information technology background. Methodology of feature definitions in ob-
ject oriented environments was grounded by the product model standard ISO
10303. International efforts in order to establish product model standard by In-
ternational Organization for Standardization (ISO) during eighties and nineties
produced connectional and methodological basics of model construction resource
based and feature driven object model which can be implemented by using of
engineering area specific application protocols. The AP203 for configuration
controlled 3D designs of mechanical parts and assemblies, the AP214 for au-
tomotive mechanical design, and the AP212 for electrotechnical design and in-
stallation were developed in close connection strengthening the integration of
product modeling areas. Many researches aimed at handling advanced knowl-
edge representations in ISO 10303 based models. Authors of [5] state that the
above standard is focused on representation of product data. They propose a
framework to integrated data and knowledge models assuring reuse of expertise
in product modeling environments.



Towards Knowledge Driven Adaptive Product Representations 195

Fig. 1. Scenario of current product modeling

Product modeling processes use outside resources in less or more integration.
Knowledge and model import comes from expert, legal, and standard connec-
tions. Company management connections communicate company strategies, de-
cisions, and the related company information. Job floor connections are mainly
related with physical device control.

Authorized engineers work in organized projects. Wide range of less or more
integrated function sets serve group work of engineers who are in task and role
specific contexts. Hundreds even thousands of engineers work on product ranges
in organizations at companies and their subsidiaries. Various virtual company
management methods are applied. Recently, integration of features from this area
into product model is one of the main promising developments in engineering.

Engineering activities for a range or family of products are concentrated in life-
cycle management of product information. For these activities, PLM systems pro-
vide development environments in order to facilitate third party and application
developments. This is important because knowledge is available at the companies.
Knowledge in the product model is property of companies and it is protected.
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Fig. 2. Self-development capability

Generic interdisciplinary engineering model (Fig. 1) accommodates product
information. Definition of product features from the viewport of the modeling
system is important mainly at the beginning of a product development. It is
gradually replaced by self-development capabilities of the product model. These
capabilities take the control from humans and utilize active knowledge in product
model. Knowledge is activated by automatic recognition of circumstances and
events.

As it is explained above, contextually connected features are defined by hu-
man interaction or knowledge activation. Product features represent product
units and elements together with their relationships. Analysis features describe
analysis activities and results in order to representation of actual product be-
havior in the application environment. Equipment control features represents
control programs and specific objects of production systems, equipment, and
devices. Recently, production environment is considered as organic part of PLM
systems providing physical end users. Knowledge features represent relationships
and other knowledge items for the definition of the other three groups of features.

Self-development capabilities of the product model utilize knowledge at the
definition of contextual parameter connections amongst product features. The
example in Fig. 2 is a typical configuration in current product models. Parame-
ters of a product feature are selected as conditions for a rule. At the same time,
these parameters are in direct connection with some parameters of other prod-
uct feature. Direct connection is defined where a feature or its parameters are
applied at the definition of other feature. For example, a curve is a parameter
of a surface shape of which is controlled by the curve. On the THEN branch
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of rule product feature parameters are defined and mathematical formula or
function is connected to other mathematical entity which controls parameters
of other product feature. On the ELSE branch, product parameters are defined.
The above rule is controlled by other rule. This is the case, for example, when
different situations require different rules.

3 Organizing Contextual Connections in Product Model

Increasing number of product features and associated unarranged contextual
connections makes handling of model changes including definition of new product
features more and more difficult. This is one of the problems in modeling for
extensive product development products and motivates important researches.
First problem is finding organized means for tracking change propagation. In
[29], change affect zone (CAZ) was defined as entity to record connections of a
product object in the product model. Recently, this method was evaluated and
revised considering actually representative PLM models. The revised method is
sketched in Fig. 3.

Fig. 3. Affect zone of a modification by feature

Fig. 3 shows an example for affect zone of product feature PFMD. PFMD

modifies the product model detail of which is shown in Fig. 3. PFMD is defined
in the context of product feature PFMF . C is for an arbitrary contextual con-
nection. Modification by PFMD is propagated along three branches of product
features. The product features PFT1, PFT2, and PFT3 have special role. The
propagation is terminated at these features. This as the modification affect zone
(MAZ) referring to the application of mod-ification of model on the principle of
contextual features.
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Fig. 4. Organizing context definitions

The next question is how organizing entities can be included in a product
model as features. For this purpose, the classical product model (CPM) was
defined in [7]. At the time of that publication, CPM was considered as a repre-
sentative state-of-the-art product model which serves as starting point for the
research in organized relationships within product model. By now, product mod-
els include features for the representation of active knowledge and abstraction
levels. In order to develop the CPM idea, classical interdisciplinary feature driven
product model (CIPM) was defined (Fig. 6).

The main principle of organizing context definitions is sketched in Fig. 4.
Detail of a CIPM includes four product (PF ) and three relationship (C) features.
In a typical CIPM, these features are included in two groups. Position within
the groups represents the place at which the model is modified by the actual
feature. While this information in essential in a feature derive product model, it
does not assist tracking of indirect modification affects. As a possible solution,
Fig. 4 introduces the feature context space (CS) which is proposed to extend
the CIPM. Really, CS is a map of contexts in which product features PFMF ,
PFMD, PFA, and PFB are connected by relationship features CFD, CDA, and
CDB. Relationship features act as contextual connections in the product model.
CP is connected to the product model by using of self-development capabilities
of the CIPM modeling system.
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4 Abstraction Levels in Product Model

The need for more advanced decision assistance, the advances in integration
of knowledge driven model definition, the increasing emphasis on handling of
product behaviors and nonlinear problems, and the need for multidisciplinary
product model motivate researches to establish abstraction levels in the product
model.

As an early contribution to efforts in establishment of abstraction levels, a
new concept and method was introduced to include content which is behind
CPM object information in product model [7]. The main objective was to pro-
duce interactive knowledge transfer from humans to information based modeling
procedures in order to better explanation and evaluation of engineering objects
at decision making during product definition.

Information content facilitated new adaptive characteristics in product model
[7]. Information content was placed in an abstraction structure which included
five levels (Fig. 5). Intent of humans included knowledge to fulfill engineering
objectives. Meaning of new concepts which were unknown for the modeling sys-
tem was introduced on the second level. Engineering objectives were modeled
by expected product behavior on the third level. A suitable extended definition
of product behavior was published in [31]. The fourth level included contextual
connections. Decisions on features as engineering objects were placed on the fifth
level. It is obvious that all levels must be mapped to feature definitions in the
CPM model. For this purpose, intent, behavior, and decision contextual spaces
were defined. Spaces and their contextual connections were published in [16]. In
the recent years, the most advanced PLM systems started to involve abstrac-
tion levels mainly for unified handling of abstract features in multidisciplinary
product models. These systems apply integrated feature driven adaptive product
model abstraction which is based on the RFLP [12] structure. RFLP structure
is well known in systems engineering. Consequently, it can be stated that ab-
straction is a step towards enhanced application of systems engineering in PLM
product definitions. The RFLP [12] structure consists of requirements against
the product, functions to fulfill requirements, structure of logical components,
and representations of real world product (Fig. 5). In other words, the abstrac-
tion is done on the requirement, function, logical, and physical levels. In Fig. 5,
the dashed lines show logical connections of pairs of levels. The real connection
is realized through the integrated product model.

Because the modeling methods which are proposed in this chapter are devoted
to integrate in PLM environments, equivalence of levels in the two abstraction
of the Fig. 5 is important. Equivalences are illustrated by dotted lines. Require-
ments for the RFLP structure can be produced by the levels of intent of humans
and meaning of concepts. Engineering objectives are represented by behaviors
considering product functions. Structure of logical connections are covered by
appropriately defined contexts. Finally, decisions include information for product
features so that this level can be connected to the physical level.

Development of the above introduced abstraction by using of five levels of in-
formation content was applied at the concept and method of coordinated request
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Fig. 5. Comparison of the information content based and the RFLP concepts

Fig. 6. Coordinated Request driven Product Modeling

driven product modeling (CRPM). Fig. 6 explains the cooperation of CIPM and
CRPM. Authorized engineers must have the choice of classical and request in-
teraction. CIPM capabilities generate product and relationship features on the
basis of interacted feature definitions. Capabilities for CRPM are in communi-
cation with CIPM capabilities through product and relationship features. At he
same time, they generate abstraction level features in the actual requested product
definition (ARPD) extending the CIPM model to request driven product model.
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Fig. 7. Comparison of the information content based and the CRPM concepts

Establishment of the CIPM-CRPM connection requires extensive research in the
future especially for the features through which the communication is done in case
of various representative professional industrial PLM modeling methodologies.

The abstraction levels of the information content based adaptive product
model had to be modified in order to integration with PLM product models.
The modified sequence of levels is applied in the coordinated request driven
product model (CRPM). Levels are shown in Fig. 7 in comparison with the
original information content based levels. Equivalences are illustrated by dotted
lines. Levels of intent of humans and meaning of concepts are merged in coordi-
nated request. Engineering objectives are represented as behaviors for situations.
Contexts are represented in full context space in order to facilitate any structure
of logical connections to include. Finally, decisions are represented as actions for
product features.

5 Coordinated Request Driven Product Modeling

Main capabilities of the modeling by using of the CRPM together with the
main connections are introduced in Fig. 8. Request interaction drives request
definition. The defined request features are generated and placed in the actual
requested product definition (ARPD). At the same time, request interaction
communicates with the request feature generation directly. Request interaction
by authorized engineers can define features in the CIPM model. Regardless the
level of abstraction and automation of product definition, the project leaders
may allow this direct feature definition. Requests are coordinated. This coor-
dination is supported by consequence analysis. Method of consequence analysis
was published in [30]. Coordinated requests drive behavior feature generation.
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Fig. 8. Coordinated request driven product modeling (CRPM) capabilities

Behavior includes actions. These actions are configured to drive CIPM capabili-
ties. Request coordination and consequence analysis also can communicate with
the feature definition for CIPM directly.

PLM systems provide very flexible means of feature and contextual connec-
tion definitions. However, threshold knowledge can not be broken. Threshold
knowledge is defined in [4] as the knowledge which inevitably applies to avoid
definite deterioration in the quality of model or product.

Request consists of product function, specification, procedure, and configura-
tion features. Product function is defined individually, in a set, or in product or
product unit specific structure. Specification may be independent of function or
function related. It may be defined in set or structure. Configuration is a pattern
of product features. Procedure carries knowledge and process for the definition
of function, specification, and configuration. Request definition utilizes the con-
textual feature drive principle. Request may be arbitrary incomplete. When a
coordinated request is mapped in a behavior, it is completed by stored corporate
knowledge and knowledge assisted human decision. At the same time, feature
generations are done by knowledge in procedures.
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Fig. 9. Contextual connections in the request driven product model

Fig. 8 shows an inherently configured contextual structure of request driven
product model features. Product function, specification, procedure, and config-
uration features are defined in the context of request. At the same time, these
features also have contextual connection definitions. Behavior is defined in the
context of request. Situation is defined in the context of behavior while circum-
stances are defined in the context of situation. Circumstances for a situation
are mapped to features in the relevant request. However, this can be done only
through the request-behavior contextual connection.

Fig. 9 shows the contextual connection between action feature in the CRPM
and the knowledge carrier features in the CIPM. In the example in Fig. 9, a
reaction, parameter P1, and formula F1, features are generated in the context of
the definition carried by the action feature. Rule R2 is generated in the context
of formula F1. The above knowledge features drive appropriate features in the
CIPM.
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6 Knowledge in the CRPM Model

As it was explained and discussed above, knowledge is defined by authorized en-
gineers and communicated with the model generation environment in the course
of request interaction (Fig. 10). At the decisions for product definition human ap-
plies stored engineering experience and add personal experience and expertise. In
a simplified schema, human communicates with problem solution method. This
method is strongly supported by corporate knowledge representations. Most of
these representations can be included in the CIPM. However, definition of knowl-
edge content requires research on its various levels. PLM systems are being in-
creasingly prepared for this work. Virtual prototyping simulations are organized
by planned experiments. Numerical methods are widely applied at shape rep-
resentations, finite element analysis, etc. Rules, checks are applied at situation,
while reactions are applied at event driven product feature definition as it is il-
lustrated in Fig. 9. Main optimization algorithms are available in PLM systems
and new algorithms can be defined in application environments.

Individual and mixed application of fuzzy logic, genetic algorithms, and neural
networks is an important way towards more intelligent product models. Because
their integration in CIPM model is presently at its initial stage, more attention
is advised to devote their integration into CRPM model as method.

The success story of soft computing motivates its application in product def-
inition where the problem solving often requires strengths and features of soft
computing [1]. Tolerance for imprecision and uncertainty is often necessary in
engineering problem solving. Consequently, fuzzy logic, neuro-computing, and
probabilistic reasoning must be considered at definition of methods for CRPM
modeling.

Problem solving processes often can utilize fuzzy rule base and the associated
reasoning at product development. The most important processes are for decision
support, expert knowledge processing, and definition of equipment and device
control. However, known operators are often not able to follow the modeled
phenomena. Authors of [13] propose generalization of conventional operators to
include them in the sophisticated intelligent engineering systems.

Information aggregation well fits into numerous problem-solving processes in
engineering where various types of information items must be handled [14]. In or-
der to solve the problem caused by information types, authors of [14] propose an
extension of fuzzy set membership functions for the reinterpretation information
items in approximate formal setting using profiles. Consequently, appropriate
profile aggregation is applied at modeling.

Authors of [15] concentrate on study of information aggregation in engineer-
ing related intelligent systems. Considering characteristics of problems in the
engineering practice, they propose procedures to identify aggregation function
in order to best fit to empirical data.
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Fig. 10. Knowledge in the CRPM model

7 Integration CRPM into PLM System

In the above introduced request driven product model includes the proposed
actual requested product definition (ARPD) in integration with the CIPM model
(Fig. 11). CIPM represents the current PLM modeling technology. The ARPD
includes request, behavior, and action features, while CIPM consists of product,
analysis, knowledge, and equipment control features.

The main question is that how can the above integration be realized in an
industrial PLM system. The generally applicable solution is seen in Fig. 11.
Besides this solution, more engineer friendly means are being developed for direct
extension by using of normal feature definition within a PLM system.

In case of the generally applicable solution of integration, request driven mod-
eling procedures communicate through application programming interface (API)
services of the PLM system. This means communication with product and rela-
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Fig. 11. Integration in PLM model

tionship features in CIPM model, ARPD features, as well as feature generation
procedures and user communication surfaces in the actual PLM system.

8 Conclusions

Definition processes and means for representation of product information were
undergone essential development during the past decade. This chapter introduces
this development and emphasizes improvements in product definition capabilities
of PLM systems. Former publications are cited in order to give a survey on
the grounding of the recent results in knowledge supported modeling which are
introduced in this chapter.

On the way towards smart self-development product model, adaptive capabil-
ities must be strengthened. This work utilizes organized contextual connections
of features, application of abstraction levels, and typical contextual connection
chains in product model. The contributions in this chapter are aimed to solve
these problems.

The classical interdisciplinary feature driven product model (CIPM) was de-
fined in order to distinct it from the proposed coordinated request driven product
model (CRPM). CIPM represents the currently representative product model
and is extended by the CRPM. New abstraction levels are proposed in order to
support this extension.

A former result for abstraction levels in product model was defined as content
of product information. These levels are compared with RFLP structure which
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is well known in systems engineering and recently applied at PLM modeling
practice. In order to facilitate connection of the CRPM based modeling to the
modeling systems with RFLP structure, a modified set of abstraction levels is
proposed as a revision of the abstraction by product information content.

The proposed CRPM modeling requires representative PLM system environ-
ment which is suitable for the integration with the CRPM extension. For this
purpose, PLM research environment is under development. In this installation,
a suitable PLM system will serve the work of the Laboratory of Intelligent En-
gineering System (LIES). Mission of this laboratory of the Institute of Applied
Mathematics, John von Neumann Faculty of Informatics, Óbuda University is
bridging theory, methodology, and industrial practice.
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Abstract. The fuzzy decision systems contain fuzzified input and out-
puts parameters sequentially in premises and consequences of the deci-
sions rules. The interrelationship of those can be very different from the
basic relations described with if. . . then rules till the correlations of input
parameters described with cognitive maps. The paper gives a summary
of the fuzzy parameters’ inter-relationship investigated by the authors in
recent years based on fundamental results published by Imre J. Rudas,
or investigated in joint works with him.

Keywords: fuzzy decision making, distance based operators, AHP, risk
management.

1 Introduction

The interrelationship of the system parameters of fuzzy decision making system
can be very different from the basic relations between parameters of premises
and parameters of consequences of the if. . . then rules till the correlations and
quantitative representation of relationships of input parameters from the set of
premises.

Fuzzy decision making systems can be constructed from if A then B types
of rules, where A and B are fuzzified system parameters and the mathematical
background of the calculation is based on the definition of fuzzy relations and
basic binary opera-tions of t-norms and conorms [9].

In the last few decades in fuzzy control systems the Mamdani type of decision
model is widely used, and beyond the min and max operators others are also
investigated in theoretical and practical environment in order to increase the
efficiency of the system operation.

The basic interrelationship of the fuzzy system parameters is this one, the
relationship between the t-norm or conorm operators or other aggregation op-
erators applied in fuzzy based approximate reasoning methods. Uninorms, and
especially generalized distance based operators, introduced by Rudas [1] continue
to bring new possibilities in fuzzy systems models. Distance-based operators as
the basic operators applied in approximate reasoning resulted investigation of
similarity measures of fuzzy sets and residuum of those special operators [2].

J. Fodor and R. Fullér (eds.), Advances in Soft Computing, 211
Intelligent Robotics and Control, Topics in Intelligent Engineering and Informatics 8,
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Other investigations are focused on the representation of distance based oper-
ators in the group of uninorms and general aggregation operators. Considering
that the uninorms are parameter-dependent norms, it is possible to investigate
the behavior of the fuzzy decision making or control system by changing or
sliding the parameter values [3].

In complex systems it is very important to recognize the measure of interac-
tion and the measure of importance of the system parameters. This knowledge
can help one to construct the structure of the decision system. The models in-
vestigated by the authors and summarized in this paper are related to the risk
management systems, and the studied methods are the hierarchical construction
of decision making model and the AHP model [4].

2 Distance Base Operators

2.1 Definition and Special Properties

The distance-based operators can be expressed by means of the min and max
operators as follows [5]:

– the maximum distance minimum operator with respect to e ∈ [0, 1] is defined
as

Tmax
e = maxmin

e =

⎧⎨⎩max(x, y) if y > 2e− x
min(x, y) if y < 2e− x
min(x, y) if y = 2e− x

(1)

– the minimum distance minimum operator with respect to e ∈ [0, 1] is defined
as

Tmin
e = minmin

e =

⎧⎨⎩max(x, y) if y > 2e− x
min(x, y) if y < 2e− x
max(x, y) if y = 2e− x

(2)

– the maximum distance maximum operator with respect to e ∈ [0, 1] is defined
as

Smax
e = maxmax

e =

⎧⎨⎩
max(x, y) if y > 2e− x
min(x, y) if y < 2e− x
max(x, y) if y = 2e− x

(3)

– the minimum distance maximum operator with respect to e ∈ [0, 1] is defined
as

Smin
e = minmax

e =

⎧⎨⎩min(x, y) if y > 2e− x
max(x, y) if y < 2e− x
max(x, y) if y = 2e− x

(4)

The modified distance based operators described above are changed in the
boundary condition for neutral element e:

– the maximum distance minimum operator and the maximum distance max-
imum operator with respect to e ∈ ]0, 1],
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– the minimum distance minimum operator and the minimum distance maxi-
mum operator with respect to e ∈ [0, 1[.

The distance-based operators have the following properties :

– maxmin
e and maxmax

e are uninorms,
– the dual operator of the uninorm maxmin

e is maxmax
1−e , and

– the dual operator of the uninorm maxmax
e is maxmin

1−e.

Based on results from [6] we conclude:
Operator maxmin

0.5 is a conjunctive left-continuous idempotent uninorm with
neutral element e ∈ ]0, 1] with the super-involutive decreasing unary operator

g(x) = 2e− x = 2 · 0.5− x ⇒ g(x) = 1− x.

Operator minmax
0.5 is a disjunctive right-continuous idempotent uninorm with

neutral element e ∈ ]0, 1] with the sub-involutive decreasing unary operator [2]

g(x) = 2e− x = 2 · 0.5− x ⇒ g(x) = 1− x.

2.2 Distance-Based Group of Operator in Fuzzy Inference
Mechanism

In control theory much of the knowledge of a controller can be stated in the form
of if-then rules, involving some variables. The fuzzy theory and fuzzy logic control
has been carried out searching for different mathematical models in order to
supply these rules. The Mamdani type of decision model is widely used in control
problems. In this model the IF x is A THEN y is B rule is modeled just as an
connection between so called rule premise: x is A, and rule consequence: y is B,
where A and B are fuzzy sets, and sequentially x is the rule input variable from
the universeX , and y is the rule output variable from universe Y . The connection
is represented by t-norm types of operators. From set of if . . . then . . . rules
the rule base system is constructed describing the system behavior. When the
system works, the influence of the system input is investigated based on the given
rule base. This influence is represented by the system output. The algorithm and
mathematical calculation of the actual system output is the inference mechanism.
One of the widely used methods for inference calculation in fuzzy control theory
is the generalized modus ponens (GMP). The system output y is B′ (similar to
rule output) is obtained when the proposition are: the rule

IF x is A THEN y is B,

and the system input x is A′ (similar to rule premise).
In Mamdani type of inference the general rule consequence for the i-th rule

from the rule base system is obtained by

B′
i(y) = sup

x∈X

(
T 1

(
A′(x), T 2

(
Ai(x), Bi(y)

)))
, x ∈ X, y ∈ Y. (5)



214 M. Takács

The connection T 1 and T 2 are generally defined, and they can be some type
of fuzzy conjunctive operators.

If we use the same T operator instead of T 1 and T 2 operators, based on the
t-norm operators’ properties, from the above expression follows

B′
i(y) = sup

x∈X

(
T
(
A′(x), T

(
Ai(x), Bi(y)

)))
. (6)

Generally speaking, the consequence (rule output) is given with a fuzzy set
B′(y), which is derived from rule consequence B(y), as a cut of the B(y). This
cut,

DOFi = sup
x∈X

T
(
A′(x), Ai(x)

)
(7)

is the generalized degree of firing level of the rule, considering actual rule base
input A′(x), and usually depends on the covering over A(x) and A′(x). But first
of all it depends on the sup of the membership function of T (A′(x), A(x)). Rule
base output B′

out is an aggregation of all rule consequences B′
i(y) from the rule

base. As aggregation operator a disjunctive operator (conorm) is usually used.

B′
out = S

(
B′

n(y), S

(
B′

n−1(y), S
(
. . . S

(
B′

2(y), B
′
1(y)

)
. . .

)))
. (8)

If in the application a crisp output yout is needed, it is constructed as a crisp value
calculated with a defuzzification method, from rule base output, for example with
the center of gravity method, given by

yout =

∫
Y

B′
out · y dy∫

Y

B′
out dy

. (9)

It can be concluded, that in decision making approximate reasoning the (T, S)
pair of operators are used.

Instead of the operators T and S an operator from the group of distance-based
operators can be chosen. Considering the structure of distance based operators,
namely that they are constructed by the min and max operators; it was worth
trying to move away from the strictly applied max (disjunctive) and min (con-
junctive) operator pair in approximate reasoning. Therefore, in a simulation sys-
tems different operators from the group of distance based operators were applied
as disjunctive and conjunctive ones. Moreover, the distance based operators are
parameterized by the parameter e, therefore the program, which performs the
task of decision making in the simulation system, has global, optional, variables
(Con, Dis, e), where Con is the operator applied by GMP, and the Dis is the
aggregation operator for the calculation of the B′

out.
The neutral element of the Con operator is the parameter e, and the neutral

element of the Dis operator is the parameter 1− e. Details about the simulation
results can be found in [3]. Hence and because by the simulation the triple (Con,
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Dis, e) can be chosen by even running of the simulation system, it enables the
parameters to be set at every running of the system in order to achieve greater
efficiency.

Although the minimum plays an exceptional role in fuzzy control theory, there
are situations requiring new models. In system control one would intuitively
expect: to make the powerful coincidence between fuzzy sets stronger, and the
weak coincidence even weaker. The distance-based operators group satisfy these
properties, but the covering over A(x) and A′(x) are not really reflected by the
sup of the membership function for example if we use minmax

e to calculate degree
of firing as minmax

e

(
A′(x), Ai(x)

)
.

Hence, and because of the properties of distance-based operators, it was
unreason-able to use the classical degree of firing (7), to give expression of the
coincidence of the rule premise (fuzzy set A), and system input (fuzzy set A′),
therefore a Degree of Coincidence (Doc) for those fuzzy sets has been initi-
ated. This is actually the propor-tion of area under membership function of the
distance-based intersection of those fuzzy sets, and the area under membership
function of their union (using max as the fuzzy union).

Doci =

∫
X

minmax
e

(
Ai(x), A

′(x)
)
dx∫

X

max
(
Ai(x), A′(x)

)
dx

(10)

This definition has two advantages:

– it considers the whole measure of coincidence of Ai and A′, and not only the
“height”, the sup of the coincidence, and

– the rule output is weighted with a measure of coincidence of Ai and A′ in
each rule.

How to get the rule output?
The rule output can be the cut of the rule consequence, in this case

B′
i(y) = min

(
Doci, Bi(y)

)
. (11)

Despite the fact that Mamdani’s approach is not entirely based on compositional
rule of inference, it is nevertheless very effective in fuzzy approximate reasoning.
Because of this it is possible to apply several t-norms, or, as in considered case,
distance based operators. This leads to further tasks and problems. The problem
of the measurement of covering over of the rule premise and rule input is partly
solved with the degree of coincidence. But in any case there must be a system
of conditions that is to be satisfied by the new model of inference mechanism in
fuzzy systems [8].

For a given input fuzzy set A′(x), in a mathematical-logical sense, the output
fuzzy set B′

i(y) in one rule, can be generated with the expression

B′
i(y) = max

(
Bi(y),

√
1−Doci

)
. (12)
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It is easy to prove, that Doci ∈ [0, 1], and Doci = 1 if Ai and A′ cover over
each other, and Doci = 0 if Ai and A′ have no point of contact.

Several pairs of distance-based operators have been tried out in a simulation
system for a control problem, with special emphasis on the pairs

(
Tmax
e , Smax

1−e

)
and

(
Tmin
e , Smin

1−e

)
.

The choosing of pairs
(
Tmax
e , Smax

1−e

)
and

(
Tmin
e , Smin

1−e

)
by the simulation, using

the same e value, gives results with negligible difference. So it was sufficient trying
out the pairs

(
Tmax
e , Smax

1−e

)
for example. The choosing of the pair

(
Tmax
e , Smax

1−e

)
,

where e is near zero, return in short time the desired state of the system, but it is
not stable. If e is near 1, the situation is known, because it develops to choosing
of pair (min,max). The desired state is obtained easier, and the systems stay
stable. It can be observed, that continual sliding of e from zero to 1 results
continual improvement in stability, and continual increasing time of obtaining
desired state in the system. The choosing of pair (Tmax

0.5 , Smax
0.5 ) gives acceptable

result by both criteria [7].

3 Interrelationship of the Input Parameters in Complex
Systems

A risk model is a multi-parameter and multi-criteria decision making system. The
complexity of the systems increases the runtime factor by the decision, and the
large system parameter set has not a user-friend transparency. The traditional
well-known models work without management of the uncertainties. The com-
plexity and uncertainties in those systems raise the necessity of soft computing
based models. The use of fuzzy sets to describe the risk factors and fuzzy-based
decision techniques to help incorporate inherent imprecision, uncertainties and
subjectivity of available data, as well as to propagate these attributes throughout
the model, yield more realistic results. The structural modeling of risk and disas-
ter management is case-specific, but the hierarchical model is widely applied. The
system characteristics are as follows: it is a multi-parametrical, multi-criteria de-
cision process, where the input parameters are the measured risk factors, and the
multi-criteria rules of the system behaviors are included in the decision process.
The Analytical Hierarchy Process (AHP) expands this complex system with the
pairwise comparison of the factors’ importance and interaction [10].

The techniques used in risk management have been taken from other areas
of system management. The first step is the identification of risks and potential
risks to the system operation at all levels. Evaluation, the measure and structural
systematization of the identified risks, is the next step. Measurement is defined
by how serious the risks are in terms of consequences and the likelihood of
occurrence. It can be a qualitative or quantitative description of their effects
on the environment. Plan and control are the next stages to prepare the risk
management system. This can include the development of response actions to
these risks, and the applied decision or reasoning method. Monitoring and review
will ensure that the risk management process is dynamic and continuous, with
correct verification and validity control.



Interrelationship of Fuzzy Decision System Parameters 217

Generally, the risk management system in its preliminary form is a know-
ledge-based model, where objective and subjective knowledge is included in the
decision process. Considering the possible uncertainties and imprecision, and the
large number or quantitative description of the parameters, we can conclude that
the fuzzy set theory extended with the AHP matrixes manage complexity [11].

Fuzzy-based risk management models assume that the risk factors are fuzzified
(because of their uncertainties or linguistic representation); furthermore the risk
man-agement and risk level calculation statements are represented in the form of
if premises then conclusion rule forms, and the risk factor calculation or output
decision (summarized output) is obtained using fuzzy approximate reasoning
methods. Considering the fuzzy logic and fuzzy set theory results, there are
further possibilities to extend fuzzy-based risk management models modeling
risk factors with type-2 fuzzy sets, representing the level of the uncertainties of
the membership values, or using special, problem-oriented types of operators in
the fuzzy decision making process [4].

The hierarchical or multilevel construction of the decision process, the grouped
structural systematization of the factors, with the possibility of gaining some sub-
systems, depending on their importance or other significant environment char-
acteristics or on laying emphasis on risk management actors, is a possible way
to manage the complexity of the system [12].

4 The Present and Planned Further Works

The recent works of the authors of this paper are related to the interrelation-
ship of fuzzy decision system parameters based on the fuzzy cognitive maps of
them. It is obvious that the AHP matrix and weights of fuzzy cognitive maps
have a similar role in the relationship description of the system parameters,
but the determination, and later the tuning of them offers new challenges for
as the experts. Current active fields of investigation regarding interrelationship
description of the fuzzy system parameters includes risk management, medical
diagnostic problems and the student work evaluation.
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Abstract. This paper describes design and implementation of biolog-
ically inspired heuristic for the purpose of motion coordination. Pro-
posed method goes from known principles and methods, namely: particle
swarm optimization, ant colony optimization, and simulation of virtual
bird flocking methods. It combines several known features and also in-
troduces some new approaches to create a new heuris-tics focused on an
area exploration and surveillance. After promising simulation results, the
approach was tested on Lego robots within simple environment in order
to prove the concept.

1 Introduction

The concept of swarm intelligence is well-known and can be found in numer-
ous applications in many different domains. Algorithms and methods are being
modified, transformed or combined to meet specific requirements. A common ap-
plication exploiting biological inspiration is in cooperative multi-robot system,
where rules from biological systems are applied to the artificial systems, in order
to achieve organized society with intelligent behavior.

This paper presents a new method for coordination of a group of mobile agents
that can be used for unknown area exploration and monitoring. It is organized as
follows: following section gives overview of basic biological inspiration and related
work. Third section formulates the problem. Fourth section introduces proposal
of our approach, following with fifth section which describes the implementation.
Sixth and seventh section presents computer simulations and results achieved
by comparison with other ap-proaches. Eighth section gives overview of multi-
agent system created to test proposed heuristic method. Finally, last section
summarizes achieved results.

2 Inspiration from Nature and Related Work

Nearly all of the work in cooperative mobile robotics began after the introduction
of the new robotics paradigm of behavior-based control. This behavior-based
paradigm has had a strong influence in much of the cooperative mobile robotics
research. Because the behavior-based paradigm for mobile robotics is rooted in
biological inspirations, many cooperative robotics researchers have also found it
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instructive to examine the social characteristics of insects and animals, and to
apply these findings to the design of multi-robot systems [9].

A typical example of this paradigm is an optimization method based on a
swarming theory, discovered through simulation of a simplified social model,
which was introduces in 1995 by Eberhart and Kennedy [6]. The authors proved
an ability of the particle swarm optimization method (PSO) to solve complex
optimization problems. The weakness of this method is its tendency to converge
early to a suboptimal solution. Since then, several improvements and modifi-
cations have been made to adjust this method for different scenarios and to
suppress its weaknesses. Hereford and Siebold [4] presented a version of PSO
called Physically embedded PSO, which was designed to control robots in the
process of finding a target in any environment. A PSO modification for the
purpose of space exploration was introduced in [8].

Ant colony optimization (ACO), proposed by Dorigo and Stützle in [1] is a
probabilistic technique for solving computational problems, which can be re-
duced to finding good paths through graphs. The keystone was the deposition
of virtual pheromones by virtual ants. The pheromones were used to select the
next node in a graph as a waypoint.

A combination of PSO with digital pheromones for constrained optimization
problems has been described in [5]. Virtual pheromone based communication
mechanism to decrease communication cost in the map coverage task was in-
troduced in [13]. Virtual pheromones and ant-exploration methods for robotics
application are further described in [10,15].

C.W. Reynolds created a computer simulation of artificial bird flocking in
1986. Artificial birds (boids) were able to model the motion of a flock of birds
following simple rules [11]. A group of artificial fish capable to exhibit schooling
behavior, was evolved by Ward [16].

The swarm multi-agent system presented in this paper implements several
features from the above mentioned basic methods – particle swarm optimization,
ant colony optimization and virtual bird flocking.

3 Problem Statement

The goal is to create a swarm of mobile agents that can explore a two-dimensional
space (a flat surface) and create a model of this environment. The agents should
be able to coordinate their actions, to communicate, and to create the map of
the environment interactively. After exploring the whole environment, agents
should continue in a surveillance of the explored space. The robots are equipped
with sensors, and are able to sense their surroundings and detect obstacles in the
distance. The goal is not to visit every single bit of the two-dimensional area,
but to cover the whole area with the sensors.

Mathematical formulation is as follows. Let us suppose a two-dimensional
rectangular array Am×n consisting of m× n square cells, where each square cell
s(i, j) ∈ A is uniquely determined and initialized with value 0. Position of the
robot n is Rn (xn, yn). The movement of the robot in the space is described by
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changing its coordinates in time. If the range of the sensor is ε, we can define an
operation radius Oε of robot Rn as:

Oε(Rn) = {X ∈ A : ρ(Rn, X) < ε} , Oε(Rn)� A, (1)

where X(i, j) is the middle of a square s(i, j). When the middle of the square
s(i, j) occurs within the operation radius Oε, its value is set to 1. The goal is to
achieve the state where:

∀A ∈ Am×n, i < m, j < n : X(i, j) = 1. (2)

This is the state, where each element of the array is set to 1, i.e. it has been
explored by any of the group of robots.

4 Method Description

The behavior of each robot is influenced by two vectors in our approach. The
first one is the influence vector, which is mostly responsible for coordination
in a group and the second one is the vector denoting the position of a virtual
pheromone in the surroundings.

As a symbolic representation of the environment, the proposed method uses
grid maps. The space is divided into a grid containing m x n square cells. The grid
itself does not restrict the movement of the robots to the edges or square centers.
Robots move over the grid continuously. The square cells hold the information
about virtual pheromone, which is distributed by the robots. In the case of real
application, they hold information about the obstacles in real environment. From
these reasons, the size of virtual square impacts the behavior of the system.

As a symbolic representation of the environment, the proposed method uses
grid maps. The space is divided into a grid containingm×n square cells. The grid
itself does not restrict the movement of the robots to the edges or square centers.
Robots move over the grid continuously. The square cells hold the information
about virtual pheromones, which is distributed by the robots. In the case of real
application, they hold information about the obstacles in the real environment.
For these reasons, the size of the virtual square impacts the behavior of the
system.

4.1 Influence Vector

A circular zone of influence (Z1) is set around each agent. When other agent
occurs within this zone, it influences the behavior of agent in the center (central
agent). This influence is bilateral attraction or repulsion and it is determined
by an influence function. Generally speaking, when the robots are very close
each other, they tend to repel each other; when the distance is greater, they are
attracted to each other. This influence is represented by a vector computed by
the influence function. Fig. 1 depicts the influence function.
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Fig. 1. The influence function. The equilibrium distance is defined by the spot, where
the function crosses an x-axis

This figure shows that the closer the robots are, the greater the repulsion force
is. With attractive force, the situation is similar. In fact, the influence function is
designed in such a way, that for input variable (distance of two robots) it outputs
the force vector with the magnitude which navigates the robot to the equilibrium
position. Equilibrium position is the distance between two robots, when they do
not attract or repel each other. In the case of influence function depicted in
Fig. 1, the equilibrium distance is set to e = 3. The influence function crosses
the x axis in the equilibrium distance and the magnitude of the output vector
for input value three is zero. Mathematical formulation of influence function is:

ta =

∣∣∣−→dan∣∣∣− e∣∣∣−→dan∣∣∣ , (3)

where
−→
dan is the vector denoting the position of the robot Rn relative to the

position of the central robotRa. The output of this function is the transformation

coefficient ta, which transforms vector
−→
dan to the vector that defines the shortest

way from the current position to the equilibrium position of both robots. The

size of vector
−→
dan plus the size of transformed vector

−→
dan × ta is equal to the

parameter e. ∣∣∣−→dan∣∣∣
t+1

= e+
∣∣∣−→dan∣∣∣

t
· ta. (4)

Graphical interpretation of this equation is in Fig. 2.
The transformation coefficient is used to determine the influence vector −→yan

as follows:

−→yan =

−→
dan · ta

2
. (5)

The influence vector is computed using a relative vector
−→
dan and a transfor-

mation coefficient ta and it determines a trajectory to an equilibrium position of
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Fig. 2. A circle k with a radius e defines equilibrium distance between agent Ra and
Rn

both agents. In order to achieve the equilibrium distance between two agents, it
is required that each of the agents travels a half of the distance, therefore there
is the number 2 in the denominator.
−→yan represents the influence force from the agent Rn to the agent Ra. There

could be more than one agent within the influence zone of the agent Ra. In this
case each agent creates an influence vector and influences the central agent. The
resulting vector is created using a vector sum of all such vectors.

−→ya =

z∑
t=1

−→
dat ·

∣∣∣
−→
dat

∣∣∣−e
∣∣∣
−→
dat

∣∣∣

2
, (6)

where z is total number of other agents within the influence zone Z1 of agent
Ra.The range of the influence function is limited by the range of the influence
zone. The robots outside this range do not influence the central robot.

4.2 Pheromone Vector

Robots deposit virtual pheromone markers while traveling in the environment.
These pheromones are used to determine which square cell of the map has been
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Fig. 3. A central agent R1 influenced by other agents. Agents closer than the equilib-
rium distance (R3, R4) create repulsive forces. Agent R2 is farther than the equilibrium
distance, but still in Z1. It creates an attractive force. Agent R5 is outside the zone of
influence and has no influence on central agent R1.

visited so far. If we implement pheromone evaporation, it is possible to deter-
mine how long it is since the last visit. Pheromone is deposited immediately
when a robot reaches new square cell. This means, setting the highest value
of the pheromone within the predefined radius. The previous pheromone values
(pheromone strength) do not have any effect, since they are overwritten with
new ones. The pheromones are not reinforced by multiple passes. The use of the
pheromone is similar to the use in ACO method, but unlike virtual ants, the
robots are searching for the square cell without any pheromone marks. Virtual
pheromones are not used to construct paths, but to mark explored space. A circu-
lar zone Z2 of pheromone detection is defined around each robot. Robot searches
for the closest unexplored square cell within this zone. When it is found, the sec-
ond vector influencing behavior of the agent is created. A vector −→ph is called a
pheromone vector. A perimeter of the pheromone detection zone may or may
not be fixed. In the second case, when no unexplored square cell is found within
this range, the perimeter is extended. The probability of selecting the square
s(i, j) is derived from its pheromone value τij .

pij = 1− τij∑z
ij τij

for (i− xr)
2
+ (j − yr)

2
< r2p, (7)
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where xr , yr are the coordinates denoting position of an agent. Robots do not
always select the square cell with the lowest pheromone value. The pij prob-
ability of selecting square cell s(i, j) as a preferred square is higher for a low
pheromone value. Denominator represents the sum of all pheromone values
within pheromone detection range Z2. This rule is the same when robots are
exploring the environment, but in a simpler form, because the probability of
selecting any unrevealed square cell within range is the same. In this case the
probability is as follows:

pij =
1

np
, (8)

where np is the number of the pheromone marks within zone Z2. After selecting
a pheromone, vector −→ph is constructed. It determines a position of selected square
relative to the position of the agent.

Fig. 4. A gray area represents squares that fit (1− xr)
2 + (j − yr)

2 < r2p in (7)

There is a limit for the length of the vector −→ph, in order to maintain influence
balance between this vector and the first vector−→ya. Therefore, it is a good idea to
set the same limit for the length of −→phas the equilibrium distance. If pheromone
evaporation is presented, it is not derived from the time. It is only dependent
on the movement of the agents. All pheromone values are decreased when any
agent crosses a border between two adjacent squares. So there is no need to use
any synchronization tool and the communication requirements are lowered.
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4.3 Movement

After specifying pheromone vector −→ph and influence vector −→ya, the next position
of the robot is computed using a vector sum:

−→v = −→ya +−→ph. (9)

Since the influence function outputs scaled influence vector, there is no need
to adjust it with additional weights. We also use the limit vmax which defines
maximum length of the vector −→v . Adjusted vector −→vn is the resulting vector
determining the following movement of the agent (in the original PSO method,
the vector−→vn denoting following movement of the particle, is referred as a velocity
vector, but referring it as a displacement vector is more intuitive). vmax is a
parameter set by a user and determines the frequency of selecting the next
action to be performed. The higher the frequency is, the higher is the decision
rate. It is like having the higher sample rate of the environment changing in time
to get more accurate response. Agents reflects the changes in environment more
often, but high frequency may lead to the chaotic movement, because agents will
not be even able to reach the destination square and the will be forced to select
another one. Determining this parameter is therefore important process, which
should reflect environmental aspects and the abilities of robotic platform (speed,
reach of the sensors, etc.)

Fig. 5. The left figure shows the situation in which robots are too close and the influ-
ences vector (blue) causes repulsion. In the right figure robots are further away and the
influence vector causes attraction. An outer circle shows the equilibrium distance. In
case the second robot is directly on this circle, the influence vector has zero magnitude.

A fixation of the pheromone detection range and the pheromone evaporation
are two parameters, which lead to two different behavior of a swarm as follows:

– if the pheromone does not evaporate and the perimeter of the zone of
pheromone detection is not fixed, the behavior of the robots is aimed strictly
towards space exploration,

– if the pheromone does evaporate and the perimeter is fixed, the behavior of
the swarm resembles environment surveillance.
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5 Implementation

The basic algorithm of proposed method in pseudo code showing the process of
decision of the individual agent is as follows:

1 if (there is any agent in Z1){
2 select the closest agent;

3 determine influence vector −→yan;}
4 else

5 set influence vector to −→yan = 0;
6 if (the closest agent is not closer than allowed limit){
7 determine the square cell using equation (8);
8 determine vector −→ph;}
9 compute vector −→v using −→v = −→yan +−→ph;

For the purpose of the simulation, control processes of the agents were ordered
sequentially, but it is possible to parallelize it. A control process of an individual
agent is in the diagram in Fig. 6.

Fig. 6. A control process of an agent

6 Computer Simulations

We have created a simulation software VERA, which is able to simulate the
behavior of the swarm according to the proposed method. The following fig-
ures are screenshots taken from the VERA tool. Fig. 7 illustrates the situation
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Fig. 7. A distribution of agents in a space. White lines represent influence vectors.
There are no influence vectors in the figure on the right, because all robots are in
equilibrium distance to each other.

where robots calculate influence vectors only. It is a demonstration example that
shows that robots have tend to evenly distribute in the space and to hold their
distances.

The question is how to set a limit for k, the number of robots influencing the
focal robot. In the case with unlimited number, robots show the tendency to
oscillate around equilibrium distances or to collide with each other, especially in
the system where many robots (more than five) are influencing the focal robot.
The reason is that resulting influence vector is confusing for the robot, because
it includes irrelevant neighbors. Fig. 8 depicts this situation.

Top priority for the robot in this figure should be to avoid collision with the
nearest neighbor; achieving the equilibrium distance with other robots is not
important in this situation. By trials and errors we have set the limit for the

Fig. 8. Two brown robots are attracting the focal robot (brown vectors), while the blue
robot is causing repulsion (the blue vector). The important thing is to avoid collision
with the blue robot, but resulting green vector omits this.
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Fig. 9. Five robots exploring the environment. Red lines represent pheromone vectors.
Simulation parameters: pheromone detection range = 4, pheromone deposit range = 2,
k = 1, map dimension: 20× 20 square cells.

variable k to 1. In other words, only the nearest neighbor influences the focal
robot. This respects the fact that avoiding collision should have the highest
priority. We have included this limit in all the simulations.

Sequence of pictures within Fig. 9 shows the case, where the behavior of the
robots was set to follow the goal of space exploration (no pheromone evaporation,
variable pheromone detection range).

Robots were attracted to the nearest unexplored square cell and influenced
by each other. The result was that the whole space has been explored without
any collision and with tendency of the robots to stay together in the equilibrium
distance (this tendency is more evident in the map with larger scale).

We have also defined a critical minimum distance of two robots. When two
robots are closer than this critical distance, they compute the influence vector
only and the unexplored square cells are ignored. The reason for this is to avoid
any unexpected situations which might lead to collision (failure of a robot). In
the case of Fig. 10, robots were set to make surveillance in the area (pheromone
evaporation, fixed pheromone detection range).

In this case, robots are mostly attracted to the space in their surroundings
which was explored, but the longest time ago. Pheromone evaporation is illus-
trated by fading of the white color. The lower the pheromone value of a specific
square cell, the longer this time is.
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Fig. 10. Pheromone evaporation in time. Robots are attracted to the areas with the
lowest pheromone values (dark areas).

7 Comparison with Other Methods

The proposed method was compared with other similar methods, namely:

– simplified ant colony optimization based on pheromone deposition and de-
tection [1];

– modification of PSO for the purpose of the space exploration [8];
– modification of PSO for the purpose of the space exploration with additional

influence vector denoting the unrevealed areas in the surroundings of agents;
– combination of ePSO method and the principles of virtual bird flocking.

The proposed method utilizes some of the features of these other methods.
They were selected for comparison in order to see our improvement. All the
simulations were done in simulation software VERA and statistically evaluated.

7.1 Space Exploration

The following simulation results show the effectiveness of the proposed method in
the process of space exploration and surveillance. Each method has been tested
using different number of agents (3, 10, and 20 agents) and for different number
of iterations.

The results in Fig. 11 show, ePSO method has the lowest performance. The
reason is the tendency of agents/particles to group together, what is the charac-
teristic behavior of PSO. Modified PSO method and the modification using vir-
tual bird flocking principles achieve better results. The best results were achieved
by the proposed method and the simplified ACO. The reason is, they are both
based on virtual pheromones. Even the results are very similar, it has to be
mentioned that simplified ACO method does not incorporate any coordination
mechanism, thus it is less suitable.

7.2 Surveillance

The following experiments illustrate the process of surveillance. The square el-
ement s(i, j) directly within the sensor radius of any agent is marked as fully
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Fig. 11. The simulation results for 3, 10, and 20 agents

revealed pp = 100 (100%). Unrevealed element was marked as pp = 0 (0%).
Value pp of each square was lowering with every agent crossing between squares.
Overall revealed volume of the whole area (with the size of m× n square cells)
was computed using following equation.

pp =

∑m
i=1

∑n
j=1 pp (i, j)

mn
. (10)

Following graphs in Fig. 12 show the dependence between Pp value and the num-
ber of iterations. The experiments were done using different number of agents.

The best results were achieved by the proposed method and the sACOmethod.
Good results were achieved also by ePSO combined with principles of virtual bird
flocking. The important fact is, that these methods maintain non-decreasing
curve. That means the agents are not pointlessly grouping and overlapping their
sensor radiuses. The best results were achieved by the proposed method.

20 agents were used in this simulation with the sensor radius of two square
elements. The map dimension was 40 × 40 square elements. One agent alone
is able to cover the amount of 0.8% of the whole environment. The maximum
amount of space covered by 20 agents is 16%, if they do not overlap their sensor
radiuses. The following graph in Fig. 13 shows the comparison of this ideal
state and the real map coverage achieved by 20 agents. It can be seen, that the
proposed method is close to this optimal value of 16% map coverage.
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Fig. 12. Simulation results for 3, 10, and 20 agents
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Fig. 13. The comparison of an ideal state of coverage and results achieved by 20 agents

8 Prove of the Concept

The proposed method was implemented and tested on real mobile agents. The
goal was to show, that proposed method is usable in real environment.

The problem of area coverage – exploring and surveillance, encompasses many
partial problems related to path planning, navigation and localization. The pro-
posed method does not include optimization of path planning. In the future the
method will be tested on a group of ardu-copters (quad copters based on an
Arduino platform1). An algorithm for shortest path planning, e.g. in [2] will be
applied.

Multi-agent system consisted of three autonomous mobile robots. A brief de-
scription of the robotic platform is given in the next section.

8.1 A Robotic Platform Description

A robotic platform LEGO NXT Mindstorm and differential wheeled robots that
were able to move over a flat surface was used in these experiments. Robots were
equipped with two angle sensors, digital compass, color sensor, ultrasonic sensor,
and two touch sensors. Sensor equipment is crucial for robots navigation. There
are many interesting methods used for robots navigation. An artificial potential
field method is broadly used for those tasks. Simon et al. in [14] suggest using
WSNs RSSI Parameters together with a potential field method for navigation
of mobile robots. Recently Ambient Intelligence influences the robotics research,
too. Rodić in [12] describes sensor based navigation and integrated control of
ambient wheeled robots.

Indoor localization is a separate problem that can be handled e.g. by neu-
ral network [3]. In our case, an odometer was used for the localization task.
Colored vertical and horizontal lines distributed periodically on a white sur-
face helped robots to eliminate any accumulated and systematic errors of the

1 http://www.arducopter.co.uk/

http://www.arducopter.co.uk/
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Fig. 14. Broadcasting simulated by PC and a Lego-robot used for testing in a labora-
tory

odometer method. Robots were able to sense obstacles with ultrasonic sensor,
or with touch sensors. They were able to detect different color of the surface be-
neath them. This is later used to detect circle-shaped marks in the environment.
Robots are able to avoid obstacles; we have implemented a low level control
layer for this purpose. If the obstacle is detected, it is marked into the map of
the robot. The communication is done via Bluetooth. NXT platform does not
support broadcasting communication; therefore it is simulated using PC (see
Fig. 14).

Agents communicate their actual positions. Pheromone deposition and phe-
romone evaporation is then derived from this information. In case of using real
robots, the VERA tool works as a software agent, which collects all the infor-
mation from all agents in a group. This software agent is responsible for the
creation of the probabilistic model of the environment. Fig. 15 depicts the layers
of behavior of the agents.

8.2 Testing

We have performed a lot of tests with many different obstacle layouts. The
number of agents was ranging from one to three. First experiments were done
using only one agent. The goal was to prove, that even only one agent is able to
explore or monitor space. Behavior of the agent was based only on pheromone
vector, since there were no other agents creating the influence vectors. This fact
causes a drop in the efficiency, but beside this, one agent was able to carry out
assigned task.

In the next tests, we have used three agents, but we have simulated a failure
on two of them. The result was that remaining agent was able to continue in
its task. If it detected other agents in the environment, it marked them as ob-
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Fig. 15. A general agent’s behaviour schema

stacles, because it had lost a communication with them. These tests proved the
robustness of the proposed method.

The following experiments were focused mainly on creation of the model of
probabilistic placement of the obstacles and free areas (further referred as proba-
bilistic map). All the information about environment and obstacles were collected
by software agent running on computer. When an agent detected an obstacle, it
was send to the software agent. This software agent was creating a probabilistic
model of the environment based on this information. The probability of the ob-
stacle was raised when it was detected by other agent. The created probabilistic
map of the environment was three dimensional, with the obstacle probability
on the vertical axis. Therefore, the resulting graph had a wavy surface and the
peaks represent places with the highest probability of the obstacle occurrence.
An example of a probabilistic map created by the multi-agent system is given in
Fig. 16 and 17.

The probabilistic map was in fact two-dimensional array. The visualization in
the previous figures is done using Matlab software. As it was mentioned earlier,
agents were able to detect also a circle-shaped yellow marks on the surface.
The behavior of the agents was not aimed towards searching for these marks as
targets, but the successful coverage of the environment resulted into full coverage
of the yellow marks. The process of creating probabilistic map of the marks was
the same as in the case with obstacles and the example is in the following figures.

The accuracy of created models depended from the accuracy of localization
and the accuracy of ultrasonic sensor. The localization system was prone to
systematic and random errors. Some improvement was achieved using correction
mechanisms, but despite this fact there were cases of false obstacle detection
resulting in obstacle misplacement within the virtual map.
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Fig. 16. A real environment and its model created by three agents

Fig. 17. Yellow spots detected by three agents
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9 Conclusions

This paper proposed a new swarm-based method focused on autonomous multi-
robot coordination, especially on space exploration and surveillance over the
environment. The proposed method was tested by simulations and on real robots
in the laboratory.

The simulation results prove that the proposed approach works well for space
exploration and surveillance. Switching from exploration to surveillance mode
is done via changing two features only. Effective map coverage was achieved,
while still maintaining low communicational and computational costs. A vir-
tual pheromone-based communication mechanism is adapted to decrease the
communication cost and optimize the cooperation within the swarm. The most
important features of the presented approach are:

flexibility – different parameters setting results in different behavior of the
system,

scalability – the algorithm works for any number of robots. The only limitation
is communicational ability of individual robots,

adaptability – the presented approach can be used in any environment, how-
ever it was tested on indoor robots moving over a flat surface. The adaptation
of our approach depends on specific mobile agents realization,

robustness – a failure of a robot does not cause a failure of the whole system,
platform independence – can be used for different types of robotic platforms,

such as mobile vehicles, flying quad-copters, etc.,
parallelism – (the algorithm is distributed, each agent performs its operations

in parallel).

The possible application of this method is in the various scenarios such as
monitoring, space exploration, searching for target in dangerous environment,
map creation of the unknown environment, etc.

Acknowledgements. The research presented in this paper is partially sup-
ported by the national grant agency SRDA under the grant No. 0261-10 and
VEGA 2/0194/13.
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Abstract. We give survey of polynomial and matrix perturbation re-
sults that are necessary to understand and develop the invariant subspace
perturbation theorem we investigate in details. The main purpose of this
note is to point out special features of that result such as computability
and sharpness. We tested our perturbation estimate on several matrices.
The numerical results indicate a high precision and also the possibility
of further development for theory and applications.

Keywords: perturbation, polynomial, matrix, invariant subspace,
angles between subspaces.

1 Introduction

The eigenvalue problem of matrices is very important in theory and applications
and raises many questions. The eigenvalue problem and the polynomial equations
are intertwined via the characteristic polynomial. The matrix and polynomial
perturbations have been studied from many aspects and the subject has quite
an enormous literature (see, e.g. [25], [37], [5], [1]).

Here we are seeking for numerically computable perturbation estimates for in-
variant subspaces. In Sections 2 and 3 we recall those basic results and concepts
we need for our investigations and also provide comparisons as well. In Section
4 we present computable estimates for the perturbation of invariant subspaces
of unreduced Hessenberg matrices. The last section contains the details of com-
putation and examples of numerical testing with some conclusions.

2 Polynomial Perturbation Results

The first computable estimate for the perturbation of polynomial zeros was given
by Ostrowski [28] in 1940. He later extended this result to matrices using the
fact that their characteristic polynomials are sufficiently close for perturbations
small enough [29],[30].

Theorem 1 (Ostrowski [28]). Let p(z) = zn + a1z
n−1 + · · ·+ an and q(z) =

zn + b1z
n−1 + · · · + bn. For any root xi of p (z), there exists a root yj of q (z)
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such that

|xi − yj | ≤
{

n∑
k=1

|ak − bk|γn−k

}1/n

, (1)

where γ = 2max1≤k≤n{|ak|1/k, |bk|1/k}. Furthermore, the roots of p and q can
be enumerated as α1, . . . , αn and β, . . . , βn, respectively, in such a way that

max
i
|αi − βi| ≤ (2n− 1)

{
n∑

k=1

|ak − bk|γn−k

}1/n

. (2)

If |aj − bj | ≤ ε, j = 1, . . . , n, then maxi |αi − βi| = O
(
ε1/n

)
. This basic result

is widely used in the literature as a final state of the art (see, e.g. [34], [9]).
However, Beauzamy significantly improved the estimate in 1999. For polynomial

p (z) =
∑n

j=0 ajz
n−j , define the Bombieri-norm as [p]B =

(∑n
j=0 |aj |

2
/
(
n
j

))1/2

.

Theorem 2 (Beauzamy [3]). Let k ≥ 1 be an integer, p (z) and q (z) be two
polynomials of degree n, with [p− q]B ≤ ε. If xi is any zero of p (z) with multi-
plicity k, there exists a zero yj of q (z), with

|xi − yj| ≤

⎛⎜⎝ n!

(n− k)!

(
1 + |xi|2

)n/2∣∣q(k) (xi)
∣∣

⎞⎟⎠
1/k

ε1/k. (3)

If

ε ≤ (n− k)!

2n!

∣∣p(k) (xi)
∣∣(

1 + |xi|2
)n−k

2

, (4)

then (3) implies

|xi − yj| ≤

⎛⎜⎝ 2n!

(n− k)!

(
1 + |xi|2

)n/2∣∣p(k) (xi)
∣∣

⎞⎟⎠
1/k

ε1/k. (5)

This result of local character implies that in the neighborhood of a zero xi

of multiplicity k < n the order of perturbation is O
(
ε1/k

)
, which is definitely

better than O
(
ε1/n

)
(ε→ 0), if p (z) has at least two different zeros.

Inspired by Beauzamy’s result we developed the following estimate in a dif-
ferent way [14].

Theorem 3 ([14]). Assume that p (z) = zn+a1z
n−1+ · · ·+an−1z+an has the

distinct roots z1, . . . , zk with multiplicity n1, . . . , nk. Let p̃ (z) = zn + ã1z
n−1 +

· · ·+ ãn−1z + ãn be a perturbation of p with ãi = ai + εi, |εi| ≤ ε, i = 1, . . . , n.
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For 0 < ε < ε′, there exist constants γi (i = 1, . . . , k) depending only on p (z)
such that disk

|z − zi| ≤ ri =

(
2 (ni)!γiε∣∣p(ni) (zi)

∣∣
)1/ni

(i = 1, . . . , k) (6)

contains exactly ni zeros of the perturbed polynomial p̃ (z) provided that ri <
1
2 min� �=j |z� − zj|.

Note that the order of perturbation bound is given by the multiplicity ni of
the nearest root zi. It also follows that the perturbation of simple roots is of
order O (ε). The estimates of Theorems 2 and 3 are compared in [14].

3 Eigenvalue and Subspace Perturbations of Matrices

Ostrowski [29], [30] proved the first computable bound for the perturbations of
matrix eigenvalues as well using Theorem 1.

Theorem 4 (Ostrowski [29], [30]). Let A = [aij ]
n
i,j=1, B = [bij ]

n
i,j=1 be two

matrices and

ϕ (λ) ≡ |A− λI| = 0, ψ (λ) ≡ |B − λI| = 0 (7)

the corresponding characteristic polynomials and equations. Denote the zeros of
ϕ (λ) by λi and those of ψ (λ) by μi. Put

M = max (|aij | , |bij |) (i, j = 1, . . . , n) , (8)

1

nM

∑
i,j

|aij − bij | = δ. (9)

Then to every root μi of ψ (λ) belongs to a certain root λi of ϕ (λ) such that we
have

|μi − λi| ≤ (n+ 2)Mδ1/n. (10)

Furthermore, for a suitable ordering of λi and μi we have

|μi − λi| ≤ 2 (n+ 1)
2
Mδ1/n. (11)

We need the concept of eigenvalue variation.

Definition 1. Let A,B ∈ Cn×n. Assume that σ (A) = {λ1, . . . , λn} and σ (B) =
{μ1, . . . , μn}. Let Sn be the set of all permutations of {1, 2, . . . , n}. The eigen-
value variation of A and B is defined by

v (A,B) = min
π∈Sn

{
max

i

∣∣μπ(i) − λi

∣∣} . (12)
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v (A,B) is also called the (optimal) matching distance between the eigenval-
ues of A and B (see, e.g. [37] or [5]). The next result is a reformulation and
improvement of Ostrowski’s matrix perturbation theorem although the order of
estimate is the same.

Theorem 5 (Bhatia, Elsner, Krause [4]). Let A,E ∈ Cn×n. Then

v (A,A+ E) ≤ 4× 2−1/n (‖A‖+ ‖A+ E‖)1−1/n ‖E‖1/n . (13)

The above results suggest an O
(
ε1/n

)
size perturbation of the eigenvalues

(ε = ‖E‖). However, Bauer and Fike proved the following result in 1960.

Theorem 6 (Bauer, Fike, [2]). If A is diagonalizable, i.e., A = XΛX−1 with
Λ =diag(λ1 (A) , . . . , λn (A)), then to each λi (A+ E) there is a λj (A) such that

|λi (A+ E)− λj (A)| ≤ ‖X‖
∥∥X−1

∥∥ ‖E‖
using any norm for which ‖Λ‖ = maxi |λi (A)|.

Hence for diagonalizable matrices the perturbation order of eigenvalues is
O (ε) (ε = ‖E‖), which is much better than O

(
ε1/n

)
. For normal matrices this

bound is even better since X can be unitary matrix with a norm 1.
The Bauer-Fike theorem indicates a significant difference between the polyno-

mials and matrices. While Theorems 2 and 3 are sharp and in generally cannot be
improved, the Bauer-Fike theorems guarantees that the eigenvalue perturbations
of diagonalizable matrices are of order O (ε) independently of the multiplicities
of eigenvalues.

For non-normal matrices, Henrici [21] was the first to extend the Bauer-Fike
result. His result was improved by Chu [8].

Let Jk (λ) ∈ Ck×k be an upper Jordan block. For any A ∈ Cn×n, there exists
a nonsingular matrix X such that

X−1AX = diag (Jn1 (λ1) , Jn2 (λ2) , . . . , Jnk
(λk)) (14)

and
∑k

j=1 nj = n. The eigenvalues λi, i = 1, . . . , k are not necessarily distinct.
Denote by gm (c) the unique nonnegative real zero of equation

φm (x) =

m∑
�=1

x� = c (c ≥ 0). (15)

Function gm (c) is strictly monotone increasing and

min
{
c/m, m

√
c/m

}
≤ gm (c) ≤ m

√
c (16)

(for proof, see Henrici [21]).

Theorem 7 (Chu [8]). If A ∈ Cn×n has the Jordan canonical form (14), then
for any μ ∈ σ (A+ E) there exists λj ∈ σ (A) such that

|μ− λj | ≤ 1/gnj (1/θ) ≤ max
{
njθ, (njθ)

1/nj

}
(17)

holds with θ =
∥∥X−1EX

∥∥
2
.
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The result indicates an O
(
ε1/ni

)
perturbation of the eigenvalue λi having

multiplicity ni in the Jordan form (14) like in the polynomial case. One can
replace nj by m = maxi ni, the maximum size of Jordan blocks, which might be
less than the algebraic multiplicity of the eigenvalue λj . For k ≥ 2, this estimate
corresponds to those of Theorems 2 and 3 and is asymptotically better than
those of Ostrowski-Elsner type. The result can be rephrased as

v (A,A+ E) ≤ (2n− 1) /gm (1/θ) ≤ (2n− 1)max
{
mθ, (mθ)

1/m
}
, (18)

wherem = maxi ni and θ =
∥∥X−1EX

∥∥
2
. The result also follows from a Hoffman-

Wielandt type theorem of Song [35] (see also [14]).
Note that perturbation bounds of Theorems 2, 3 and 7 are sharp and cannot

be improved generally.
The use of Theorem 7 and the companion matrix of polynomials yield the

following polynomial perturbation theorem of global character [14].
Assume that p(z) = zn + a1z

n−1 + · · · + an−1z + an has the distinct zeros
z1, . . . , zk with multiplicity n1, . . . , nk. Then the Jordan form of its companion
matrix

C = C (p) =

⎡⎢⎢⎢⎢⎢⎢⎣
−a1 −a2 −an
1 0 0

1
. . .

. . .
. . .

0 1 0

⎤⎥⎥⎥⎥⎥⎥⎦ (19)

is given by

C = ΠV JV −1ΠT , (20)

where Π = [en, en−1, . . . , e2, e1], J =diag(Jn1 (z1) , . . . , Jnk
(zk)) and

V = [V1, . . . , Vk] (Vi ∈ C
n×ni), (Vi)pq =

⎧⎨⎩
0, if p < q(
p−1
q−1

)
zp−q
i , if p ≥ q

(21)

(see, e.g. [39], [40], [31] or [17]). The matrix V is called the confluent Vander-
monde matrix. The companion matrix is diagonalizable by similarity if and only
if all its zeros are distinct, i.e., k = n and ni = 1 (i = 1, . . . , n), when V is the
common Vandermonde matrix. Kittaneh [26] proved that C is normal (unitary)
if and only if p (z) = zn + an with |an| = 1

Theorem 8. ([14]). Assume that p (z) = zn+a1z
n−1+ · · ·+an−1z+an has the

distinct roots z1, . . . , zk with multiplicity n1, . . . , nk. Let p̃ (z) = zn + ã1z
n−1 +

· · ·+ ãn−1z + ãn be a perturbation of p with ãi = ai + εi, |εi| ≤ ε, i = 1, . . . , n.
For any root z̃i of p̃ (z), there exists a root zj of p (z) such that

|z̃i − zj| ≤ max
{
njθ, (njθ)

1/nj

}
(22)
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with θ =
∥∥V −1ΔV

∥∥
2
and Δ = −enwT (wT = [εn, εn−1, . . . , ε1]). There also

exists a permutation π ∈ Sn such that for i = 1, . . . , n,∣∣z̃π(i) − zi
∣∣ ≤ (2n− 1)max

{
mθ, (mθ)1/m

}
, (23)

where m = maxi ni.

Since θ = O (ε), perturbation bounds (22) and (23) are of order O
(
ε1/nj

)
and O

(
ε1/m

)
, respectively.

The perturbation of invariant subspaces is a much more complicated matter
than the perturbation of eigenvalues (see, e.g. Davis, Kahan [10] or [37], [5]).
A subspace M ⊂ Cn is an invariant subspace of A if Ax ∈ M for every x ∈
M. Particularly, each eigenvector x spans a one dimensional invariant subspace
V = {αx | α ∈ C}. For the theory of invariant subspaces we refer to Gohberg,
Lancaster and Rodman [18].

For Hermitan matrices there are other type of eigenvalue perturbation esti-
mates that are related to subspace perturbations (see, e.g. [5], [32]). An example
of such estimates is the following.

Assume that A ∈ Cn×n is Hermitian with eigenvalues λ1 ≥ · · · ≥ λn. If X has
orthonormal columns that span an invariant subspace S of A and M = XHAX ,
then AX − XM = 0. Assume that the columns of X span an approximate
invariant subspace Ŝ of A. Then the residual matrix R = AX−XM is expected
to be small. Assume that the eigenvalues of M are μ1 ≥ · · · ≥ μk and n − k
eigenvalues are well separated from the eigenvalues of M , that is a number
δ > 0 exists such that exactly n − k eigenvalues of A lie outside the interval
[μk − δ, μ1 + δ]. Then the following result holds.

Theorem 9 (Stewart [36]). If ρ = ‖R‖ /δ < 1, then there is an index j such
that λj , . . . , λj+k−1 ∈ (μk − δ, μ1 + δ) and

|μi − λj+i−1| ≤
1

1− ρ2
‖R‖2

δ
(i = 1, . . . , k) . (24)

For nonnormal matrices Kahan, Parlett and Jiang [24] pointed out that “the
norms of residuals of the approximate eigenvectors are not themselves sufficient
information to bound an approximate eigenvalue”.

The perturbation of invariant subspaces is measured by the Jordan or canon-
ical angles between two subspaces. For definition and computation of canoni-
cal angles, we refer to [12], [13] or [19]. The kth subspace angle between the
subspaces M and N will be denoted by θk (M,N ), where k = 1, . . . , j and
j = min {dim (M) , dim (N )} .

For Hermitan or normal matrices there are several estimates for the canonical
angles given in various forms including quantities such as residual and/or sepa-
ration, which are difficult to compute in general (see, e.g. [10], [5], [32], [27]). In
order to give some insight we recall a result of Ipsen [23] for general matrices,
which is close to the results of the subsequent sections at least in character.
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Let the perturbed matrix A+E have an invariant subspace M̂, whose dimen-
sion is not necessarily the same as that ofM. Let P and P̂ denote the orthogonal
projectors ontoM and M̂, respectively. The absolute separation between A and
A+ E is defined by

abssep=abssep{A,A+E} = min
‖Z‖=1, PZP̂=Z

‖PAZ − Z (A+ E)P‖ . (25)

Theorem 10 (Ipsen [23]). If abssep> 0 then

max
i

sin θi

(
M,M̂

)
≤ ‖E‖ /abssep. (26)

Next we give a result on the perturbation of the invariant subspaces of unre-
duced Hessenberg matrices that provides a bound for subspace angles without
using any concept of separation.

4 Perturbation Results for Hessenberg Matrices

A matrix is called nonderogatory if exactly one Jordan block may belong to each
eigenvalue. A matrix is nonderogatory if and only if it is similar to an unreduced
upper Hessenberg matrix. The upper Hessenberg matrix H ∈ Cn×n is said to be
unreduced, if all hi+1,i elements are nonzero. If H is unreduced, then the last
and first entries of the right and left eigenvectors, respectively are nonzero.

Define vectors x, y ∈ Cn such that yHe1 = eTnx = 1 and

(H − λI)x = p(λ)e1, (27)

yH(H − λI) = p(λ)eTn (28)

hold, where λ is real or complex scalar. Here p (λ) is the characteristic polynomial
of H , which can be easily evaluated at any λ in a numerically stable way from
any of the above equations by the Hyman’s method (see [40], [41], [22] or [15]).

The following properties hold (see [15]).

Lemma 1. The components of x and y are polynomials in λ : xn−j and y1+j

have degree j (j = 0, 1, . . . , n− 1). The polynomial p(λ) is of order n.

Lemma 2. The k-th derivative of y, x and p(λ) with respect to λ satisfy the
relations

(H − λI)x(k) = kx(k−1) + p(k) (λ) e1, k = 0, 1, . . . (29)

and

y(k)H (H − λI) = ky(k−1)H + p(k) (λ) eTn , k = 0, 1, . . . , (30)

where y(k)H denotes the conjugate transpose of y(k) and differentiation is done
componentwise.



248 A. Galántai

Lemma 3.
p(k)(λ) = −kyHx(k−1) = −ky(k−1)Hx, k > 0 (31)

Define

X(r, λ) =

[
x (λ) , x′ (λ) ,

1

2!
x′′ (λ) , . . . ,

1

(r − 1)!
x(r−1) (λ)

]
. (32)

It was shown in [15], that if λi is an eigenvalue of H with multiplicity ni, then
the columns of matrix X (ni, λi) are the right generalized eigenvectors belonging
to λi and they span the corresponding invariant subspace. Gohberg, Lancaster
and Rodman [18] showed that such an invariant subspace of dimension ni can
define additionally ni − 1 different invariant subspaces of smaller dimension.
However, with respect to an eigenvalue, we shall think on the invariant subspace
of maximal dimension in the following. Observe that for s < r,

X (r, λ) =

[
X (s, λ) ,

1

s!
x(s) (λ) , . . . ,

1

(r − 1)!
x(r−1) (λ)

]
(33)

and R (X (j, λ)) ⊂ R (X (�, λ)) for j < �. We proved the following results in [16].

Theorem 11 ([16]). Assume that both H ∈ Cn×n and its perturbation Ĥ =
H+E are unreduced upper Hessenberg matrices for ‖E‖ (‖E‖ ≤ ε) small enough.
Assume that λi is an eigenvalue of H with multiplicity ni and μi is a nearby
eigenvalue of Ĥ with multiplicity mi (1 ≤ mi ≤ ni). Let P be the orthogonal

projection on R (X (ni, λi)), X1 = X (mi, λi), X̂1 = X̂ (mi, μi) and ΔX1 =

X̂1−X1. If θk denotes the kth subspace angle between the corresponding invariant

subspaces R (X (ni, λi)) and R
(
X̂ (mi, μi)

)
, then for k = 1, . . . ,mi,

0 ≤ sin θk ≤
(
2
∥∥∥(XH

1 X1

)−1
∥∥∥)1/2

‖(I − P )ΔX1‖ . (34)

Corollary 1. There exists a constant C > 0 such that

0 ≤ sin θk ≤
(
2
∥∥∥(XH

1 X1

)−1
∥∥∥)1/2

‖ΔX1‖ ≤ Cε1/ni (k = 1, . . . ,mi). (35)

Corollary 2. Under the conditions of Theorem 11

sin θk = O
(
(μi − λi)

ni−mi+1
)
= O

(
ε

ni−mi+1

ni

)
(36)

for k = 1, . . . ,mi.

The first corollary is a consequence of the perturbation theorems of Sections 2
and 3. It is somewhat crude in view of Corollary 2 but corresponds to the classic
eigenvalue perturbation results. It proves that invariant subspace perturbation
is continuous in a sense. It also indicates a positive distance from the set of
derogatory matrices (for other approach, see Gohberg, Lancaster, Rodman [18],
and Gracia, de Hoyos, Velasco [20]).
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The second corollary is based upon a refined estimate of (I − P )ΔX1 and
it is somewhat surprising. If an eigenvalue λ of multiplicity ni splits up into ni

simple ones, then sin θ1 = O (ε) in contrast to the eigenvalue perturbation, which
might be of O

(
ε1/ni

)
. Examples show the possibility of even better perturbation

results [16].
The results of this section were extended to dense perturbations of Hessenberg

matrices and general nonderogatory matrices as well [16].
The aim of this paper is to show the computational character and goodness

of the above results. Details of computations and numerical testing will be pre-
sented in the next section.

5 The Computational Algorithm and Testing

We need to compute the matrix X(r, λ) for a given H , λ and r, where

x (λ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1

...

...

...
xn−1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, x(k) (λ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
(k)
1
...

x
(k)
n−k

0
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

First we consider equation (H − λI)x = p (λ) e1. The nth row of the system
is

hn,n−1xn−1 + (hnn − λ) = 0.

For 1 < i < n, the ith row is given by

hi,i−1xi−1 + (hii − λ) xi + hi,i+1xi+1 + · · ·+ hi,n−1xn−1 + hin = 0.

We obtain the solution by the following backward substitution algorithm

xn−1 = (λ− hnn) /hn,n−1, (37)

xi−1 = −

⎛⎝hin + (hii − λ) xi +

n−1∑
j=i+1

hijxj

⎞⎠ /hi,i−1, i = n− 1, . . . , 2. (38)

This gives the vector x and also p (λ) = eT1 (H − λ)x (λ).
We calculate x(k) (λ) for 0 < k < n using relation

(H − λI) x(k) = kx(k−1) + p(k) (λ) e1, (39)
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which having the form

(H − λI)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
(k)
1
...

x
(k)
n−k

0
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= k

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
(k−1)
1
...

x
(k−1)
n−k

x
(k−1)
n−k+1
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ p(k) (λ) e1 (40)

reduces to a (n− k + 1) × (n− k) problem. The last equation (row n − k + 1)
reads as

hn−k+1,n−kx
(k)
n−k = kx

(k−1)
n−k+1. (41)

Equation i (1 < i < n− k + 1) has the form

hi,i−1x
(k)
i−1 + (hii − λ) x

(k)
i +

n−k∑
j=i+1

hijx
(k)
j = kx

(k−1)
i . (42)

Hence the algorithm is the following

x
(k)
n−k = kx

(k−1)
n−k+1/hn−k+1,n−k, (43)

x
(k)
i−1 =

⎛⎝kx
(k−1)
i − (hii − λ)x

(k)
i −

n−k∑
j=i+1

hijx
(k)
j

⎞⎠ /hi,i−1, i = n− k, . . . , 2.

(44)
Thus we obtain x(k) and also p(k) (λ) from the relation eT1 (H − λI) x(k) =
kx(k−1) + p(k) (λ) (substitution into the first row). Observe that for computing
X (r, λ) we do not need to compute p (λ) or p(k) (λ). Since the computations are
performed on the same matrix H − λI in a numerically stable way (see Wilkin-
son [40], [41] or Higham [22]), the whole computation of X (r, λ) is numerically
stable.

For the numerical testing we wrote a Matlab program to compute X (r, λ)
for a given unreduced upper Hessenberg matrix H and eigenvalue λ with known
multiplicity r.

The other essential elements of computing an estimate are provided in Mat-
lab. However, instead of the original subroutine subspace.m for computing the
largest subspace angle, we used subroutines subspace.m and subspacea.mwhich
are due to Andrew Knyazev and can be downloaded from the site MATLAB
Central File Exchange.

We made two different types of numerical testing of our estimate.

1. H and H+E are companion matrices with known zeros (H , H +E and the
zeros are known exactly).
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2. H and H + E are given unreduced Hessenberg matrices with known zeros
and the approximate eigenvalue μi is computed by Matlab’s eig routine.
This routine is based on the QR-algorithm that is backward stable, which
means that it computes the exact eigenvalues of a perturbed matrix A+ E
with ‖E‖ ≈ εmachine ‖A‖ (see Golub, van Loan [19], Tisseur [38] or Kressner
[27]). However, the algorithm does not recognize the multiple eigenvalues
and there are some precision problems as well (see, e.g. [15]).

Next we show some characteristic results of the numerical testing.

Test problem No. 1: H = C (p (z)), H + E = C (p̃ (z)), where p (z) = z3 −
2z2 + z and p̃ (z) = z3 − (2 + ε) z2 + (1 + ε) z −

(
ε− ε2

)
. H has the single

eigenvalue λ = 0 and the double eigenvalue λ = 1 (n2 = 2). H + E has the
nearby simple eigenvalues λ = ε, λ = 1+

√
ε (m2 = 1) and λ = 1−√ε. Selecting

λ1 = 1, n1 = 2, μ1 = 1 +
√
ε, m1 = 1 and making elementary calculations we

have

sin θ1

(
R (X (2, 1)) ,R

(
X̂
(
1, 1 +

√
ε
)))

=

=
ε(

42ε+ 6ε2 + 36
√
ε+ 24ε

3
2 + 18

)1/2
= O (ε) ,

which is exactly the bound of Corollary 2.

The following and the subsequent figures show the following quantities versus
‖E‖:

- the exact maxisin(θi) values computed with the routine subspace.m by
Knyazev [red line],

- the ratio maxi sin (θi) / ‖E‖a (a = (ni −mi + 1) /ni) to see if estimate
(36) can be improved [green line],

- the estimates (35) [est1 or cyan dashed line] and (34) [est2 or black
dotted line].

Logarithmic scales are used for both axes.

The results of test problem No. 1 are the following.
These results clearly correspond to the theory. Estimate (35) is indeed crude,

but it is still acceptable.

Test problem No. 2: H = C (p), H + E = C (p̃), where p (z) = z5 − z4

and p̃ (z) = (z +
√
ε)

2
(z −

√
ε)

2
(z − 1), respectively. Selecting λ1 = 0, n1 = 4,

μ1 =
√
ε, m1 = 2 we obtain by a simple calculation that

sin θ1

(
R (X (4, 0)) ,R

(
X̂
(
2,
√
ε
)))

= 0

and
sin θ2

(
R (X (4, 0)) ,R

(
X̂
(
2,
√
ε
)))

= O
(
ε3/2

)
,

which is definitely better than O
(
ε3/4

)
shown by estimate (36). The computa-

tional results are shown on the next figure.
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Fig. 1. Test problem 1

Estimate (34) is very sharp. The ratio maxi sin (θi) / ‖E‖a indicates that the
perturbation order is much better than estimate (36).

Test problem No. 3: H = C (p), H + E = C (p̃), where

p (z) = (z − 1)
3
(z + 1) (z − 2)

and

p̃ (z) = (z − 1− ε)
2
(z − 1 + ε) (z + 1− ε) (z − 2 + 2ε) .

Here λ1 = 1, n1 = 3, m1 = 1 + ε, m1 = 2 and the computational results are
shown on the next figure.

Here we see again that estimate (34) is very sharp. The maxi sin (θi) / ‖E‖a
ratio indicates again that the perturbation order is much better than estimate
(36). The precision problem shown for the range ‖E‖ � 10−6 is due to the fact,
that the computed numbers are close to machine epsilon.

Test problem No. 4: H = HT
n (α), H +E = HT

n (α+ ε), where Hn (α) is the
Chow matrix [7], [11] defined by

Hn (α) = [hij ]
n
i,j=1 , hij =

⎧⎨⎩αi−j+1, i ≥ j
1, i = j − 1
0, i < j − 1

(45)
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The Chow matrix can be found in Matlab gallery library. Chow [7] proved that
Hn has m = �n/2� zero eigenvalues and n−m eigenvalues of the form

4α cos2
kπ

n+ 2
(k = 1, . . . , n−m),

where �n/2� stands for the lower integer part of n/2.
The computational results are shown in the next figure for the parameters

n = 8, H = HT
n (1), H +E = HT

n (1 + ε) , λ1 = 0, ni = 4,. Observe that H +E
is also Chow matrix and it also has m zero eigenvalues. We present four cases
(Version 1-Version 4):

1. μ1 is the nearest to 0 eigenvalue of H+E provided by Matlab’s eig routine,
m1 = 1.

2. μ1 is the nearest to 0 eigenvalue of H+E provided by Matlab’s eig routine,
m1 = 4.

3. μ1 is the average of the eigenvalues (of eig) in the zero cluster near to 0,
m1 = 0.

4. μ1 = 0, m1 = 4 (The exact values).

The use of average for clustered (and suspected multiple) eigenvalues was
suggested by Saad [33] (Theorem 3.5). Numerical testing also indicates that
the multiple eigenvalues when perturbed, show a symmetric pattern around the
nonperturbed eigenvalue in the complex plane such that the mean of the errors
is fairly zero [6].

Version 1 corresponds the 1-dimensional invariant subspace X̂ (1, μ1). The
estimate seems to be sharp and it corresponds to theory even if μ1 is only an
approximate eigenvalue of H + E. Verson 2 simply shows that we can not take
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Fig. 5. Test problem 4/Versions 3-4

the approximate μ1 as a multiple eigenvalue (for problems with Matlab’s eig

routine, see, e.g. [15]).
Figure 5 indicates that Version 3 gives a definitely much better result in

agreement with Version 4 that uses exact values.
The presented numerical results show the high precision of estimate (34) and

the limits of estimate (35). They also show that the obtained theoretical esti-
mates can be further improved in many cases the reason of which is yet to be
understood.
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Abstract. Many problems occurring in engineering, e.g., robotics and
control, require mathematical models which cover uncertainties and non-
linearity. We present here one such model: the theory of probabilistic
metric spaces. This theory is based on the idea that, since the value of
the distance in measurement is always unprecise and uncertain, the value
of the distance have to be a probability distribution function. The the-
ory of fuzzy metric spaces, as another model for uncertainty, is closely
related to the theory of probabilistic metric spaces. We consider nonlin-
ear random equations using fixed point methods in probabilistic metric
spaces. Probabilistic metric spaces, some constructions methods of trian-
gle functions and some important classes of probabilistic metric spaces as
those of Menger, Wald, transformation-generated, are recalled. Based on
some additional properties of t-norms the corresponding generalizations
of fixed point theorems in probabilistic metric spaces are obtained.

Keywords: Probabilistic metric space, Menger space, fuzzy metric spa-
ces, triangular norm, triangle function, fixed point theory.

1 Introduction

The main idea behind the theory of probabilistic metric spaces is that the value
of the distance in measurement is always unprecise and uncertain, so the value
of the distance have to be a probability distribution function. Starting from K.
Menger [19] and B. Schweizer and A. Sklar [28], who based the generalization
of the property of triangle inequality of the metric triangle on the operation
of the notion of the triangular norm T, a further development of probabilistic
metric spaces was made by A. N. Šerstnev [33], introduced the notion of triangle
function τ on distribution functions. There are many important applications,
e.g., hysteresis of complex physical systems, see Section 3, more details in [5,29].

Many problems occurring in engineering, e.g., robotics and control, require
mathematical models which cover uncertainties and nonlinearity. One of the
basic abstract tools in mathematics for solving nonlinear equations is the well-
known classical Banach fixed point theorem which has many generalizations and
applications. Two basic notions of contraction mappings in probabilistic metric
spaces were introduced by V. M. Sehgal [31] and H. Sherwood [34]. Starting

J. Fodor and R. Fullér (eds.), Advances in Soft Computing, 259
Intelligent Robotics and Control, Topics in Intelligent Engineering and Informatics 8,
DOI: 10.1007/978-3-319-05945-7_17, c© Springer International Publishing Switzerland 2014
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with first result by V. M. Sehgal and A. T. Bharucha-Reid [32] with a fixed
point theorem in probabilistic metric spaces under the special t-norm TM = min,
there have appeared many papers on this topic, see [7]. Without some growth
conditions on the mapping F :D×D → Δ+ (the set of distribution functions) the
problem of the existence of a unique fixed point of a probabilistic q-contraction
f :D → D for complete Menger spaces (D,F , T ) with a continuous t-norm T
is completely solved. A necessary and sufficient condition that the set Fix(f)
of all fixed points of the mapping f is non-empty, is that T is the t-norm of
H-type [6]. R. M. Tardiff [36] imposed some growth conditions on the mapping
F :D×D → Δ+, which enabled the class of t-norms T to be enlarged for which
the set Fix(f) is non-empty, where f :D → D and (D,F , T ) is a Menger space.
Namely, Tardiff’s fixed point theorem holds if T � TL. Fixed point theorems in
probabilistic metric spaces of other types can be found in [3,7,8,9,10,13,14].

Probabilistic metric spaces and some constructions of triangle functions
(mostly related to triangular norms) are recalled in section 2. Important proba-
bilistic metric spaces such as Menger, Wald, transformation-generated are briefly
presented in section 3. Results on probabilistic q-contractions are presented
in section 4. In section 5, using some results about infinitary operations from
the theory of t-norms (geometrically convergent t-norms), under some stronger
growth conditions on F , we obtain some probabilistic versions of Banach con-
traction principles where T satisfies TL > T , or even is incomparable with TL.

2 Triangle Function

First, we shall give some definitions of basic notions. The family of all distribution
functions F : [0,∞]→ [0, 1] which are left-continuous on [0,∞[ we denote by Δ+.
(Δ+,≤) is a complete lattice. We have εa ∈ Δ+ for a ∈ [0,∞] , where the Dirac
distribution function εa: [−∞,∞]→ [0, 1] is defined for a ∈ [−∞,∞[ by

εa(u) =

{
0 ifu ∈ [−∞, a] ,
1 ifu ∈ ]a,∞] ,

and for a =∞ by

ε∞(u) =

{
0 if u ∈ [−∞,∞[ ,
1 if u =∞.

We recall that a triangular norm (t-norm for short), see [15,16], is a binary
operation T on the unit interval [0, 1] which is commutative, associative, mono-
tone and has 1 as a neutral element. We shall use notions and notations related
t-norms from [15]. Three basic continuous t-norms are: TM(x, y) = min(x, y),
TL(x, y) = max(x + y − 1, 0), TP(x, y) = x · y. A t-norm T is extended (by
associativity) in a unique way to an n-ary operation for (x1, . . . , xn) ∈ [0, 1]

n
,

n ∈ N, by

0

T
i=1

xi = 1,
n

T
i=1

xi = T
( n−1

T
i=1

xi, xn

)
= T (x1, . . . , xn).
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Further, T is extended to a countable infinitary operation for any sequence
(xn)n∈N from [0, 1] by

∞
T
i=1

xi = lim
n→∞

n

T
i=1

xi,

where the limit on the right side exists since the sequence
( n

T
i=1

xi

)
n∈N

is non-
increasing and bounded from below.

Now, we give the important generalization of the notion of triangular norm
on the set Δ+, see [7,29,33].

Definition 1. A triangle function τ is a binary operation on Δ+ that is com-
mutative, associative, and non-decreasing in each place, and has ε0 as identity.

It is obvious that ε∞ is the null element of τ . If τ1 and τ2 are triangle functions
then τ1 is weaker than τ2 (or τ2 is stronger than τ1), τ1 ≤ τ2, if for all F,G in
Δ+ and all x in R+ τ1(F,G)(x) ≤ τ2(F,G)(x). A triangle function is continuous,
if it is continuous in the topology of the weak convergence on Δ+.

Example 1. (i) Let T be a left-continuous t-norm. Then the function T:Δ+ ×
Δ+ → Δ+ defined by T(F,G)(x) = T (F (x), G(x)), x ∈ [0,∞] is a triangle
function. Specially, TM defined by TM(F,G)(x) = TM(F (x), G(x)) is the
maximal triangle function.

(ii) The convolution F ∗G of F,G ∈ Δ+ is defined on [0,∞] by (F ∗G)(0) = 0,
(F ∗G)(∞) = 1 and

(F ∗G)(x) =

∫
[0,x[

F (x− t) dG(t) x ∈ ]0,∞[ .

The convolution is a commutative and associative binary operator on Δ+

which is non-decreasing and has ε0 as a neutral element and therefore it is
a triangle function.

(iii) If T is a left-continuous t-norm, then τT , defined by

τT (F,G)(x) = sup{T (F (u), G(v)) | u+ v = x}

is a triangle function (compare with the Zadeh extension principle [15] and
the notion of the pseudo-convolution [23]).

(iv) Let L be a binary operator on [0,∞] such that L maps [0,∞]2 onto [0,∞],
L is non-decreasing in both coordinates, L is continuous on [0,∞]2 (except
possibly at the points (0,∞) and (∞, 0)). Then for a t-norm T , the function
τT,L defined on Δ+ ×Δ+ and with values in Δ+ given by

τT,L(F,G)(x) = sup {T (F (u), G(v)) | L(u, v) = x}

is a triangular function if T is left-continuous t-norm and L is commutative,
associative, has 0 as identity and satisfies the condition if u1 < u2 and v1 <
v2 then L(u1, v1) < L(u2, v2).
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(v) Let C be a copula, see [15,20], and let L: [0,∞]2 → [0,∞] be a surjective and
continuous function on [0,∞]2 \ {(0,∞), (∞, 0)} and for each x ∈ [0,∞[ the
set

Lx = {(u, v) ∈ [0,∞]2 | L(u, v) < x}
is bounded and ([0,∞], L,≤) is a partially ordered semigroup. The function
σC,L:Δ

+ ×Δ+ → Δ+ is defined by

σC,L(F,G)(x) =

⎧⎪⎪⎨⎪⎪⎩
0 if x ∈ [−∞, 0] ,∫
Lx

dC(F (u), G(v)) if x ∈ ]0,∞[ ,

1 if x =∞,

where the integral is of Lebesgue-Stieltjes type. σC,L is a triangle function
if and only if C = (〈]aα, eα[ , TP〉)α∈A, see [29, Corollary 7.4.4].

Remark 1. (i) There is no characterization of the semigroup (Δ+, τ) in a sim-
ilar way as it was done for the semigroup ([0, 1], T ) (still an open problem
stated in [29]) up to some special cases, see [26].

(ii) It is interesting to note that the semigroup (Δ+, τT ) is not cancellative, but
the semigroup (D+, τTM) is cancellative, i.e., τTM(F,G) = τTM(F,R) implies
F = 0 or G = R.

3 Probabilistic Metric Spaces

Starting from the idea of Menger [19] the first appropriate probabilistic gen-
eralization of metric spaces was given by by B. Schweizer and A. Sklar [27].
Extending an idea belonging to Wald, Šerstnev suggested the use of a triangle
function in the definition of the probabilistic metric space, see [33].

Definition 2. A probabilistic metric space is a triplet (D,F , τ) where D is a
nonempty set, F :D×D→ Δ+ is given by (p, q) �→ Fp,q, τ is a triangle function,
such that the following conditions are satisfied for all p, q, r in D :

(i) Fp,p = ε0;
(ii) Fp,q �= ε0 for p �= q;
(iii) Fp,q = Fq,p;
(iv) Fp,r ≥ τ(Fp,q , Fq,r).

Definition 3. Let (D,F , τ) be a probabilistic metric space and τ = τT , where

τT (F,G)(x) = sup {T (F (u), G(v)) | u+ v = x}

for a t-norm T. Then (D,F , τ) is called a Menger space which will be denoted
by (D,F , T ).

Remark 2. (i) The preceding Definition 3 implies

Fp,r(x+ y) � T (Fp,q(x), Fq,r(y))
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for all p, q, r ∈ D and x, y real numbers. We can interpret this inequality
in the way of the classical metric spaces that the third side in a triangle
depends on the other two sides in the sense that if the knowledge of two sides
increases then also the knowledge of third side increases or that knowing
the upper bounds of two sides we have an upper bound for the third side.

(ii) As a very special case of a Menger space we obtain the classical metric space:
if (M,F , τT ) is a Menger space, for some t-norm T , d:M ×M → [0,∞[ and

F(p, q) = εd(p,q) for every p, q ∈M,

then (M,d) is a metric space. Starting from a metric space (M,d), and
taking Fp,q defined by the last equality, then for any t-norm T the function
Fp,q is a probability distribution function such that conditions (i)–(iv) in
Definition 2 are satisfied for τT .

(iii) Usually in many applications, e.g., fixed point theorems, it is supposed for
Menger space (D,F , T ) that t-norm T statisfies the following weak condition
supx<1 T (x, x) = 1, which ensures the metrizability of the so called (ε, λ)-
topology, see [7].

(iv) A very important class of probabilistic metric spaces is given in [4], which is
useful for the applications of the fixed point theory in probabilistic metric
spaces to random operator equations, see Theorem 7.

Further, we have the following special class of probabilistic metric spaces, see
[7,29].

Definition 4. A probabilistic metric space (D,F , τ) for which τ is a convolution
is called Wald space.

Using the equality εa ∗ εb = εa+b, it is easy to prove that for a function
d:M ×M → [0,∞[ and F(p, q) = εd(p,q) the triplet (M,F , ∗) is a Wald space if
and only if (M,d) is the classical metric space.

Theorem 1. A probabilistic metric space (D,F , τ) which is a Wald space is a
Menger space (D,F , TP).

We shall present some other important probabilistic metric spaces. For more
details see [7,29]. Let D+ = {F | F ∈ Δ+, lim

x→∞F (x) = 1}. Starting from a

metric space and a distribution function we can generate an important class of
probabilistic metric spaces. Let (D, d) be a metric space, G ∈ D+, G �= ε0 and
α > 0. If for p, q ∈ D we have p = q let Fp,q = ε0, and if p �= q let

Fp,q(x) = G

(
x

d(p, q)α

)
for every x ∈ [0,∞[ .

It was proved [29] that (D,F , T ) is a Menger space for an arbitrary t-norm T, and
it is called α-simple space. Simple spaces (for α = 1) are very useful in modeling
hysteresis in large-scale physical systems, see [5,29]. Namely, the macroscopic
behavior of complex physical systems usually is described by two parameters.
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One which describe the variation of external force (hysteresis coordinate v),
and second characterizing the state of the system (configuration coordinate u).
For example, in magnetic systems u represents the induced magnetization. A
hysteresis cycle is a path in the (u, v)-plane from p to q such that v(p) = v(q)
and u(p) �= u(q). Making some physical assumptions, it turns out by [5], that
the average energy loss per cycle related all hysteresis cycles between p and q
whose length is less than x, is proportional to

∫
[0,x[

t dFpq(t), where for metric

space (M,d) with finite measure m of eliptic regions

E(p, q;x) = {r | d(p, r) + d(q, r) � x} (p, q ∈ D, x � 0)

for d(p, q) < x <∞ the function Fpq for μ ∈]0,∞] is given by

Fpq(x) = min

(
m(E(p, q;x))

m(E(p, q;μ · d(p, q)) , 1
)

for p �= q and Fpq = ε0 for p = q.
An important class of probabilistic metric spaces is the transformation gener-

ated spaces defined as follows (t-norms and triangular functions are continuous).
Let (D, d) be a metric space and ψ:D → D. For any p, q ∈ D and any n ∈ N,
let

F (n)
p,q =

1

n

n−1∑
m=0

εd(ψm(p),ψm(q)),

where ψm(p) is the value of the m-th iterate of the mapping ψ at p. If F (n) is

defined on D ×D by F (n)(p, q) = F
(n)
p,q , then for every (p, q) ∈ D ×D

F (n)(p, p) = ε0, F (n)(p, q) = F (n)(q, p),

i.e., (D,F (n)) is a probabilistic premetric space and (D,F (n), τTL) is a proba-
bilistic pseudo-metric space (in Definition 2 the condition (ii) is not necessarily
satisfied). The following theorem of H. Sherwood holds, see [29].

Theorem 2. Let (D, d) be a metric space and ψ:D → D. For every (p, q) ∈
D ×D let ϕp,q be defined for x � 0 by

ϕp,q(x) = lim inf
n→∞ F (n)

p,q (x) = lim
n→∞(inf{F (m)

p,q (x) | m � n})

and F be defined on D ×D by

Fp,q(x) = ϕp,q(x
−) x ∈ [0,∞[ .

Then (D,F , τTL) is a probabilistic pseudo-metric space.

Remark 3. (i) The transformation generated spaces are important in the er-
godic theory, see [29].

(ii) The preceding approach plays an important role in chaos theory, see [30],
leading to a theory of distributional chaos. The example from [35], is con-
nected with self-similar random fractal measures, which is a very interesting
and important area of investigation, see [1,21].
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(iii) Probabilistic metric spaces based on pseudo-additive (decomposable) mea-
sures ([22,23]) were investigated in [7,24].

(iv) New probabilistic metric spaces can be obtained making their direct prod-
ucts. To obtain that the τ -product of two probabilistic metric spaces is again
probabilistic metric space we need some additional conditions.

4 Probabilistic q-Contraction

The following notion is well know for a metric space (M,d) and a function
f :M →M : if there exists a q ∈ [0, 1[ such that

d(fx, fy) � qd(x, y) for every x, y ∈M,

then f is the so-called q-contraction. It is well known the Banach contraction
principle that every q-contraction f :M →M on a complete metric space (M,d)
has one and only one fixed point. V. M. Sehgal and A. T. Bharucha-Reid in-
troduced in 1972 the notion of a probabilistic q-contraction (q ∈ ]0, 1[) in a
probabilistic metric space [32].

Definition 5. Let (D,F) be a probabilistic metric space. A mapping f :D → D
is a probabilistic q-contraction (q ∈ ]0, 1[) if

Ffp1,fp2(x) � Fp1,p2

(
x

q

)
(1)

for every p1, p2 ∈ D and every x ∈ R.

V. M. Sehgal and A. T. Bharucha-Reid [32] proved the following fixed point
theorem in a special Menger space.

Theorem 3. Let (D,F , TM) be a complete Menger space and f :D→ D a prob-
abilistic q-contraction. Then there exists a unique fixed point x of the mapping
f and x = lim

n→∞ fnp for every p ∈ D.

After this first result many generalizations were made, see [7]. Some of them will
be presented in the next section. We give now an important example.

Example 2. Let (Ω,A, P ) be a probability measure space, (M,d) a separable
metric space, and BM the family of Borel subsets of M. A mapping f :Ω×M →
M is a random operator if for every C ∈ BM and every x ∈M

{ω ∈ Ω | f(ω, x) ∈ C} ∈ A,

i.e., if the mapping ω �→ f(ω, x) is measurable on Ω. A random operator f :Ω×
M →M is continuous if for every ω ∈ Ω the mapping x �→ f(ω, x) is continuous
on M. If the random operator f :Ω × M → M is continuous then for every
measurable mapping X :Ω →M the mapping ω �→ f(ω,X(ω)) is measurable on
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Ω. Let D be the set of all equivalence classes of measurable mappings X :Ω →M
and let f be a continuous random operator. The mapping f̂ :D → D, defined by

(f̂ X̂)(ω) = f(ω,X(ω)) for every X̂ ∈ D (ω ∈ Ω,X ∈ X̂)

is the so-called Nemitskij operator of f. If f :Ω×M →M is a random operator
then a measurable mapping X :Ω →M is a random fixed point of the mapping
f if

X(ω) = f(ω,X(ω)) a.e. (2)

Many authors investigated the problem of the existence of a random fixed point
of a random operator (see references in [2]). If f is a continuous random operator

then (2) holds if and only if X̂ = f̂ X̂ forX ∈ X̂. Hence in this case the problem of
the existence of a random fixed point of a continuous random operator f reduces
to the problem of the existence of a fixed point of the Nemitskij operator f̂ of f.

Let for every X̂, Ŷ ∈ D and every x > 0

P ({ω ∈ Ω | d(f(ω,X(ω)), f(ω, Y (ω)) < qx})

� P ({ω ∈ Ω | d(X(ω), Y (ω)) < x}), (3)

where q ∈ ]0, 1[ . Since (D,F , TL) is a Menger space, where

FX̂,Ŷ (x) = P ({ω ∈ Ω | d(X(ω), Y (ω)) < x})

for every X̂, Ŷ ∈ D and x ∈ R, then (3) implies that Ff̂ X̂,f̂ Ŷ (qx) � FX̂,Ŷ (x).

Hence f̂ is a probabilistic q-contraction if and only if (3) holds. For this class
of probabilistic q-contractions the existence of the fixed point is ensured by
Theorem 5.

To ensure the uniqueness of the fixed point we suppose further on that for
the probabilistic metric space (D,F , τ) always holds Ran(F) ⊂ D+. Namely, in
the general case probabilistic q-contraction can have more fixed points (see [29],
section 12.6).

5 Geometrically Convergent Triangular Norms and Fixed
Point Theorems

A special class of t-norms (generally not continuous) was introduced in [6], char-
acterizing for the continuous case the class of complete Menger spaces having a
fixed point property, see Theorem 4.

Definition 6. A t-norm T is of H-type if the family (x �→ x
(n)
T )n∈N is equicon-

tinuous at the point x = 1, where x
(n)
T is defined by x

(1)
T = x, x

(n)
T = T

(
x
(n−1)
T , x

)
,

for n � 2, x ∈ [0, 1] .

Proposition 1. If a continuous t-norm T is Archimedean then it cannot be a
t-norm of H-type.
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The following characterization was proved in [24], see also [25].

Proposition 2. A continuous t-norm T is of H-type if and only if

T = (〈]αk, βk[ , Tk〉)k∈K and supβk < 1 or supαk = 1.

For the relation with the abstract semigroup theory through Archimedean
components see [18,17]. A t-norm T has the fixed point property if any proba-
bilistic q-contraction f :D → D, where (D,F , T ) is a complete Menger space,
has a fixed point. V. Radu [25] proved the following theorem.

Theorem 4. Any continuous t-norm T with the fixed point property is of H-
type.

Thus, no continuous Archimedean t-norm has the fixed point property. Then it
is clear that in order to obtain some kind of fixed point theorems for Menger
spaces (D,F , T ), where T is an Archimedean t-norm, one has to impose some
additional conditions on the mapping F . Important results in this direction are
obtained in R. M. Tardiff’s paper [36].

Theorem 5. Let (D,F , T ) be a complete Menger space and T a t-norm such
that T � TL. If for every x, y ∈ D

∞∫
1

ln(u) dFx,y(u) <∞.

holds, then any probabilistic q-contraction f :D → D has a unique fixed point x
and x = lim

n→∞ fnp for every p ∈ D.

Using some results on geometrically convergent t-norms some further results
[11] in this direction are obtained. In the fixed point theory it is of interest to
investigate the classes of t-norms T and sequences (xn)n∈N from the interval
[0, 1], see [7,11], such that lim

n→∞ xn = 1, and

lim
n→∞

∞
T
i=n

xi = lim
n→∞

∞
T
i=1

xn+i = 1. (4)

In the classical case T = TP we have for every sequence (xn)n∈N from the interval
[0, 1] with

∞∑
i=1

(1− xn) <∞ that

lim
n→∞

∞
TP
i=n

xi = lim
n→∞

∞∏
i=n

xi = 1.

The equivalence

∞∑
i=1

(1 − xi) <∞ ⇐⇒ lim
n→∞

∞
T
i=n

xi = 1

holds also for T � TL. The condition T � TL is satisfied by the families of t-norms
(for notations see [15]): Schweizer-Sklar family of t-norms (TSS

λ )λ∈[−∞,1]; Yager
family of t-norms (TY

λ )λ∈[1,∞]; Sugeno-Weber family of t-norms (TSW
λ )λ∈[0,∞];

Frank family of t-norms (TF
λ )λ∈[0,∞].
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Proposition 3. Let T be a t-norm. Sufficient conditions for (4) are given in
the following two statements.

(i) Let (xn)n∈N be a sequence of numbers from [0, 1] such that lim
n→∞xn = 1 and

T be a t-norm of H-type. Then (4) holds.
(ii) Let T be a strict t-norm with additive generator t. For a sequence (xn)n∈N

from the interval ]0, 1[ with lim
n→∞ xn = 1 we have

lim
n→∞

∞∑
i=n

t(xi) = 0

if and only if (4) is satisfied.

Example 3. Proposition 3 (ii) holds for the following families of t-norms.

(i) Let (TAA
λ )λ∈]0,∞[ be the Aczél-Alsina family of t-norms given by

TAA
λ (x, y) = e−(| log x|λ+| log y|λ)1/λ .

(ii) For nilpotent t-norms TSW
λ , λ ∈ ]−1, 0[. It holds also for λ � 0 since in this

case TSW
λ � TL.

Taking in the condition (4) a special sequence (1 − qn)n∈N for q ∈ ]0, 1[ , see
[7,11], we obtain the following important notion.

Definition 7. A t-norm T is geometrically convergent ( g-convergent) if for
some q ∈ ]0, 1[

lim
n→∞

∞
T
i=n

(1− qi) = 1. (5)

Remark 4. (i) We have proved in [11] that (5) holds for every q ∈ ]0, 1[ if (5)
holds for some q.

(ii) Since limn→∞(1 − qn) = 1 and
∑∞

n=1(1 − (1− qn))s < ∞ for every s > 0
we obtain that all t-norms from the class

T0 =
⋃

λ∈]0,∞[

{TD
λ } ∪

⋃
λ∈]0,∞[

{TAA
λ } ∪

⋃
λ∈]−1,∞]

{TSW
λ } ∪ {T | T is of H-type}

are geometrically convergent.

The following proposition ensures that a t-norm T is geometrically convergent.

Proposition 4. A strict t-norm T with additive generator t is geometrically
convergent if we have one of the following cases:

(i) There is a strict t-norm T1 with additive generator t1 such that there exists
b ∈ ]0, 1[ and t(x) � t1(x) for every x ∈ ]b, 1] , and T1 is geometrically
convergent.

(ii) An additive generator t has a bounded derivative on an interval ]b, 1[ for
some b ∈ ]0, 1[ .
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The following proposition enables to introduce a large class of geometrically
convergent t-norms.

Proposition 5. Let ψ: ]0, 1] → [0,∞[ and T be a t-norm such that for some
δ ∈ ]0, 1[ and every x ∈ [0, 1] and y ∈ [1− δ, 1]

|T (x, y)− T (x, 1)| � ψ(y).

If for a sequence (xn)n∈N from the interval [0, 1] with lim
n→∞xn = 1 we have

∞∑
n=1

ψ(xn) <∞, then lim
n→∞

( ∞
T
i=n

xi − xn

)
= 0.

Corollary 1. Let T and ψ be as in Proposition 5. If for some q ∈ ]0, 1[ ,∑∞
n=1 ψ(1− qn) <∞ then T is geometrically convergent.

Example 4. Let α > 0, p > 1 and hα,p: ]0, 1]× [0, 1]→ [0,∞[ is given by

hα,p(x, y) =

{
y − α

| ln(1−x)|p if (x, y) ∈ ]0, 1[× [0, 1],

y if (x, y) ∈ {1} × [0, 1].

Let T be a t-norm such that T (x, y) � hα,p(x, y) for every x ∈ [1 − δ, 1] and
y ∈ [0, 1]. We have

∞∑
n=1

ψ(1− qn) =

∞∑
n=1

α

| ln(qn)|p =

∞∑
n=1

α

np| ln(q)|p <∞,

and therefore by Corollary 1 t-norm T is geometrically convergent, see [7].

Now, we have the following generalization of R. M. Tardiff’s Theorem 5.

Theorem 6. Let (D,F , T ) be a complete Menger space such that sup
a<1

T (a, a) =

1 and f : D → D a probabilistic q-contraction such that for some p ∈ D and
k > 0

sup
x>0

xk(1− Fp,fp(x)) <∞. (6)

If t-norm T is rk-convergent for some r ∈ ]q, 1[ , then there exists a unique fixed
point z of the mapping f and z = lim

n→∞ fnp.

Remark 5. (i) The proof of Theorem 6 also holds if we assume instead of the
condition (6) that for some p ∈ D and r ∈ ]q, 1[

lim
n→∞

∞
T
i=n

Fp,fp

(
1

ri

)
= 1. (7)

(ii) If T = TL, condition
∫
lnu dFp,fp(u) <∞ is equivalent to (7).

Corollary 2. Let (D,F , T ) be a complete Menger space such that sup
a<1

T (a, a) =

1, T � T1 for some T1 ∈ T0, and f : D → D a probabilistic q-contraction such
that for some k > 0 and p ∈ D (6) holds. Then there exists a unique fixed point
x of the mapping f and x = lim

n→∞ fnp.
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If (Ω,A, P ) is a probability measure space, (M,d) a separable metric space
and f :Ω ×M → M a continuous random operator. Let D be the space of all
classes X̂ of measurable mappings X :Ω → M (X ∈ X̂, and X,Y ∈ X̂ if and

only if X = Y a.e.). Then f̂ :D → D, given by (f̂ X̂)(ω) = f(ω,X(ω)) for ω ∈ Ω,
is the Nemitskij operator for the mapping f, see Example 2. We have obtained
in [12] the following fixed point theorem.

Theorem 7. Let (Ω,A, P ) be a probability measure space, (M,d) a complete
separable metric space and f :Ω×M →M a continuous random operator. If the
following two conditions hold

(i) for every X̂, Ŷ ∈ D and every ε > 0

P ({ω ∈ Ω | d(f(ω,X(ω)), f(ω, Y (ω))) < qε})

� P ({ω ∈ Ω | d(X(ω), Y (ω)) < ε})

for some q ∈ ]0, 1[ ,
(ii) there exists X̂0 ∈ D such that

sup{u · P ({ω ∈ Ω | d(X0(ω), f(ω,X0(ω))) � u}) | u > 0} <∞,

then there exists a measurable X :Ω →M such that X(ω) = f(ω,X(ω)) a.e.
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9. Hadžić, O., Pap, E.: Probabilistic multi-valued contractions and decomposable
measures. Internat. J. Uncertain. Fuzziness Knowledge-Based Systems 10, 59–74
(2002)
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Abstract. The aim of this paper is to discuss the possibilities of evalu-
ating qualitative parameters (mostly physical and technical efficiency) in
research of a certain complex system using an information system with
intelligent elements. Our main objective is to create the possibility to
test the quality of each research element or task. The research of a com-
plex thermodynamic system, in our case a small turbojet engine MPM–
20, requires assessing each element with respect to its nature. Nature
of these elements may be physical (e.g. reaching limiting temperatures,
fuel consumption), technical (e.g. quality of control algorithms, quality of
diagnostics), financial (e.g. research funding quality), time related (e.g.
latencies, dynamics) or informational (quality of research papers and re-
search reports). A basis for quality assessment of each research element is
provided by key performance indicators (KPIs), which are measureable
and robust. Such an information system creates a new overview of the
research process and progress, while serving as an integrating element of
the whole research as well as an aid in the experimental identification
of the particular complex system. Intelligent elements such as automatic
generation of log reports and research schedules, parameter and measure-
ment classification and clustering of atypical situations, which are dis-
cussed later in this article, add up to the simplification of research work
and create an environment that is beneficial for improving the quality
of research. In the future, we are planning to generalize the proposed
concepts and modules to serve any kind of applied research.

1 Introduction

Every present research requires special care when it comes to efficient usage of
available resources. Lack of information, quality of personnel, undercapitaliza-
tion and time management belong to the greatest constraints of research and
development. Each of these factors are involved in the research quality and out-
puts of the research. However, they may be overcome by certain approaches,
which are specific for each constraint and are described in detail in [1] and [2].
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General research information systems (RIS) provide basic information about
the research resources. Depending on their level of deployment, different infor-
mation come to use. If we consider a RIS at a country or university level (Cur-
rent Research Information System – CRIS), information as contracts, projects,
researchers, publications, study plans, patents and funding sources are stored.
Moreover, only these information are supposed to be available for wide research
environment. This means that assessment of the quality of research on a higher
level may be achieved using CRIS systems [3].

However, it is difficult for a laboratory or department to evaluate the qual-
ity of its research that will reflect the amount of available data and achieved
partial research goals (mostly of non-informational and non-financial character).
Elementary research data of informational, financial and time-related charac-
ter are present but in case of lower level of research (local level), also techni-
cal and physical data from measurements are accessible. They serve for local
efficiency evaluation the best because of their influence on the operational ef-
ficiency, as well as other qualitative parameters (e.g. knowledge of researchers,
publication quality, operational and tactical research plan success rate, mea-
surement reports, etc.) that are present in the applied research. Utilization of
such amount of data on a country level is hardly possible and also not desir-
able. This is why there is a need for a certain local information system be-
low the CRIS level, which collects data from elementary research and provides
basis for the local evaluation of the research quality. Such a system can be
defined as a scientific research information system (SRIS) [4], which in addi-
tion, provides analytical functionalities, knowledge base and a cooperation space
for groups and people involved in the tasks of a particular research. The pro-
posal of basic concepts and pilot design of initial SRIS structure is described
in our previous work [4]. This paper presents detailed elaboration of concepts,
which are supposed to be present in the release candidate (RC). These concepts
also provide space for using alternative intelligent algorithms that aid the data
transformation process i.e. from data to information to knowledge to actions to
expertise [5].

To be able to create an SRIS system, it is necessary to accommodate its
functions onto the research type and its specific properties. Finally, the imple-
mentation and the deployment cover the rest of the research peculiarities, which
have not been fully taken care of by the SRIS general concept.

In case of our research, the creation of a first working sample of an SRIS
system is being done in the field of complex thermodynamic systems research.
Particularly, the implementation and deployment will be done within the re-
search of a small turbojet engine MPM–20 (further referred to as “the object”) in
the Laboratory of Intelligent Control systems of Jet Engines (abbr. LIRS LM)1.
Modularization and design of this system is described in the following chapters
of this paper.

1 see http://lirslm.fei.tuke.sk/wp_eng

http://lirslm.fei.tuke.sk/wp_eng
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2 CRIS Versus SRIS

The main idea of a CRIS system is to integrate research data around a certain
geographical area [4]. Although the size of stored data increases with the size of
the area, the CRIS system only integrates the data of informational and financial
character. In particular, the core components of CRIS system contain projects
(source of finance and new information), publications and patents, people and
human resources and research institutions. Each one of the components is pre-
sented as an entity and has certain attributes (describing properties) in the data
model. Since it is hard to integrate data from different entities with different for-
mats (different semantics), reported information have to contain certain required
facts about the research. Also due to requirements for interchangeability and
compatibility, the obtained data and metadata undergo formatting according to
the CERIF (Common European Research Information Format) XML scheme.
A better view on the components of the basic CERIF standard is depicted in
Fig. 1.

Fig. 1. Entities and relations in the CERIF

CRIS systems utilize the CERIF standard mostly because the main idea of
CRIS systems is to evaluate the research efficiency (of informational and financial
character) usually over a larger geographical area (country, group of countries),
but on the other hand it is theoretically possible to evaluate the efficiency of
an institution or a researcher (see Fig. 1) [6]. Main drawback of this concept is
the disregarding of technical, physical (functional) and time related efficiency,
which cover the greatest part of total research efficiency in applied sciences. In
other words, CRIS systems do not deal with the utilization of the time and fi-
nance within other measurable results than products, publications, patents and
events. In addition, the efficiency and research information is obtained as well as
provided to institutions involved in the research processes, so that a continuous
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growth of the research quality can be ensured by the “popularity factor” of
the institution (see Fig. 2). This is why the CRIS system is an ideal solution
for research efficiency evaluation in a greater (national or European) extent.
Detailed information exchange possibilities are depicted in Fig. 2.

Fig. 2. Entities of the research and efficiency information dissemination process [6]

Observing Fig. 2, we may deduce that the reach of a CRIS system is wide. In
case of a SRIS system the information should include less entities and institu-
tions. Unlike the CRIS systems, the basic idea of a SRIS system is to integrate
da-ta from various data sources and different semantics within a certain research
facility (constrained environment). As it was previously mentioned at the local
research level it is possible and desirable to receive and store technical, physical,
informational, time and financially related data. These data may be used either
to evaluate the research efficiency or for the cooperation purposes. Moreover, it
is possible to utilize the differences between types of stored data to evaluate the
final efficiency more precisely.

3 Requirements for a SRIS and Its Design

Requirements for a SRIS system mostly consist of requirements for a general
information system (IS), which means that the IS has to cover processes occur-
ring in the deployment company environment. Slightly different requirements are
held in case of deployment at a research institution (SRIS deployment).The re-
maining requirements contain the identification of the research type and creation
of a de-tailed description of research requirements. Research requirements vary
according to the research type. For example, in case of a theoretical research a
need for stor-ing research papers, reports, and non-technological information is
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dominant. In case of an applied research, the dominant need is represented by
storing techno-logical and physical data like measurements, simulations, testing,
etc. It is neces-sary to list and map all outputs of the institution in a work-
flow or a process. Using this approach, the detailed needs for functionalities are
discovered, user roles and data sources are identified, and optimization of exist-
ing processes is carried out. Only after these processes are done, the analysis is
complete and the creation and implementation of the SRIS may begin.

A lifecycle of an IS (even in general) contains steps that are not less important
than the conceptual and development part. These steps ensure the sustainability
of the IS in its lifespan. A lifecycle of an IS also holds for SRIS and is presented
in Fig. 3.

Fig. 3. Lifecycle of a SRIS

The conceptual part is similar for every SRIS system. However, the require-
ments analysis differs, depending on the particular needs of the research type
and the research institution. Because there is no general SRIS to implement yet,
the first two parts of the SRIS lifecycle have to be done for every new SRIS. The
only possible unification of the conceptual and development parts of the SRIS
creation may be carried out by general modules, which may be generalized for
every type of applied research.

The greatest challenge is to scale the system properly. Every step of each part
may be broken down into elementary steps that are essential in the final success
of the SRIS deployment. For example the requirements analysis in the end of the
conceptual part is an ex-ante analysis, which has to cover the requirements of the
research institution but also has to predict possible extensions (gaps) of the sys-
tem in the future. This means that the required output of the development part
is to create interoperable classes that could be easily maintained and extended
[10]. A modular approach is one of the solutions that ensures systems’ scalabil-
ity, as well as its simple understandability for new researchers that are supposed
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to maintain the system. To reach the highest possible efficiency, the time and
finance con-sumption of the maintenance staff should be minimal. Thus, the
requirements analysis may be broken down into the following four steps:

1. Incorporate the requirements of the research institution.
2. Incorporate the scalability possibilities.
3. Incorporate the interoperability possibilities.
4. Incorporate easy maintenance best-practices.

Although the importance of every step is certain, it is necessary to reach only
a certain system size and complexity. It means that the range of the system has
to be limited according to the requirements, so that its size (by means of its
functionalities and complexity) would not raise the difficulty of its usage. It is
again possible to reach this scalability goal by creating separate modules and
implement them to a certain level of functionality if needed. It is important to
note that each sub-process of the research institution should be mapped into a
single module. The connections between the modules (i.e. sub-processes) is then
ensured by inputs (I), outputs (O), constraints (C) and resources/mechanism
(M) relations (on the basis of IDEFØ conceptual modeling technique). Hands-
on denotation of the relations and modules is depicted in Fig. 4.

Fig. 4. A sample diagram of modules and their mutual relations [15]

As in case of a general IS, it is welcome if the system is tested by its future
users. But this is only the logical testing, which has to be preceded by func-
tionality, unit or stress testing. This minimizes sections with dead code and also
highlights bottle necks of the system. In general the SRIS system is operated by
only several researchers. However, the scalability of the system may allow the
access of large amount of users with different roles, which use SRIS functions
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with different pro-cessor time and memory consumptions. For example it is dif-
ferent if the user is downloading a journal paper from the SRIS library or carries
out a correlation or hypotheses testing on a large sample of stored data.

4 Creating SRIS in the LIRS LM Laboratory

As it has been stated in the previous chapter, the main part of the SRIS cre-
ation is the specification of processes (workflow) that should be mapped into
functional modules of the resulting SRIS system. Even if the SRIS system is
created for a specific laboratory (e.g. the LIRS LM), its generalization is only
the matter of extending the system with particular required functionalities and
new modules. This is why we present the proposal and design background of
the SRIS system in LIRS LM laboratory conditions with all its requirements,
processes and peculiarities. We have to mention that some processes are not en-
tirely internal. Knowledge sharing and efficiency reports may also be provided
to external entities beyond the LIRS LM, for which mostly the reported infor-
mation are typically important. They are usually represented by the chiefs of
departments, deans, university research bureaus and the bureaucratic aperture.

In LIRS LM the following processes are dominant:

– Experiment planning, hypotheses design, design of proper evaluation meth-
ods

– Real-time measurements of the objects’ parameters
– Storing the measured data
– Analyzing measured data
– Evidence of laboratory data in logbooks
• Storing the objects’ operation data, in the operation logbook
• Storing changes, servicing and repairs in the service logbook
• Storing failures, errors, error symptoms, stalls and breakdowns in the

error logbook
– Knowledge storing and sharing
• Sharing gained knowledge with other researchers
• Sharing knowledge by teaching students

In addition, with the digitization of these processes, the efficiency, reliability
and safety evaluation and prediction come to use.

4.1 Efficiency in Applied Research

We have to take various types of efficiency into account and evaluate each type
separately to discover the composition of the resulting general research efficiency.
As it has been previously stated, basic types of efficiency that occur in applied
research include technical (physical), time related, informational and financial
efficiency.



280 V. Gašpar, L. Madarász, and R. Andoga

Technical (Physical) Efficiency. Technical efficiency is the efficiency of a sys-
tem (object) influenced by its internal state parameters and environmental pa-
rameters with the highest degree of influence (environmental parameters highly
correlated with internal state parameters). This type of efficiency may consist
of a set of functions that describe the utilized work (effective output) in form of
physical measures. To discover the model of technical efficiency, we firstly need
to know the functional relations or models of the independent variables and the
dependent variable. To optimize the technical efficiency, independent variables of
these functions have to reach the values according to the requested (dependent)
output. Achieving the state of optimal technical efficiency is a seriously diffi-
cult task, if we consider a nonlinear dynamic system. This is why the methods
for system control (suboptimal) include best practices, probability and predic-
tive models. Thus, the maximization of the technical efficiency requires either
a precise analytical model of the system (usable in noncomplex or deterministic
systems) or a set of experimental models created by the system testing, i.e. de-
tailed technological and physical system operation description. For example, the
technical efficiency of our research object is described by a set of the following
nonlinear functional relations [8,9]:

MT = MT (T3C , GT , ηT , πTc) ,

MK = MK (GK , RPM, πKc) ,

GK = GK (p2C , T3C) ,

Gp = Gp (p3C , T3C) ,

GD = GD (p4C , T4C) ,

(1)

where:
MT – critical turbine momentum,
MK – critical (load) compressor momentum,
GK – mass air flow of the compressor,
Gp – mass gas flow of the turbine,
GD – mass gas flow of the exhaust nozzle,
T3c – gas temperature in front of the turbine,
GT – weight of the gas in front of the turbine,
πTc – reduced gas compression on the turbine,

RPM – rotations per minute of the compressor and the turbine,
πKc – compression of the compressor,
p2c – reduced air pressure beyond the compressor,
p3c – reduced gas pressure in front of the turbine,
T3c – reduced gas temperature in front of the turbine,
p4c – reduced gas pressure behind the turbine,
T4c – reduced gas temperature behind the turbine.

Technical efficiency is highly related to the proper functioning of the ob-
ject. Errors, failures, unexpected values, occurrence of danger and other atypical
states in the system’s operation, cause decrease in both the technical efficiency
and the reliability. Then the methodological aim is the minimization of the loss
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function � of the measured parameter y for the time span t, which defines the
loss of efficiency, i.e. the difference Δy(t) between the achieved output value y(t)
and the model value y(t)M [9]. If A is a level of the highest achievable value of a
qualitative parameter (e.g. efficiency, reliability, safety), then the mathematical
hope W (t, A) of achieving A is defined as (2).

The aim may also be defined as a probability of achieving less or equal loss of
efficiency, which is a difference between actual loss function and demanded loss
(2).

W (t, A) = min [�(y, t)] = P {�(y, t) ≤ �(y, t)d} (2)

Time Related Efficiency. Time related efficiency is the efficiency of the object,
evaluated according to its dynamics. It may also be defined in form of a loss
function, where we evaluate the difference between the measured time span of
an event and the demanded (expected or estimated) time span of an event.

It is usually calculated for expected changes in the system’s dynamics, e.g.
time of the shift between engine’s phases (electrical engine startup – ignition –
bypass open – automatic combustion – normal regime – acceleration – deceler-
ation – termination).

Moreover, the time relations may be also understood as a dynamics of a non-
technological phenomenon, e.g. experimenting time span, servicing time span,
paper writing time span, learning time span, plan preparation time span, etc. In
this case, the demanded value is created either according to expert’s prediction
or a plan of an experiment, which hypotheses are based on the probability theory
and the statistics.

Informational Efficiency. The informational efficiency is the efficiency of the
informational content and exchange. It may occur either in a form of a difference
between useful data and noise, filtered from the sensor values measurement,
packet loss over the measure-ment network, etc. (technical phenomena) or in a
form of information gain, which represents an impact of the information which
has been created, measured or gained in any other way (non-technical phenomena
– research papers, books, tacit knowledge).

Evaluation of the informational efficiency may be carried out as the evaluation
of the information gain (in some literature “information function”). Its basis lies
in the evaluation of the object’s entropy, maximum and minimum boundaries of
the output parameter values and the distribution density function of the output
parameter [12,13].

Financial Efficiency. The financial efficiency is considered an overall efficiency
of the capital spending, according to its output effect. Expenses can be under-
stood as a direct consumption of the object (amount of liters of jet fuel at its
mean price), which is a technical phenomenon. On the other hand, funding of
conference registration fees, journal paper submission fees, etc., is considered a
non-technical phenomenon.



282 V. Gašpar, L. Madarász, and R. Andoga

In this case, the resulting efficiency parameter may consist of the informa-
tional and the financial efficiency of the paper, which is described as the overall
efficiency of a research paper (for more information refer to the chapter 4.3.5).

4.2 Efficiency Assessment Using Key Performance Indicators

According to previous statements, the evaluation of efficiency in general may
be done using the loss functions. However, as a substitution for unknown vari-
ables in the loss function that might be difficult to measure, we may use em-
pirically created indexes called key performance indicators (KPIs). A KPI is a
performance indicator created according to “SMART” criteria, which holds for:
“specific, measurable, attainable, realistic, time-related” [14].

Using KPIs, even a combination of measured values may be used as the target
variable for the assessment of efficiency. Moreover, it is easier to plan the KPI
values and distinguish between successful or unsuccessful examples. Based on
the source parameters, the KPIs differ in the units of measure and may take
over one unit of measure or create a new one if combinations of more distinct
units of measures are used.

In case of their deployment in the SRIS practice, they are usually defined as
equalities or inequalities of:

– Single constrained parameters (two interval borders or one undefined),
– Constrained difference of two parameters (two interval borders or one unde-

fined),
– Constrained ratio of two parameters.

Their evaluation is then carried out using the general efficiency formula (3) as
the number of examples that successfully fulfill the constraint conditions divided
by the number of all examples. The success rate is then considered the overall
ef-ficiency evaluated for a single KPI.

E =
Q

S
, (3)

wherewhere: E – resulting efficiency, Q – number of successful examples, S – all
examples.

If we assume that every KPI, where n is number of KPIs of a single efficiency
type ET has its importance vKPI , then the efficiency for the specific efficiency
type ET is evaluated as:

EET =

n∏
KPI=1

QKPI

SKPI
· vKPI . (4)

If we assume that for every efficiency type ET , where m is number of efficiency
types there is an importance vET , then the overall efficiency of an elementary
research step (e.g. measurement or an operative plan) is evaluated as:

EA =

m∏
ET=1

EET · vKPI . (5)
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With respect to formulas (4) and (5), if the importance is a number belonging
to the interval [0, 1], the EA also belongs to this interval. We may continue to
encapsulate this equation in the same manner as in the case of the transformation
of (4) to (5) into higher levels of research steps (tactical plans, strategic plans).
Then the overall efficiency of any qualitative parameter, including the efficiency,
can be evaluated as a percentage of success, which has been achieved during the
research step, i.e. the research efficiency.

The greatest asset of this method is the simple and fast evaluation of results
and its simple algorithmization, which ensures a straightforward implementation
and deployment in the computer program environment.

4.3 Components and Modules of the SRIS in LIRS LM

The core components of the SRIS system in LIRS LM cover the processes men-
tioned in the beginning of the chapter 4. Core components and modules include:

– Design of experiments,
– Laboratory logbook,
– Measurements handling,
– Data analysis,
– Library.

Since the efficiency evaluation is spread out in each module to different extent,
it is not beneficial to create a separate module for the efficiency assessment.
However, it is useful to compile functions (denoted as methods in the object
oriented programming) into the form of a dynamic link library (DLL) collection
and be used as an external framework in other SRIS systems with the same core
structure.

Planning the Research and Its Life-Cycle. The research life cycle is the
evolution of the research work since its proposal to its evaluation and projection
(prediction) of new research possibilities. It may be done by any process mod-
eling technique, which takes the time and efficiency or more selected qualitative
parameters into account.

Research planning has to comply with the method of the evaluation of qual-
itative parameters. This ensures that the efficiency is indirectly planned before
the research process and enables the researchers to compare the planned and the
achieved values for each research work. In general, the research may be planned
using:

Strategic plans – the highest level of research process activities. They consist
of several tactical plans. A strategic plan describes the long term orientation
of the research in 1 and more years.

Tactical plans – cover the middle level of research (phases) process activities.
They consist of several operative plans. A tactical plan describes midterm
re-search orientation (usually 3–12 months) with the same higher level goal
described in the strategic plan.
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Operative plans – elementary research plans, which contribute to the evalua-
tion of qualitative parameters in case of individual measurements and short
term research goals. Operative plans usually last from several hours to three
months. They contain definitions of KPIs with their boundaries.

One of the crucial elements of the whole research life-cycle concept is its
visualization. Simple and easily understandable visualization can be achieved
using IDEFØ conceptual modeling technique and its modifications, which we
described and proposed in our previous works in detail [15,16] (Fig. 5).

Fig. 5. Modified IDEFØ model used for research visualization and efficiency evaluation

A separate set of functions is being prepared in the form of “Research de-
signer”, which will be also integrated in the resulting SRIS system. Research
plans also interact with each other as do the modules of a SRIS (see chapter 3).
This is one of the reasons why the designing of the research is done by IDEFØ. It
also enables to carry out the design, driven by relations between research plans
and new re-search possibilities that will emerge after the research plan is suc-
cessfully real-ized in practice. The ability to assume and revise the impact of
previous research activities and new research possibilities is the greatest asset of
the research pro-cess visualization.

Research History – Operation, Service and Error Logbook. Alongside
with the research life-cycle visualization, the logbook completes the entire view
on the research history. Depending on the events that occur in time, the logbook
is logically divided into three categories but acts as one complex module (see
Fig. 6).
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Fig. 6. Concept of the research logbook module

The logbook should be created as a submission form, in which some of data are
filled automatically from the measured data and some are filled manually by the
operator. The entries in the logbook may vary because of their nature. One entry
may belong to all three logbooks if for example an error occurs (EL) during the
operation (error is bound to the particular OL entry in which it occurred) and
afterwards necessary measures to fix the error are carried out (fixing the error
which occurred during operation by changing software or hardware configuration
of the object is an entry in SL bound to respective entries in EL and OL).

This module can also contain a statistical overview, which shows the amount
and seriousness of errors, operation hours, number of launches and service chan-
ges during a specific time span (e.g. for one operative/tactical/strategic plan).
Entries in the logbook also contribute to the evaluation of overall efficiency. For
example to technical efficiency (dependent on number of errors – covered by
EL), time related efficiency (dependent on the number of launches and length of
operation hours – covered by OL), financial efficiency (dependent on length of
operation hours – OL, cost of servicing actions – SL, number of errors – EL).

In case of LIRS LM, the logbook contains following fields and lists:

ID of the engine – allows to distinguish an engine exchange or other engine
type,

Date and time of the launch – brings the time parameter into logbook en-
tries,

“Flight” hours – depend on the length of operation and the load,
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Temperature peak – T3C peak value should not exceed 1200 ◦C for time
longer than 3–5 seconds [18,19],

Maximal RPM – influence efficiency, reliability and safety [18,19],
List of errors – contains list of error codes along with their name, description

and level of seriousness,
List of service actions and changes – contains list of changes and repairs in

engines’ aggregates, measuring aperture, control algorithms, electrical wiring
and supply units,

Notes – enable describing the whole logbook entry.

If the logbook is filled with statistically relevant amount of data, following
functions may be carries out:

– Trace the history of a specified aggregate,
– History of error occurrences,
– Graph of peak temperatures and maximum RPM in time with error events

and service events,
– Highlighting of logbook entries where a service action could cause an error,
– Exporting PDFs of various operation/service/error reports.

Adding, Viewing and Replaying Measurements. When adding measure-
ments, common problems emerge. First one is the form, in which the measured
data is stored after the measurement. In LIRS LM, data are stored in separate
LVM files and undergo the transformation and they are finally saved in XML
format. The second problem is to pair the measured parameters in LVM file and
SRIS database. Pairing may be done using either predefined rules for parameter
classification or classification based on supervised learning (classification model).
The second solution (slower) lets the operator choose the correct pairing man-
ually. Measurement adding goes along with the new entry in the logbook, so
it may be integrated into the adding form for the measurement. It has to be
possible to open each measurement and view its values and properties either in
a table or separately in a graph. In LIRS LM SRIS we utilized a free API called
“HighStock” to provide the graphing functionality.

Moreover to view the whole operation process it is necessary to provide a
platform for replaying measurements. In [20], we proposed and created a platform
that allows the operator to replay a saved measurements in a desired speed. A
simple measurement analysis, which marks each measured series during its replay
as critical (red), abnormal (orange) and normal (green) and operation status
(started, ignited, finished) has also been included for faster results evaluation.
Classification of these values is briefly defined in article [18].

Analysis. There are various third-party platforms that allow operators to carry
out different advanced analyzes (e.g. Matlab, R, SPSS, RapidMiner, MS Excel).
However, integration of the most used methods for data analysis in the common
platform of SRIS will save time and will enable to share the results and the
reports with the rest of the research team (i.e. extends the explicit knowledge-
base).
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Intelligent algorithms. In general, algorithms of artificial intelligence (AI) are
considered as intelligent algorithms. Their integration in the SRIS has various
places. The place with the most potential of using intelligent algorithms proves
to be the data analysis. This fact is mostly emphasized by methods for knowl-
edge discovery, that include data cleansing (filtering and filling), integration,
transformation, data mining. Classification, clustering, prediction and time se-
ries analyzes belong to the most common intelligent algorithms used in data
mining [5]. For example they may be used in detection of measurements with
atypical maximal temperatures (overheating) and RPMs or abnormal ignitions
(ignitions with low maximal RPM – see Fig. 7).

Fig. 7. Detection of atypical values (temperatures – left ; ignitions and RPM – right)

Numerical methods. In [17], we created a list of numerical methods with their
possible usage in case of complex thermodynamic systems. To sum it up, methods
with the most promising usage are:

First derivative – detects local extremes and possible oscillations,
Second derivative – inflexion points help to discover the change in dynamics,
Normalization – normalization according to the maximum allows to compare

different parameters,
Definite integration – allows to evaluate differences of dynamics between

measurements (e.g. comparing startup efficiency on the same time interval
between two measurements),

Smoothing – smoothes the series, thus degrades elementary noise. Various
smoothing (moving averages smoothing method, local regression filtering
methods) and signal filtering (Savitzky–Golay filtering, Fast Fourier trans-
form filtering – FFTF, etc.) functions may be of use.

Statistical methods. The most widely used statistical measures used in data
analyzes are as well implemented in the SRIS core. Their usage although assumes
that the measured data are clean and statistically significant.

Maximum, minimum, average, standard deviation and variance are basic mea-
sures incorporated in SRIS that allow to compare different measurements. How-
ever, they highly relay on the correctness of measured values. For example, if a
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sensor fails or reads additive noise, the average and the maximum or the mini-
mum will change, usually in a greater extent, thus they are not reliable in this
case. Skewness and kurtosis, which are also implemented, allow more detailed
statistical overview. Their values allows to discover measurements with sensor
failures. In case of the experiment evaluation, the hypotheses testing is the most
easily feasible solution.
Comparison of measurement sets. One of the most important functions in data
analysis is visual, statistical or overall comparison of more measurements and
parameters in one graph. However, it is also necessary to compare sets of mea-
surements by means of e.g. two different operative plans. In this case, the oper-
ator may unveil the differences in the engine operation, which have been caused
by concentration on a different research goal. This fact allows to track the origin
of differences and thus propose a countermeasure or a solution.

Library. The library module provides the space for sharing both the documents
and templates required for the bureaucracy tasks in the research, research papers
of each researcher or student or final theses of students and researchers, which
may be of use by other researchers either for educational or overview purposes.

This module creates possibility of sharing knowledge, which has been gained
in the history of research in the particular institution. By means of knowledge
discovery and the SECI model [11], the knowledge sharing represents the inter-
nalization of explicit knowledge and the externalization of tacit knowledge and
allows the knowledge combination. Moreover, it allows to discover the research
genesis up to its present state and thus provides an easily reachable knowl-
edge base for either undergraduate students, junior researchers or even senior
researchers. Explicit knowledge, represented in the library module is also one of
the inputs of the informational efficiency evaluation. The evaluation of the effi-
ciency is presented in chapter 4.1 in detail. However, as it has been previously
mentioned, it is necessary to specify measurable KPIs that will cover the infor-
mational efficiency evaluation of the research. In case of the library module a
different set of KPIs is created for each user role (see chapter 4.3.5.1). In general
the informational efficiency of a single publication may be also calculated using
the equation (6).

WI =
2rp

(
1−

∏n
j=1 (1− sj)

)
1 + rp

(
1−

∏n
j=1 1− sj

) , (6)

where
WI – efficiency of a single publication(scale 0–1),
r – researcher index, according to his role (scale 0–1),
p – publication quality index, according to the databases (scale 0–1),
n – number of citing documents,
sj – citing document quality index (scale 0–1).
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Financial efficiency of a publication may be calculated using the equation (7):

WF = 1− Cp

C
, (7)

where
WF – financial efficiency of a publication (scale 0–1),
Cp – costs of a single publication,
C – disposable capital.

General functionalities. General functionalities of the library module differ ac-
cording to the logged user. They consist of search, download and upload ca-
pability. Actions which are required for library management and maintenance
in addition include adding, editing and removing of categories, subcategories,
papers, documents and final theses.

For the purpose of efficiency evaluation, a personal publication and efficiency
report may be created by each researcher for himself or in case of the teamleader,
either a personal or a cumulative publication and efficiency report for the whole
research group (see details in Tab. 1).

Table 1. User groups and allowed functions in the library module

User group Functionality
Student Search (view list of publications)

Download (only selected documents)
Add/Remove/Edit final thesis

Operator, Cooperative researcher Search
Download
Add/Remove/Edit documents and categories
Create personal report
Confirm or reject proposals for own publications

Team leader Search
Download
Add/Remove/Edit documents and categories
Create personal or cumulative efficiency report
Confirm or reject all proposals for publications

Public Search (view list of publications)
Administrators All functionalities

Intelligent functionalities of the library. Using application programming inter-
faces (APIs) of world renowned publication databases (e.g. SCOPUS, Google
scholar) it is possible for the SRIS to gain knowledge about the published pa-
pers and their impact, thus propose possible new publications and citations of
the whole research collective (registered users). Functionalities of SCOPUS and
GOOGLE APIs (in case of Google only third party) help to keep the collection
of the publication corpus actual. Other publications, which are not present in the
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citation databases have to be added manually. Despite the need for manual addi-
tion of local papers, it is also possible to pair the library module with the official
institutional library. For example, in case of LIRS LM it is the publication evi-
dence module of the university library2. Detailed depiction of the semi-automatic
publication collecting process may be observed in the Fig. 8.

Fig. 8. Semi-automatic publication search and filtering

Basic User Groups and Roles. An SRIS system is a multi-user information
system that integrates knowledge of researchers and allows other users to ac-
cess specific permitted information. In addition to the permissions stated in the
Tab. 1, the user groups, are described as follows:

Administrators – are superusers, which are granted all access roles with per-
missions to alter the user records.

Operators – are users that may access all modules, create, modify and delete re-
cords (measurements, enumerations in reference tables, experimental plans)
except for user records.

Cooperating researchers – are allowed only to view measured results, stored
analyzes and have full access to the library (for details in user groups and
roles in the library module refer to chapter 4.3.5.1). They are only allowed
to view the engine operation logbook.

Students – are allowed to view measured results, stored analyzes, download
selected books and papers from the library.

Public – are restricted from any active operations. They are allowed only to
view the research lifecycle as well as scheduled experiments and list of publi-
cations in the library. Research overview (remote monitoring see chapter 4.4)

2 https://epc.lib.tuke.sk/

https://epc.lib.tuke.sk/
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Fig. 9. Detailed conceptual description of the remote measurement overview module

is only provided to 2 simultaneous public users. However, one public user is
reserved for Public live web stream. The remote monitoring operates in a
constrained environment for the public users.

4.4 Remote Measurement Overview

SRIS system in LIRS LM also provides a module to view measurements from
remote machines. It serves for both public and students, who may see the actual
measurements and values that are being measured. The basic idea is to send
measured values and audiovisual content, directly from the LabView environ-
ment in real time or with low latencies using UDP or TCP protocols to a central
server application that forwards them to connected users. Detailed description
of this module is presented in Fig. 9 and its concept may be obtained from [7].
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5 Conclusions and Future Prospects

A SRIS system is a solution that is beneficial for research institutions that need
to store, evaluate data and plan its research activities. Using large variety of ba-
sic and intelligent functions it creates a suitable framework to assess qualitative
parameters that are produced by research activities. In addition, the evalua-
tion of qualitative parameters including efficiency, reliability and safety helps to
raise the quality of research. A knowledge base, which is built with the SRIS
operation, allows new researchers to accommodate themselves in usually a new
research environment. In this article, we denoted and described the core elements
and modules of a SRIS system and distinguished the differences with a CRIS
system. As a particular example of an implementation, we adapted the concepts
in the environment of a real laboratory (LIRS LM). It participates in research of
turbojet engines, which belong to the group of complex thermodynamic systems.

In the future, we are planning to complete the deployment of the SRIS system
in the mentioned laboratory and unify the concepts and functions, so that the
implementation will be easy and straightforward.
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Abstract. This study addresses the comparison of the deoxyribonucleic
acid (DNA) of six primates in the perspective of fractals and signal pro-
cessing. The species consist of Bonobo, Chimpanzee, Gorilla, Human,
Orangutan, and Rhesus macaque. These primates are very close in the
life evolution and, therefore, pose a problem for designing assertive algo-
rithms to detect their phylogenetic tree. The paper associates logical and
mathematical concepts inspired in signal processing and dynamical sys-
tems for the analysis of the DNA data of the chromosomes. The results
are compared by means of computer visualization tools.

Keywords: DNA, Signal processing, Dynamics, Fractal, Visualization.

1 Introduction

Phylogenetics studies the evolutionary relations between groups of organisms.
The progresses with genome sequencing and genome databases led to the emer-
gence of considerable data presently available for computational processing. The
informational structure embedded into the deoxyribonucleic acid (DNA) can be
exploited for constructing more precise phylogenetic relationships. Understand-
ing the DNA and extracting information is a challenging problem that motivates
worldwide research [45,39]. The paper proposes an algorithm for converting the
DNA string into a numerical signal. Once established this quantifying procedure,
the concepts of state space, signal, fractal and computer visualization tools are
adopted [48,21,9,10,52,26].

Are addressed six primates, namely the Bonobo, Chimpanzee, Gorilla, Hu-
man, Orangutan and Rhesus macaque [1,2,3,4,5,7], constituting species that are
very close in evolutionary terms. Therefore, the corresponding set of chromo-
somes (chr) poses a formidable challenge for distinguishing details and extracting
assertive phylogenetic information.

Having these ideas in mind, this paper is organized as follows. Section 2
presents the main genetic details of the primates under studied and proposes
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the scheme for translating DNA information into a signal. Sections 3 and 4 de-
velop the DNA sequence processing and phylogenetic analysis based on fractal
and dynamical analysis, respectively. Finally, section 5 outlines the main con-
clusions.

2 Fundamental Concepts

This section presents the main concepts applied in the sequel. Sub-section 2.1
describes the DNA structure and presents the main primate details. Sub-section
2.2 describes the proposed algorithm for converting the DNA string into a nu-
merical signal and the adopted mathematical tools.

2.1 DNA Structure and Primate Details

DNA consists of a double helix with a sequence of four nitrogenous bases {Thy-
mine, Cytosine, Adenine, Guanine} represented by the symbols {T,C,A,G}.
The chr data files includes a fifth symbol N which is considered to have no prac-
tical meaning for the DNA decoding. Usually the percentage of N is relatively
smaller than the rest of the symbols. Each base present in one side connects
only with another type of base on the second side of the double helix and forms
the base pairing AT and CG. This information is being collected and is avail-
able for scientific research [47,38,58,41,22,11]. DNA embeds an intricate informa-
tion, seemingly with distinct scales and redundancies [32,27,59,51,13]. Therefore,
mathematical tools adopted in the study of dynamical systems may lead to an
assertive analysis and quantitative results [34,35,36,18].

In the sequel we consider 6 primates {Bonobo, Chimpanzee, Gorilla, Human,
Orangutan, Rhesus macaque} denoted as {Bo, Ch, Go, Hu, Or, Rh} making a
total of 143 chrs (Table 1). Figure 1 depicts the main phylogenetic traces of the
species under consideration.

Fig. 1. Phylogenetic tree of the six primates
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Table 1. Scientific classification of the six primates

Name Order Family Genus Chrs

Bonobo Primates Hominidae Pan 24
Chimpanzee Primates Hominidae Pan 25

Gorilla Primates Hominidae Gorilla 24
Human Primates Hominidae Homo 24

Orangutan Primates Hominidae Pongo 24
Rhesus Primates Cercopithecidae Macaca 22

2.2 Proposed Algorithm

The first phase of the proposed algorithm consists of translating the string of
symbols into a string of numbers. The conversion of the DNA 4(+1)-symbol into
a numerical signal is accomplished with a 2(+1)-dimensional space representa-
tion. First the AC and TG pairs are represented in the Cartesian coordinates
x and y, respectively. The position along the DNA length L is represented by
means of the z Cartesian axis. Second, each successive symbol in the DNA is
converted to a one-step increment being +1 (−1) for the first (second) base
in each bonding pair. For the symbol N no action is taken. By other words,
our algorithm maps the genome sequence onto the points Pk = (xk, yk, zk) of a
3-dimensional random walk used the following 2 rules:

1. The walk starts at P0 = (0, 0, 0);
2. The nucleotides of a genome are read in succession, the coordinates of the

next point Pk+1 = (xk+1, yk+1, zk+1) are obtained from present point Pk =
(xk, yk, zk) as:

xk+1 =

⎧⎪⎨⎪⎩
xk + 1, if the next nucleotide is A

xk + 1, if the next nucleotide is T

xk, otherwise

yk+1 =

⎧⎪⎨⎪⎩
yk + 1, if the next nucleotide is C

yk + 1, if the next nucleotide is G

yk, otherwise

zk+1 = zk + 1

This algorithm preserves the base pairing logic and does not introduce any
preconception biasing the DNA information. The 3- and 2- (i.e., the projection
over the horizontal plane) dimensional representations are going to be consid-
ered. These spaces will be denoted as the locus {AT,CG,L} and {AT,CG},
respectively. For example, Figure 2 shows the trajectory {AT,CG} and the cor-
responding locus {AT,CG,L} for the chr 1 of the Bonobo and a quantifying
cube of 500× 500× 500.
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Fig. 2. Trajectory is locus {AT,CG} and {AT,CG,L} of the chr 1 of the Bonobo

According with Chargaff’s second rule the number of symbols {T,C,A,G} is
approximately identical, not only for each of the two DNA strands, but also for
long sequences [12,37,40]. Nevertheless, in the present case we are capturing the
order of the symbols along the sequence and, therefore, considerable deviations
from the 45 degree line in the x, y projection plane may occur. Computation of
the complexity for DNA representations is interesting and we can mention the Z-
curve [57]. Furthermore, it is worth nothing the so-called C-value paradox which
states that organism complexity does not correlate with genome size [24,25,23].

3 Fractal Analysis of the DNA

The second phase consists of extracting information from the 3-dimensional tra-
jectories. Since the plots reveal close resemblances with fractals it is adopted the
box-counting method for their measurement [14,31,44]. For an object S lying
in a n-dimensional space, let Nε (S) be the minimum number of n-dimensional
cubes of side-length ε > 0 needed to cover S. If there is a number b so that
Nε (S) ∼ 1

εb
as ε → 0 we say that the box-counting dimension of S is b. This

leads to the expression:

Nε (S) = a
1

εb
, (1)

where a and b are the parameters that captures the size and the dimension of
the object S. In our case S consists of the 3-dimensional DNA representation in
the locus {AT,CG,L}.

The six primates involve to a total of 143 chrs to be analysed. Each chr is
converted into a representation in the locus {AT,CG,L}. In a first step the chr
information is read and the maximum and minimum limits along the (x, y, z) axes
is determined. This information allows the calculation of a common scale factor
so that the 3-dimensional trajectories have dimensions that reflect the infor-
mation content and the chr length L. Once calculated the maximum/minimum
limits and the global scale factor, each chr is read again and the correspond-
ing trajectory in the locus {AT,CG,L} is plotted. Finally, the resulting fractal
trajectory is measured by means of (1) and the parameters (a, b) extracted.
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Figure 3 shows the locus (a, b) for the 143 chrs. The parameter a reflects the
length L of the chr. Therefore, we observe a tendency for smaller/larger values
of the point labels in the right/left of the locus of (a, b). The parameter b is
related with the information content, being lower/higher as the DNA “signal”
has a fractal structure that resembles more a common line/surface. There is also
a separation in the perspective of the six primates. It is visible Rm at the bottom
and Go at the left, clearly apart from the rest. The group {Bo, Ch, Ho, Or} is
very close and becomes more difficult to distinguish. There are differences from
chr to chr but, in general, it is difficult to establish some order between them.
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Fig. 3. Locus (a, b) of the 143 chromosomes

In the numerical representation {AT,CG,L} the L coordinate may not pro-
vide additional scale information of the DNA sequence. By other words, the
{AT,CG} coordinates are those of the 2-dimensional DNA walk model of DNA
sequences [33]. Fractal methods have been used to construct the phylogenetic
trees [56,54,55]. It has been discussed that the fractal methods cannot give bet-
ter phylogenetic trees than simple statistical models if the number of species
becomes large [42,43,53]. Therefore, the adoption of the fractal dimension for
characterizing the objects constructed in the {AT,CG,L} locus seems to limit
the visualization and that a more suitable method should be tried.
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4 Dynamical Analysis of the DNA

In this section it is adopted a method inspired in dynamical systems analysis.
The main idea comes from the fact that the z information can be considered
as an “indexing” of the signal in the {AT,CG} 2-dimensional space. Then, the
signals can be compared among themselves and the results depicted by means
of a suitable computer visualization tool.

The signals {xi (z) , yi (z)}, z = 0, · · · , Li, and {xj (z) , yj (z)}, z = 0, · · · , Lj ,
of the i-th and j-th chrs, are compared by means of the 2-dimensional correlation
measure [17,20]:

rij =

∣∣∣∣∣∣∣∣∣∣∣∣

min(Li,Lj)∑
z=0

[xi (z)xj (z) + yi (z) yj (z)]√√√√ Li∑
z=0

[
x2
i (z) + y2i (z)

] Lj∑
z=0

[
x2
j (z) + y2j (z)

]

∣∣∣∣∣∣∣∣∣∣∣∣
(2)

where min (Li, Lj) denotes the minimum of the lengths, Li and Lj , of the two
signals. Since the chrs have distinct sizes, in (2) it is considered that the shortest
signal has value zero after exceeding its length.

The index rij runs over the set of chrs performing an item-to-item compari-
son and producing a symmetrical matrix R = [rij ] that can be analysed using
present day visualization tools. For comparing the chrs of the 6 primates it is
produced a matrix R, 143× 143 dimensional. For the visualization it is adopted
the package PHYLIP with the Fitch-Margoliash algorithm and the “drawgram”
and “drawtree” plotting methods [50,8], that are presented in Figures 4 and 5,
respectively.

Besides the 2-dimensional visualization program adopted previously, it is also
tested the Multidimensional scaling (MDS) by means of the algorithm ‘ggvis”
in the package GGobi [6,16,30]. MDS is a statistical technique for visualization
information that explores similarities/distances in the data [49,46,28,29,19,15]. It
arranges items in a space with a given number of dimensions, so as to reproduce
the observed similarities between the group of objects. Figure 6 shows the 3-
dimensional MDS plot for the 6 species based on index (2).

We observe again that the Ch and Bo are the species closer to the Hu, while
the Go and Rm are considerably different. Since the set {Bo, Ch, Hu} are the
closest set we decided to test the proposed methodology with the three species.
Figures 6 and 7 show the plots for the 73 chrs of the set {Bo, Ch, Hu} using
index (2) and visualizing by means of a 2-dimensional tree and a 3-dimensional
MDS plot.
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Fig. 4. Comparison of the chrs of the 6 primates using (2) and visualizing by means
of a dendogram



302 J.A. Tenreiro Machado

Ch1

Hu1

Hu2

Bo7

Ch7

Or7

Bo10
Ch10Or1

Bo2b

Or2b

Ch2b

Bo12
Ch12

BoX
OrX

HuX

Ch8

Or8

ChX

Hu8

Go1

Or11

Hu10Or10

Bo4
Ch4

Or4

Or3

Bo6

Ch6

Hu6

Or6

Hu4

Bo8

Or2a

Or12

Bo14

Ch14

Hu14
Or14

Rm4
Rm6

Go4

Rm2

Hu7

Bo11

Hu11

Ch11

Go11

Bo3

Ch3

Hu3

Bo5

Ch5Hu5

Or5

Go8
Rm9

Rm15

Bo16

Bo17

Ch17
Or16

Ch16

Bo15

Ch15Hu15

Or15

Bo2aCh2a
Bo9

Ch9

Rm1

Or9

Hu9

Hu16

Bo18Or18Ch18

Go7

Or17

Go5

Go6
Hu17

Hu18Rm8
Bo13

Hu13

Or13

Ch19

Go10

Go22

Rm21
Go13

Rm17

ChY
Rm19Go19

HuY

Go21

Hu21

Rm16

Bo21Or21

Ch21

Ch22

Bo22

Or22

Go15Go20

Hu22

Go16Rm20Go18 Go3

Rm18

Hu12
Rm5

Ch13

Go2b Bo19

Or19
Rm12

Hu19
Bo20

Or20
Hu20

Go14

Rm3

Rm7

Ch20

Go9

Go2a

Rm13

Go17

Rm10

GoX
RmX

Rm14

Go12Rm11

Bo1

Fig. 5. Comparison of the chrs of the 6 primates using (2) and visualizing by means
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Fig. 6. Comparison of the chrs of the 6 primates using (2) and visualizing by means
of a 3-dimensional MDS plot
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Fig. 8. Comparison of the chrs of the set {Bo, Ch, Hu} using (2) and visualizing by
means of a 3-dimensional MDS plot
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As expected, due to the smaller number of chrs we get a better visualization of
the relationships between the distinct objects. The MDS visualization technique
is slightly superior to the tree since it takes advantage of the 3-dimensional
representation. However, it requires some additional time for the user to interact
with the program by rotating, shifting and scaling the plot.

In conclusion, the dynamical analysis is superior to the fractal approach and
leads to results in accordance with phylogenetics. In both cases the information
is supplied by means of the mapping scheme in section 2, demonstrating the
reliability of the methodology in analysing chr information even in the case of
strong similarities.

5 Conclusions

In this paper was analysed the DNA of the Bonobo, Chimpanzee, Gorilla, Hu-
man, Orangutan and Rhesus macaque. These primates are very close and pose
considerable difficulties for distinguishing them in the evolutionary tree. It was
proposed an algorithm for converting the DNA information into a numerical
“signal”. The resulting object revealed a fractal structure but its description
by geometrical dimension leads to limited results. It was also developed an ap-
proach inspired in signal processing by defining the cosine correlation measure.
The comparison of the chrs was then performed and the results visualized taking
advantage of modern computer tools.
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Abstract. In the paper the authors proposed a HOSVD based approach
to enhance the reconstruction of inner structures based on projections
from different angles which is strongly related to the well known Radon
transform. It is shown that in case of less number of projections the
HOSVD based approximation applied in the projection space can signif-
icantly enhance the output obtained by the inverse Radon transform.

Keywords: HOSVD, Radon transform, Approximation, Structure re-
construction.

1 Introduction

The approximation methods of mathematics are widely used in theory and prac-
tice for several problems. In this paper the reconstruction of inner structures
based on projections obtained from different angles stays in the focus. The main
aim was to enhance the resolution of the reconstructed function obtained by
the well known inverse Radon transformation. The Radon transform is a widely
used approach for various problems such as reconstruction of a 2-D object from
its continuous projections [4] (the well known computer tomography), for tunnel
seismic prediction [5], for multiple suppression of seismic data [6], for detection of
curves in noisy digital images [2], exploiting the directional properties of Radon
transform in order to extract new global features from fingerprint images [3],
etc.

In order to reconstruct inner structures accurately many slices (projections)
have to collected, which in case of human body measurement by the recently
well known and efficient computer tomography (CT) means an increased expo-
sure of medical XRay doses. Therefore methods able to maintain the obtained
CT image quality on a similar level by reducing the number of projections is
highly welcome. In recent years, the CT technology has advanced resulting in
substantially wider beam width which ensures the acquisition of larger areas with
fewer numbers of rotations and shorter scan time [1]. The method proposed in
this paper is based on higher order singular value decomposition (HOSVD - the
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generalized SVD) and on the inverse Radon transform (RT). [10][9]). As the
HOSVD approximator works in whatever number of dimensions the method can
be also extended to reconstruct a 3D body from the already reconstructed 2D
slices, however in this paper we are going to show the efficiency of the approxi-
mation for one slices only. Many image processing tasks can be performed more
efficiently in frequency or time-frequency domain than in the spatial one, e.g.
compression standards “JPG”, “JPG2000” (are based on such components), fea-
ture extraction, noise filtering, etc. While in these domains we are operating with
trigonometrical components or in the latter case with wavelets and scaling func-
tions, in case of HOSVD the components we are operating on are represented
by specific orthonormal eigenfunctions (see in the upcoming sections) having
specific properties which we are going to utilize to improve the reconstruction.

The main idea is to perform the HOSVD based approximation in the projec-
tion domain followed by the inverse RT. In our preceding research we showed
how efficiently by HOSVD the behavior of linear parameter varying systems
(LPV) can be approximated by blending a reduced set of so called local nodes
(local linear time invariant models forming a convex hull, which are identified for
certain parameter values) together by maintaining the accuracy of the system
response at similar level. One of the most prominent property of the HOSVD is
its complexity reduction support thus its approximation properties are outstand-
ing compared to other known techniques [14]. Furthermore it has been shown
in [11] that various filters can be achieved by manipulating the HOSVD-based
components.

The paper is organized as follows: Section 2 gives a short overview of the
Radon transformation, Section III describes how to express a multidimensional
function using polylinear functions on HOSVD basis, and how to reconstruct
these polylinear functions, in Section IV. the proposed enhancement of the in-
verse Radon transformation is described and finally future work and conclusions
are reported.

2 Radon Transform Overview

Radon Transformation is generally used to construct optical image from the
projection data in medical imaging [7]. The Radon transform of a two variable
function along a line given by its parametric representation r = x cos(ϕ) +
y sin(ϕ) is defined as follows:

Rf(r, ϕ) =

∫ ∞

−∞

∫ ∞

−∞
f(x, y)δ(r − x cos(ϕ)− y sin(ϕ)) dxdy,

where δ is the Dirac delta function [8]. For the continuous RT, backprojection
is the adjoint operator to the transform,

R∗p(x, y) =
∫ ∞

−∞

∫ π

0

p(r, ϕ)δ(r − x cos(ϕ)− y sin(ϕ)) dϕdr.
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Although the adjoint operator is not the same as the inverse, we will see that
its discrete analog is a useful building block [9].

In case of the intensity function of an image the Radon transform is related
with the sum of intensity values along given angles.

3 HOSVD Based Numerical Reconstruction of n-Variable
Functions

The approximation methods of mathematics are widely used in theory and prac-
tice for several problems. If we consider an n-variable smooth function

f(x), x = (x1, . . . , xN )T , xn ∈ [an, bn] , 1 ≤ n ≤ N,

then we can approximate the function f(x) with a series

f(x) =

I1∑
k1=1

· · ·
IN∑

kN=1

αk1,...,knp1,k1(x1) · · · · · pN,kN (xN ). (1)

where the system of orthonormal functions pn,kn(xn) can be chosen in classical
way by orthonormal polynomials or trigonometric functions in separate variables
and the numbers of functions In playing role in (1) are large enough. With the
help of Higher Order Singular Value Decomposition (HOSVD) a new approxi-
mation method was developed in [12] in which a specially determined system of
orthonormal functions can be used depending on function f(x), instead of some
other systems of orthonormal polynomials or trigonometric functions.

Assume that the function f(x) can be given with some functions ṽn,i(xn),
xn ∈ [an, bn] in the form

f(x) =

I1∑
k1=1

· · ·
IN∑

kN=1

αk1,...,kn ṽ1,k1(x1) · · · · · ṽN,kN (xN ). (2)

Denote by A ∈ RI1×···×IN the N -dimensional tensor determined by the ele-
ments αi1,...,iN , 1 ≤ in ≤ In, 1 ≤ n ≤ N and let us use the following notations
(see [10]).

– A�n U: the n-mode tensor-matrix product,
– A�N

n=1 Un: the multiple product as A�1 U1 �2 U2 · · ·�N UN .

The n-mode tensor-matrix product is defined as follows:
Let U be a Kn ×Mn-matrix, then A �n U is a M1 × · · · ×Mn−1 × Kn ×

Mn+1 × · · · ×MN -tensor for which the relation

(A�n U)m1,...,mn−1,kn,mn+1,...,mN

def
=∑

1≤mn≤Mn

am1,...,mn,...,mNUkn,mn
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Fig. 1. The three possible ways of expansions of a 3-dimensional array into matrices
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Fig. 2. Illustration of the higher order singular value decomposition for a 3-dimensional
array. Here S is the core tensor, the Ul-s are the l-mode singular matrices.

holds. Detailed discussion of tensor notations and operations is given in [10]. We
also note that we use the sign �n instead the sign ×n given in [10]. Using this
definition the function (2) can be rewritten as a tensor product form

f(x) = A�N
n=1 ṽn(xn), (3)

where ṽn(xn) = (ṽn,1(xn), . . . , ṽn,In(xn))
T , 1 ≤ n ≤ N . Based on HOSVD it

was proved in [13] that under mild conditions the (3) can be represented in the
form

f(x) = D �N
n=1 vn(xn), (4)

where

– D ∈ Rr1×···×rN is a special (so called core) tensor with the properties:

1. rn = rankn(A) is the n-mode rank of the tensor A, i.e. rank of the linear
space spanned by the n-mode vectors of A:

{(ai1,...,in−1,1,in+1,...,iN , . . . , ai1,...,in−1,In,in+1,...,iN )
T :

1 ≤ ij ≤ In, 1 ≤ j ≤ N},
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2. all-orthogonality of tensor D: two subtensors Din=α and Din=β (the n-
th indices in = α and in = β of the elements of the tensor D keeping
fix) orthogonal for all possible values of n, α and β: 〈Din=α,Din=β〉 = 0
when α �= β. Here the scalar product 〈Din=α,Din=β〉 denotes the sum of
products of the appropriate elements of subtensors Din=α and Din=β ,

3. ordering: ‖Din=1‖ ≥ ‖Din=2‖ ≥ · · · ≥ ‖Din=rn‖ > 0 for all possible
values of n (‖Din=α‖ = 〈Din=α,Din=α〉 denotes the Kronecker-norm of
the tensor Din=α).

– Components vn,i(xn) of the vector valued functions

vn(xn) = (vn,1(xn), . . . , vn,rn(xn))
T , 1 ≤ n ≤ N,

are orthonormal in L2-sense on the interval [an, bn], i.e.

∀n :

∫ bn

an

vn,in(xn)vn,jn(xn) dx = δin,jn ,

1 ≤ in, jn ≤ rn,

where δi,j is a Kronecker-function (δi,j = 1, if i = j and δi,j = 0, if i �= j)
The form (4) was called in [13] HOSVD canonical form of the function (2).

Let us decompose the intervals [an, bn], n = 1..N into Mn number of disjunct
subintervals  n,mn , 1 ≤ mn ≤Mn as follows:

ξn,0 = an < ξn,1 < . . . < ξn,Mn = bn,

 n,mn = [ξn,mn , ξn,mn−1).

Assume that the functions vn,kn(xn), xn ∈ [an, bn] , 1 ≤ n ≤ N in the equation
(2) are piece-wise continuously differentiable and assume also that we can observe
the values of the function f(x) in the points

yi1,...,iN = (x1,i1 , . . . , xN,iN ), 1 ≤ in ≤Mn. (5)

where
xn,mn ∈  n,mn , 1 ≤ mn ≤Mn, 1 ≤ n ≤ N

Based on the HOSVD a new method was developed in [13] for numerical recon-
struction of the canonical form of the function f(x) using the values f(yi1,...,iN ),
1 ≤ in ≤Mn, 1 ≤ in ≤ N. We discretize function f(x) for all grid points as:

bm1,..,mN = f(ym1,..,mN ).

Then we construct N dimensional tensor B = (bm1,...,mN ) from the values
bm1,..,mN . Obviously, the size of this tensor is M1 × · · · ×MN . Further, we dis-
cretize vector valued functions vn(xn) over the discretization points xn,mn and
construct matrices Vn from the discretized values as:

Vn =

⎛⎜⎜⎜⎝
vn,1(xn,1) vn,2(xn,1) · · · vn,rn(xn,1)
vn,1(xn,2) vn,2(xn,2) · · · vn,rn(xn,2)

...
. . .

...
vn,1(xn,Mn) vn,2(xn,Mn) · · · vn,rn(xn,Mn)

⎞⎟⎟⎟⎠ (6)
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Then tensor B can simply be given by (4) and (6) as

B = D �N
n=1 Vn. (7)

Consider the HOSVD decomposition of the discretization tensor

B = Dd �N
n=1 U

(n) (8)

where Dd is the so-called core tensor, and U(n) =
(
U

(n)
1 U

(n)
2 . . . U

(n)
Mn

)
is an

Mn ×Mn-size orthogonal matrix (1 ≤ n ≤ N).

Let us introduce the notation: r̃n
d = rankn B, 1 ≤ n ≤ N and consider the

r̃1
d× · · · × r̃N

d-size reduced version D̃d = (Dd
m1,...,mN

, 1 ≤ mn ≤ rn, 1 ≤ n ≤ N)

of the M1 × · · · ×MN -size tensor Dd. The following theorems were proved in
[13]. Denote

Δ = max
1≤n≤N

max
1≤in≤Mn

(ξn,mn − ξn,mn−1) and

ρ =

N∏
n=1

ρn, ρn = (bn − an)/Mn.

Theorem 1. If Δ is sufficiently small, then r̃n
d = rn, 1 ≤ n ≤ N and the

convergence
√
ρD̃d → D, Δ −→ 0 is true.

Theorem 2. If Δ −→ 0 then∫ bn

an

(vn,i(x)− un,i(x))
2 dx→ 0, 1 ≤ i ≤ rn, 1 ≤ n ≤ N

4 The Proposed Reconstruction

Let us assume that we have CT measurements (projections) encoded by im-
age function IR(r, ϕ). Considering the decomposition described in the previous
section we can express the function IR with the help of specific orthonormal
components obtained by SVD as follows:

IR(r, ϕ) =

I1∑
k1=1

I2∑
k2=1

αk1,k2 ṽ1,k1(r) · ṽ2,k2(ϕ). (9)

To improve the efficiency of the inverse Radon transformation the function IR
is approximated through the numerically reconstructed uni-variate functions
ṽ1,k1(r) and ṽ2,k2(ϕ). As illustrated in Fig. 2 the ith column of matrix U1 corre-
sponds to the function ṽ1,j1(r) and the jth column of matrix U2 corresponds to
the function ṽ2,j2(ϕ). The elements for instance in the jth column of matrix U2

stand for function values ṽ2,j(ϕk) over equidistant nodes. The approximation is
performed on these elements followed by multiplying the such approximated Ui

matrices by the core tensor. The obtained IR discrete function is then used to
estimate the inverse Radon transform (see Fig. 3).
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Here we are considering only the two variable case of the HOSVD thus the
well known SVD. As we already mentioned in the introduction, if the aim is
the 3D reconstruction of the inner structure of the target then we will have an
additional dimension.

Fig. 3. The main steps of the proposed approach

5 Examples

The below examples represent the reconstruction of the structure depicted in
Fig. 4(a). The example structure as well as the Radon transform and its in-
verse were generated with MATLAB Radon Toolbox. As the input of the re-
construction, projections (radon transforms) corresponding to the interval 0 to
180 degrees with 2 degrees step size were utilized. Such a Radon transformed
image was approximated resulting approximate projections in the interval 0-180
degrees with step size 0.2 degrees (see Fig. 4(b)). The result of the inverse radon
transform applied on the projections with step size 2 degrees can be followed in
Fig. 5(a). Fig. 5(b) corresponds to the inverse radon transform applied on the
approximated projections with step size 0.2 degrees. It can be recognized that
the reconstructed structure based on the approximated projections is of higher
quality, the edges are sharper than in the case of Fig. 5(a).

Fig. 4. The original structure (a), Radon transform followed by HOSVD based approx-
imation (b)
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Fig. 5. The reconstructed structure by inverse Radon transform: (a) projections from
0-180 degrees. Step size: 2 degrees, (b) projections from 0-180 degrees. Step size: 0.2
degrees achieved by HOSVD

6 Future Work and Conclusions

In this paper an enhancement to the inverse Radon tranform have been pro-
posed based on approximating the image encoding the measured projections
by HOSVD. The performed experiments show that such kind of approximation
in the ”projection” domain can yield better accuracy. As future work we are
going to perform additional experiments to enhance the 3D reconstruction of
inner structures. Furthermore the HOSVD might be a useful tool for performing
various kind of filtering.
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Bitó, János F. 95
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