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Abstract. Optical quality control of MEMS and microsystems is challenging as
these structures are micro-scale and three dimensional. Here we lay out different
optical systems that can be used for 3D optical quality control in general and
for such structures in particular. We further investigate one of these technologies
– plenoptic cameras and characterize them for the described task, showing advan-
tages and disadvantages. Key advantages are a huge increase in depth of field com-
pared to conventional microscope camera systems allowing for fast acquisition of
non-flat systems and secondly the resulting total focus images and depth maps.
Finally we conclude that these advantages render plenoptic cameras a valuable
technology for the application of quality control.
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1 Introduction

1.1 MEMS and Typical Defects

Advancements in manufacturing techniques of micro-electro-mechanical systems
(MEMS) andmicrosystems such as deep reactive ion-etching further increased the range
of possible applications of these systems. Bridging the world of electronics and mechan-
ics, MEMS are used for applications as micro actuators, generating sound, vibration and
liquid flow in microfluidic pumps, while micro sensors turn acceleration, gyroscopic
forces, inertia, pressure, sound waves et cetera into electric signals. These actuators and
sensor are used in many industries such as mobile computing, automotive, VR/AR, elec-
tronic entertainment, pharma and medical. To achieve high production yield and quality
of the final products quality control is key. Functional testing of MEMS is often only
possible in a further integrated assembly. Yet it is desirable to assess product quality as
early as possible to avoid assembly of defect components into integrated systems ren-
dering a whole assembly worthless. To assess quality in an early stage avoiding further
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assembly, optical quality control is one possibility. However,MEMS have a key property
that makes optical quality control specially challenging: functional structures of MEMS
are intrinsically extended in depth (see Fig. 1, Fig. 2 and Fig. 3).

Fig. 1. Schematic cross-section of a Capacitive Micromachined Ultrasonic Transducer (CMUT)
device (top-left), optical microphotographs of CMUT devices in top view (lower-left) and (right) a
col-or-coded depthmap acquired by holographicmicroscopy (image curtesy of Philips Electronics
Nederland B.V.).

Fig. 2. Microphotograph of CMUTs with typical defects highlighted by white arrows: Missing
CMUT disks (left) and dust, resist or other particles (right); (image curtesy of Philips Electronics
Nederland B.V.).

An optical quality control system for MEMS must therefore fulfill three require-
ments: (1) Micrometer-scale features must be resolved in all three spatial dimensions.
Production defects such as a displaced transducer bridge or wire bond may only be
detectable by utilizing height data captured by the optical system. (2) The relevant depth
of the product must be acquired at sufficient resolution. (3) The system’s throughput
must be high enough to allow for real-time inspection of produced units.
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Fig. 3. Aselection of failures and defects that can occur during the fabrication of the Flex-to-Rigid
structures (image curtesy of Philips Electronics Nederland B.V.).

1.2 State of the Art (3D) Inspection Technology

Different optical acquisition systems can be used for quality control in general but only
a few are suitable forMEMS inspection. The straightforward approach is the application
of conventional wide field microscopy. Considering a typical microscope objective with
sub-micrometer resolution a Field of View (FoV) in the range of 0.3 mm2 might be
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captured with one image. Capturing the area of an eight-inch wafer (30’000mm2) would
already require 100’000 images. The typicalDepth of Field (DoF) of the same lens covers
maximally 2 in height [1]. For MEMS with 3D structures covering a thickness ranging
from sub-micrometer up to several 100 µm, a technique called “focus stacking” may be
used to expand the DoF and acquire depth data [2]. For very common structures 100µm
in height the eight-inch wafer required an amount of 5 million images. Even with a
fast camera enabling 100 fps (frames per second) and a manipulation system matching
this speed for repositioning the wafer it would take 14 h to capture the 3D data, not
yet considering any kind of image analysis. While 2D inspection is a very common
technique, 3D by focus stacking is not employed in industry for MEMS inspection.

Another possibility to obtain 3D depth information are stereo camera images by
analyzing shift of parallax of image features.However, parts of an image that are occluded
from one view lack parallax information. This renders inference of the depth impossible
at these places. Systemswithmore camerasmitigate this issue as the chance of occluding
parts of the image for all but one camera decreases with the number of cameras [3].
However, the complexity and bulkiness of the system also increases with the number
of cameras. The need for two lenses and cameras imaging the same FoV limits the
application to macroscopic lenses. Thus the limited achievable resolution, laterally as
well as in height, so far prohibits the application of stereo camera systems for MEMS
inspection (Fig. 4).

Fig. 4. Stereo camera system offered by Ensenso GmbH [4].

Laser Line Triangulation (LLT) illuminates the sample by swiping a projected laser
line from an angle to the viewing direction [5]. Depth displacement in the imaged sample
shifts the apparent laser line position. On uniform samples such systems deliver precise
depth maps quickly [6] but samples with strong differences in reflectivity and absorption
can cause artefacts. The lateral resolution of such systems ismostly limited by diffraction
properties of the projected laser beam (several µm) while the depth resolution is a
function of incidence angle, sensor pixel size and lens magnification. Common systems
range from µm to several 10 µm. LLT systems do not generate photo-like images and
therefore need to be combined with microscope cameras in order to deliver image and
depth map.
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A very similar technology probably in direct competition to plenoptic cameras is
structured illumination microscopy. It probably also is the most versatile technology
ranging from moiré fringe exploitation [7] to various kind of pattern projection and 3D
information extraction [8]. In the first case the superposition of a well-defined illumi-
nation pattern with the structure of the object generates a beat pattern otherwise known
as moiré fringes. The scene has to be captured several times with slightly re-oriented
or phase shifted pattern. The simpler pattern projection relies on known geometric rela-
tions between camera and projector with the advantage to need only one image per scene,
depending on the actual pattern. In both cases subsequent processing of the image(s)
enables the generation of 3Ddata.With proper computational hardware and a fast camera
several 3D images might be obtained per second. In terms of DoF, FoV and resolution
the same constraints as for any other optical system apply (Fig. 5).

Fig. 5. Schematics of (left) laser line triangulation [5] and (right) structured light illumination
[8].

Imaging based on holography employing laser interference (DHM Digital Holo-
graphic Microscopy) offers outstanding depth resolution around 20 nm and simultane-
ously a considerable DoF of up to a few 100 µm [9–11]. The latter one, however, is
only true for rather continuous structures. As soon as steps and sharp edges are involved
those numbers get down to sub-um up to a few um. The lateral resolution as well as the
FoV are limited by laws of physics just as for the other optical imaging technologies
as well. Even so this technology has some drawbacks, it offers very high performance
in terms of 3D imaging. Unfortunately, this comes literally at costs at least an order of
magnitude higher than any of the other systems (Fig. 6).

OCT (Optical Coherence Tomography) as a 3D imaging technology shall be men-
tioned as well. Although an interferometric principle as holography it relies on a short
coherence length of broadband light sources such as superluminescent LEDs [12]. Typ-
ical depth resolution achieved goes down to the sub-micrometer range. The DoF of an
OCT system depends on either a mechanical movement of a mirror in the reference arm
(Time Domain OCT) or the wavelength sweeping of the source (Frequency Domain
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Fig. 6. Typical outline of a Digital Holographic Microscopy system [11].

OCT) and is for TD-OCT at least in theory only limited by size constraints. Lateral
resolution again is limited by physics, depending on the lens used. Besides the need
for depth scanning which increases the acquisitions time the small number of pixels of
available cameras with smart pixels (e.g. 280 × 292 [13]) limits the FoV and therewith
further increases the acquisition time. It shall be mentioned that standard cameras may
be used as well but demand a way more complex setup [14].

2 3D Real-Time Imaging with Plenoptic Camera

In the following the hard- and software technology of plenoptic cameras and their
applications in our context of inspection systems are described.

2.1 Principle of Plenoptic Camera Technology

The general principle of a plenoptic, also known as light field camera dates back to
Leonardo Da Vinci and he even described the principle of a pinhole camera to capture
the light field [15]. The first multi-lens concept and actual camera was described and
developed by physicist Gabriel Lippmann in 1908 [16] although the term “light field”
was not used at this time. In 1992 Edward Adelson and John Wang published an article
describing the plenoptic camera concept as, in its basic principle, is used until today
[17].

Conventional 2D digital cameras use objectives which images an object onto a 2-
dimensional array of photosensitive elements. In a plenoptic camera, as Adelson and
Wang described, a microlens array is placed between main lens and the photosensitive
camera chip. Hereby the main lens generates an intermediate image which subsequently
is imaged by the microlenses onto subsegments of the photosensitive part of the chip
[18] (see Fig. 7).
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Fig. 7. Schematic representation of imaging with standard (left) and plenoptic camera (right).
(Color figure online)

As depicted by the small red respectively yellow arrow on the right side of Fig. 7, the
object point will be imaged on a different camera pixel with respect to the optical axis
of the corresponding microlens. Based on that not only the position of the object point
in space can be determined but as well the direction wherefrom the light rays originated.
Adjacent microlenses are producing sub-images with are partially overlapping FoVs.
Knowing the configuration of main lens, microlens array and camera chip it is possible
to computationally reconstruct a 2D image and a depth map [19] (Fig. 8) which together
are used to form the 3D image as depicted in Fig. 9.

Fig. 8. Computational reconstructed image (bottommiddle) from raw image (left). Themicrolens
sub-images are visible in the enlarged image (top middle). The image on the top right shows the
color-coded depth map for high contrast areas while below the same map is filled.
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Fig. 9. Real-time 3D image as obtained by Raytrix light field camera.

2.2 Application of Plenoptic Cameras for MEMS and Microsystems Inspection

As summarized above many 3D imaging technologies exist, each having its strengths
and weaknesses. The same is true for plenoptic cameras. Due to redundant imaging of
object points on several microlens sub-images the reconstructed 2D image loses planar
resolution by a factor of 2-times in every direction. This may be countered by use of
large pixel count camera chips. However, this increases the amount of data to be handled
by the camera interface, the computational hardware and finally by means of storage.
Actually these are the main reasons why plenoptic cameras became available for real
world applications only during the last decade. Modern GPU hardware made real-time
reconstruction of high pixel count light field camera images manageable.

Plenoptic cameras of Raytrix offer unique advantages for industrial applications. As
only one camera with a standard main lens is needed, the entire setup becomes rather
lean and consumes little space. Assuming a fast interface, e.g. Camera Link, acquisition
of full 3D images at 80 frames per second is feasible. As a side effect of the special
Raytrix technology using microlenses with different focal lengths on each of the arrays
[19], the DoF is increased by a factor of 6 compared to a standard cameras. The probably
biggest advantage compared to many of the other 3D imaging technologies is the almost
total lack of occlusion. As can be seen in Fig. 10 this enables inspection of devises with
high aspect ratios and steep edges.
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Fig. 10. Upper left: raw image from a plenoptic camera, Lower left: detail crop from the area
marked by the red rectangle. Round sub-images created by the microlenses are visible. Note the
duplication of features in neighboring sub-images. Lower right: algorithmically reconstructed
sharp image. Right: 3D rendering of the image. (Color figure online)

Within a European project “CITCOM”1 we are investigating in detail the 3DMEMS
inspection using light field cameras. We used and assessed two different plenoptic
camera-main lens combinations during development of an automatic optical quality-
control system. Specs of those are provided in Table 1. Shown in Fig. 11 is the test setup

Table 1. Main specifications of used plenoptic cameras

Raytrix R26 Raytrix R12

Working distance 48 mm 20 mm

Field of View 7.8 × 7.8 mm2 0.65 × 0.44 mm2

Lateral resolution 3 µm 0.7 µm

Depth of Field 1.1 mm 60 µm

Depth resolution 2.5 µm 0.4 µm

Frame rate (max) 81 fps 30 fps

1 www.citcom.eu; This project has received funding from the European Union’s HORIZON 2020
research and innovation program under Grant Agreement no. 768883.

http://www.citcom.eu
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Fig. 11. Development setup with two plenoptic cameras Raytrix R26 (left) and R12 (right).

(no cabling) with a Raytrix R26 camera and 3× telecentric lens on the left side and a
R12 in microscope configuration employing a 20× main lens.

The R26 setup enables very fast capturing of an entire eight-inch wafer. Consid-
ering an overlap of 10% to enable stitching of the images only about 600 images are
needed which might be acquired in less than 10 s. In practice, however, not the speed
of the camera is limiting the acquisition time but the movement of the stages. While
the 3D reconstruction of a single image can be obtained at the maximal frame rate on
PCs employing 4 GPUs (Graphic Processing Units), image stitching and automated
recognition of defects and anomalies have to be considered as well.

While most of the typical defects and anomalies might be found with this setup,
some demand for higher resolution in both, lateral as well as vertical direction. For those
cases a second camera, an R12 in combination with a microscope objective, are used on
specific areas of interest. Scanning the entire wafer with this camera is neither useful
considering the necessary 130’000 images at 30 fps (frames per second) taking more
than one hour at best, nor is it needed. With a FoV covering less than 0.3 mm2, most
of the wafer or substrate area appears as a plain, feature-less surface, while in specific
areas a closer look might be highly appreciated.

Images taken with the setup described above are presented in Fig. 12 allowing for
metrology in all spatial dimensions on a sub-micrometer scale.

An actual disadvantage that accounts for other techniques as well is the inability to
computationally reconstruct the depth map at locations with missing contrast. However
this can be mitigated by illuminating with a light patterned as depicted in Fig. 13. Those
images were generated within a Bachelor thesis [20] initiated and supervised by CSEM.
This structured illumination reveals the surface topology and allows a 3D reconstruction
even if contrast is lacking.
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Fig. 12. Left: total focus image of PCB captured with Raytrix R26 and a 3x tele-centric lens.
Right: 3D rendered image (bottom) with color coded depth map overly (top).

Fig. 13. Imaging of component with partially low contrast resulting in lack of depth informa-
tion (left). Patterned illumination projection mitigates the effect of contrast-arm surfaces (right).
Colored images depict the color-coded depth maps of the 3D objects. Images by [20].

As the reconstructed total focus images and depth maps can be exported as 2D
image data, existing software for quality control, fault detection and anomaly detection
can directly process and analyze these images. In order to achieve a proper performance
of the system, parameters for reconstruction of total focus and depth maps need to be
adapted for different inspection scenarios.

3 Conclusion

Real-time 3D inspection is not needed for every application. However, where it is the
case multiple technologies might be considered ranging from simple stacking of 2D
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images over stereo camera configuration all the way to interferometric systems. As usual
complexity and cost are increasingwithmore demanding needs. Plenoptic camerasmight
not be perfect and certainly will not replace every other inspection technology. However,
as is the case for MEMS and other microsystems in general, plenoptic cameras have a
huge potential whenever the following criteria seem to be advantageous:

• 6-times larger Depth of Field compared to standard camera
• occlusion-free 3D imaging
• real-time 3D image acquisition up to 80 frames per second
• simple implementation due to single camera/lens configuration
• cost efficient compared to competing technologies with similar performance
• simple combination with other means of inspection, e.g. electrical probing possible

Plenoptic cameras are a valuable instrument for the inspections of MEMS because
of its unique advantages at their competitive price.
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