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Foreword 
 
 

 
Since its inception in 1959, the MATADOR conferences have been held at various locations 
within the United Kingdom and overseas. The last conference was held in Taipei and this 
conference has reverted back to its “home” city, i.e. Manchester. 
 
The MATADOR conferences in the 1960s dealt with metal working fundamentals in cutting, 
grinding and forming and the design of machine tools. Since those early days, new areas of 
research in manufacturing have emerged which therefore have become part of the conference’s 
scope as well. A substantial part of this conference is devoted to laser material processing 
especially recent developments in ultra-short pulse laser material processing, hybrid welding, 
fibre/disk laser applications and additive manufacturing. Other emerging areas that have been 
addressed in this conference include micro- and nano-manufacture, rapid manufacture, 
inspection of micro-parts, and sustainable and green engineering. The conference has 
continued to attract good quality papers from traditional areas such as metal cutting, forming, 
metrology and grinding. 
 
We would like to express our gratitude to all the members of the Organising Committee and to 
those members of the International Scientific Committee who kindly refereed the papers. Our 
special thanks to Dr Robert Heinemann for preparing the Conference Proceedings and to Drs 
Roger Hannam and Nick Driver for proof reading and formatting the papers. Finally, we are 
indebted to Ms Janet Adnams and her team from ConferCare for organising this event. 
 
We hope you find the papers interesting and stimulating.  
 
 

Professors Srichand Hinduja and Lin Li 
The University of Manchester, UK  

2010 
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Abstract. A recognized approach in tissue engineering is the design 
of biocompatible and bioresorbable 3D scaffolds that can be used as 
templates for growing neo-tissues. Depending on the target tissue, a 
range of hydrogel polymers may be used to construct anatomically 
accurate scaffolds using three dimensional solid freeform fabrication 
approaches. This paper focuses on the modeling, simulation and 
preliminary experimental verification of a robust real-time control 
protocol for a positive displacement fluid dispensing process to be 
used in the fabrication of hydrogel scaffolds with specified feature 
sizes and controlled internal architecture. The actual fluid dispensing 
process can be characterized as a non-linear time-varying system 
with a high dependency on fluid properties, which are often 
unknown and inherently non-linear. To develop a control paradigm, 
an approximate analytical model is used to estimate the fully 
developed laminar flow of an unknown fluid through a cylindrical 
geometry. Experimental data is used offline to estimate the model 
coefficients. The initial estimated model is used to develop a control 
scheme for tuning the hydrogel flow through the deposition nozzle. 
The developed control strategy is then experimentally tested to 
investigate and quantify the performance capabilities of the fluid 
dispending process.   

Keywords: Solid freeform fabrication, fluid dispensing control, 
scaffold design, tissue engineering.  

1. Introduction 

One of the main areas of interest in biomedical 
engineering is the development of artificial organs, 
tissues or compatible implants that can help patients 
overcome various medical conditions. This field is highly 
interdisciplinary, spanning knowledge from a broad range 
of areas such as engineering, medical, biological sciences, 
and ethics. Tissue engineering in particular focuses on 
developing a range of biological implants that can 
replace, ameliorate or regenerate the target damaged 
tissue [1]. One current area of research in tissue 
engineering is the design of biocompatible and 
bioresorbable scaffold implants [2] that can be seeded 
with cells cultured from the target patient to achieve a 
neo-tissue that can be used to replace the existing 
damaged or diseased tissue. The traditional approach in 
replacing tissue or organs is to use artificial materials, 

prosthetics, donor autologous tissue grafts or organs to 
partially or fully replace the defect. The downside to 
these methods is the high risk of implant rejection, 
inflammatory responses and subsequent surgeries for 
implant replacement and readjustment [3]. These 
traditional methods also raise serious concerns over the 
morbidity of the donor site, the availability of donor 
healthy tissue to form an anatomically accurate graft as 
well as the availability of donor organs [4]. The scaffold 
approach offers the possibility of producing 3D 
anatomically accurate implants that can be seeded with 
the patients’ own cells, thus avoiding the need for donor 
autologous grafts or transplant organs. The engineered 
scaffold, once implanted, will be gradually bioresorbed 
and replaced with healthy new tissue. Ideally, this 
methodology would offer minimal risk of graft rejection 
and follow-up surgery procedures since it uses the 
patient’s own cultured cells.  

Tissue engineered scaffold design has recently gained 
great momentum, as various research groups are 
exploring different approaches to build biocompatible 
scaffolds. Some of the most popular technologies in this 
field are Solvent Casting with Salt Leaching [5-7], 
Emulsion Freeze-Drying [8 ,9], Thermally Induced Phase 
Separation [10], Electrospinning of Nano-Fibres [11-13], 
and Direct Moulding [14, 15]. These methods may not 
accommodate for designing implants with high degree of 
control over localized pore morphology and porosity 
within the same scaffold structure [16]. Solid freeform 
fabrication (SFF), as an advanced layered manufacturing 
technique, offers the possibility of producing an implant 
with a highly controlled internal architecture in terms of 
pore spatial distribution, size, orientation, 
interconnectivity and varying layer characteristics. Such 
advantages are desirable for building structures that can 
support multiple tissue types within the same scaffold 
configuration [17]. There are various recently developed 
SFF techniques (Figure 1) that can be used to construct 
implants depending on the desired scaffold materials and 
the required part characteristics. 
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Fig. 1. SFF Classification 

The purpose of this paper is to discuss a positive 
displacement fluid dispensing method for manufacturing 
of biocompatible and bioresorbable hydrogel tissue 
engineered scaffolds via Extrusion-Based SFF. The 
hydrogel scaffold is formed through a process called 
Fused Deposition Modeling (FDM) where the material is 
extruded through a heated nozzle. The deposition head is 
displaced in the x-y plane to produce one scaffold layer 
following a specific geometric path based on CAD data. 
The layer is then displaced in the z-direction, and a new 
layer can be built sequentially [18]. The molten material 
deposited onto each layer will soften the material 
deposited in the previous layer. Upon solidification, the 
two layers will be joined together [19]. The material is 
dispensed through the nozzle by the motion of a motor-
actuated piston.  

For this particular application, volumes of the liquid 
in the microliter range have to be delivered accurately. In 
this case, the actual fluid dispensing process can be 
characterized as a non-linear time-varying system with a 
high dependency on non-linear fluid properties. To 
develop a control paradigm, an approximate analytical 
model (i.e. grey model) is used to estimate the fully 
developed laminar flow of an unknown fluid through a 
cylindrical geometry. This model is then adapted to the 
particular fluid dispensing mechanism used for tissue 
scaffold manufacturing. Experimental data is collected 
and analyzed to establish the validity of the proposed 
model. The initial estimated model is used to develop an 
appropriate control scheme for controlling the hydrogel 
flow through the deposition nozzle. The developed 
control strategy is then experimentally tested to 
investigate and quantify the performance capabilities of 
the fluid dispending process in terms of feature size, flow 
continuity and uniformity of the deposited hydrogel. 

2. Apparatus 

The hydrogel deposition system interprets CAD data 
pertinent to the part to convey layer characteristics to the 
deposition head. The required porosity, pore 
interconnectivity, distribution and size are translated into 
layer characteristics such as path trajectories, motion 
profiles and deposition flow characteristics. The 
deposition mechanism is driven by a motor-actuated 
piston. Figure 2 summarizes the system overview.  

 
Fig. 2. System Overview 

The fluid dispensing unit is temperature controlled. 
Ceramic deposition nozzles (1573-xx-437GM, Gaiser 
Tool Company, Ventura, US) have been adapted for this 
application to provide features as small as 50μm. 
Temperature control is achieved using a heating jacket 
(SWS10, Warner Instruments Inc., Hamden, US) with a 
feedback controller (TC-124, Warner Instruments Inc., 
Hamden, US). Motion feedback control has been 
achieved in LabVIEW (National Instruments, Austin, US) 
using the modular pump apparatus (70-2225 UL Modular 
Pump, Harvard Apparatus, Quebec, Canada). A load cell 
(FSG15N1A, Honeywell, Mississauga, Canada) was used 
to measure the weight of the fluid deposited. 
 

Table 1 Dimensional Characteristics of Dispensing Unit 

Description  Value 

Dispenser piston diameter Dp 3.26mm 

Dispenser capacity C 500µL 

Needle length Ln 10mm 

Needle inner diameter Dn 50µm-200um 

Hydrogel density ρ 1005 kg/m3 

Hydrogel bulk modulus(at 44ºC) B 1.01E9Pa 

Yield stress (at 44ºC) τo  58.08 Pa·sn 

Consistency index (at 44ºC) K 207.70Pa 
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Table 1 lists the dimensional characteristics of the 
dispensing unit and fluid characteristics [28] as used in 
the modeling and experimental sections. The fluid used in 
these experiments is 2% agarose solution (courtesy of 
Mount Sinai Hospital, Toronto, Canada). 

3. Modeling Approach 

Successful control strategies rely on the appropriate 
understanding of the physical phenomena governing a 
system. Empirical, computational or analytical modeling 
are particular approaches used to achieve this goal. The 
complexity of the problem arises when dealing with fluid 
flows in the µL range, where fluid compressibility and 
fluid flow behaviour may significantly affect the resulting 
volumetric flow rate out of the dispensing nozzle [20]. 
The simplest approach is to assume that the fluid 
behaviour is strictly Newtonian as described by Vozzi et 
al [21], which render the flow equations quite simple. 
This assumption however may not be applicable to 
polymeric materials, where non-Newtonian effects need 
to be considered. To incorporate non-Newtonian effects, 
West et al [22] developed an empirical black-box model 
using autoregressive methods to model the volumetric 
output from a dispenser. Other empirical methods are 
described by Holsworth et al [23]. One of the major 
disadvantages to empirical methods is that the model 
needs to be re-evaluated if system parameters change. 
Non-Newtonian effects in fluid dispensing have also been 
modeled for time-invariant [24-26] and time-variant 
systems [27]. 

For the dispensing system considered in this study, it 
is assumed that the process is isothermal, fluid properties 
are time-independent and the flow is fully developed 
laminar throughout the dispensing barrel and needle. The 
analytical model used to approximate the dispensing 
process first considers the pressure build-up inside the 
syringe and then flow rate of fluid leaving the nozzle 
[25]. The model developed by Chen et al [25] is easy to 
adapt to this particular system and it is also relatively 
easy to implement in a programming environment. The 
following equation describes the pressure developed in 
the syringe for a compressible fluid under the assumption 
that non-Newtonian effects are neglected if the 
dispensing barrel is large enough [25]  

 P
B

XpAoV
QXpA

−
=+  (3.1) 

where Ap is the piston area, X is the piston position, Q is 
the flow leaving the nozzle, Vo is the initial volume of 
fluid in the syringe and B is the fluid bulk modulus. The 
flow rate of fluid from the dispensing nozzle (Equation 
(3.3)) is developed by using the Generalized Power Law 
formulation (Equation (3.2)). [25] Equation (3.3) has 
been discretized and adapted to the dispensing 
mechanism used in this paper. 
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In these equations, τ is the shear stress at the needle wall, 
τo is the yield stress, γ is the shear, K is the consistency 
index, n is the flow behaviour index, ρ is the fluid density 
and Qu is the fluid flow in steady state under a unit 
pressure as described in [25, 20]. Figure 3 and Figure 4 
show simulation results in terms of pressure build-up 
inside the barrel and mass flow rate leaving the nozzle at 
various piston actuation velocities. The appropriate fluid 
properties used for this simulation are described in Table 
11(for fluid temperature at 44ºC). 
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Fig. 3. Simulated barrel gage pressure vs. piston velocity 
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Fig. 4. Simulated nozzle flow rate vs. piston velocity 

It can be seen that both pressure and flow have damped 
second order behaviours and have transient components. 
The system latency may produce significant errors if the 
system is required to have a fast response. 
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4. Experimental Model Validation 

The model described in the previous section has not been 
validated to date.  In this work, the model validation was 
carried out by injecting fluid under a range of piston 
velocities. The experimental and modeling test trials were 
conducted under the same geometrical and physical 
conditions summarized in Table 1. The results are 
summarized in Figure 5. The simulation data reflects the 
flow at steady state for each actuation velocity. The 
experimental flow is obtained measuring the weight of 
injected fluid at steady state over a period of 200 seconds. 
The fluid injection temperature was kept at 44ºC. The 
experiment was conducted at room temperature. This 
result reflects the average flow and is considered to be 
equivalent to the steady state simulated flow. 
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Fig. 5. Experimental vs. Modeling Results 

The experimental results closely follow the same general 
trend as the simulated results. There are noticeable 
deviations when increasing the piston velocity past 
35µm/s. At higher piston velocities, the experimental 
results are noticeably smaller than the simulated results. 
When the fluid flow is higher, there is a greater chance of 
droplet accumulation on the nozzle; therefore some of the 
injected fluid mass will not be sensed by the load cell. 
Figure 6 illustrates an example of a deposition pattern 
that was deposited with a 200µm nozzle. The agarose was 
stained with a green pigment. The tracks were deposited 
1mm center-to-center distance apart.  
 

 
Fig. 6. Experimental deposition pattern 

5. Future Control Strategy 

Based on the proposed modeling approach, the fluid 
dispensing mechanism can be approximated to a second 
order system. Using this methodology, a simple PID 
controller can be utilized to enhance the capability of the 
system. A major difficulty arises because it is hard to 
close the control loop by using flow measurements. The 
proposed approach is to close the feedback loop using 
pressure sensor measurements. The idea is that flow 
control can be directly achieved through fluid pressure 
control. The proposed system will incorporate a small 
pressure sensor to close the control loop (EPIH-L1, 
Hoskin Scientific, Burlington, Canada). This system is 
currently under investigation. In a simple simulation, it 
can be seen from Figure 7 that the closed loop 
performance is enhanced over the open loop case. It is 
necessary to further investigate tuning capabilities and the 
experimental feasibility of using this control approach. 
This control strategy can be applied to other desired 
material such as collagen. The mechanical properties of 
the scaffold constructed using this system will be 
evaluated in terms of shrinkage, effect of temperature, 
humidity, and deposition patterns on mechanical strength 
and material integrity. The scaffolds will be evaluated in 
vitro to quantify the effect of this manufacturing approach 
on cell migration, cell attachment and proliferation. 
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Fig. 7. Simulation results with controller feedback 

6. Conclusions 

The hydrogel dispensing process is a time-varying 
nonlinear system. The model describing the physical 
behaviour of the dispensing process can be successfully 
approximated using an analytical form by considering 
compressibility effects in the dispensing syringe barrel 
and non-Newtonian effects in the dispensing nozzle. The 
results from experimental results are conclusive with the 
described model. A proposed control methodology is to 
use pressure feedback measurements to improve the 
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system performance. The proposed PID control scheme is 
under further investigation to establish its feasibility and 
to fine-tune the control parameters.   
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Abstract. A novel approach to the preparation of a super-conductive 
polymeric nanocomposite system with different carbon fillers is 
presented.  The ternary composites of polyamide 6 (PA6) and 
conductive carbon black (CCB) and multi-walled carbon nanotubes 
(MWCNTs) were fabricated by a melt-mixing technique. The 
ternary nanocomposites with the high filler contents showed 
extremely higher conductivity compared with the corresponding 
binary polymer composites. The effects of CCB and MWCNTs at 
different compositions on the rheological, physical, morphological, 
thermal, mechanical, and electrical properties of the ternary 
nanocomposites have been studied systematically. A mechanism for 
the complementary effects of CCB and MWCNTs has been 
proposed. 

Keywords: carbon black, carbon nanotube, electrical conductivity, 
nanocomposites, polyamides 

1. Introduction  

Carbon black (CB) is a material that has been widely used 
for many years as a reinforcing agent. Especially in the 
tyre industry, carbon black has been used in rubber as a 
reinforcing filler to improve mechanical properties.[1, 2] 
Polymer-carbon black composites have higher electrical 
properties[3-8] and higher strengths[9-11] than those of their 
pure polymeric matrices. Nowadays, a special type of 
CB, conductive carbon black (CCB),[8] is available and is 
added into polymers in order to achieve improvements in 
the thermal and electrical properties of polymers.  

Carbon nanotubes (CNTs), since being first 
reported,[12] are the most attractive fillers for polymer 
nanocomposites with superior properties. This is because 
of their unique properties and structure.[13-16] However, 
due to their high surface energy, high aspect ratio and 
strong van der Waals force, CNTs have a great tendency 
to form agglomerates and this is the greatest challenge for 
the development of high performance polymer 
composites by uniformly dispersing CNTs into the 
polymers. Among the methods used to overcome this 
agglomeration problem, melt mixing is compatible with 

current industrial practices. In this process, CNTs are 
mechanically dispersed into a polymer melt using a high 
shear force compounder.[17] 

From the literature,[18-26] we know that it is very 
difficult to produce a polymer composite with a very high 
conductivity by adding a single type of filler such as 
CNTs or CCBs alone. In this study, we, therefore, are 
particularly interested in the fabrication of highly 
conductive polymer composites filled with both CNTs 
and CCB. In our approach to advanced conductive 
polymer composites, both multi-walled carbon nanotubes 
(MWCNTs) and conductive carbon black (CCB) were 
added into a polyamide6 (PA6) matrix. The effects of 
both MWCNTs and CCB in different compositions on the 
rheological, morphological and electrical properties of the 
PA6/CCB/MWCNT ternary composites have been 
examined. A complementary effect has surprisingly been 
found between MWCNTs and CCB in the polymer 
matrix, which endows the ternary composites with 
superior electrical and thermal properties. 

2. Experimental work 

2.1 Materials and sample preparation 

Polyamide 6 (PA6) (Ultramid B36 LN 01) was purchased 
from BASF. The conductive carbon black (CCB, 
ENSACO 350G) was supplied by Timcal. The properties 
of CCB supplied by the manufacturer were the density 
(135 kg/m3), particles size (45.0 nm), and volume 
resistivity (< 20.0 Ω-cm), respectively. The multi-walled 
carbon nanotubes (MWCNTs, Baytubes® C 150 HP) 
were purchased from Bayer Material Science. According 
to the manufacturer, the diameter, length, number of 
walls and bulk density were 5 - 20 nm, 1 ~ > 10 μm,        
3 - 15 and 140 - 230 kg/m3, respectively. 
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Prior to mixing, the PA6, CCB and MWCNTs were 
dried at 60 oC for 12 hrs in a vacuum oven. Compounding 
for PA6/MWCNT, PA6/CCB and PA6/CCB/MWCNT 
composites was carried out in a HAAKE PolyLab, an 
internal mixer, equipped with two counter-rotating screws 
at 300oC and at a mixing speed of 30 rpm for 15 min. 
After being taken out from the mixer, the composites 
were molded into different shapes at 300 oC and an 
injection pressure of 60 MPa using a HAAKE MiniJet, a 
mini injection machine. The formulations and sample 
codes are tabulated in Table 1. 

Table 1. The sample codes and formulations for the composites  
(in weight percentage) 

Code PA6 PB10 PN10 PB20 PN20 PBN10 

PA6 100 90 90 80 80 80 

CCB - 10 - 20 - 10 

CNT - - 10 - 20 10 

2.2 Measurements 

The rheological measurements were performed on a 
rotational rheometer (Anton Paar – Physica MCR301) 
with the samples of Φ25 mm x 1 mm. The experiments 
were carried out in a frequency sweep mode at 5% 
constant strain using parallel plates with a diameter of 25 
mm at 300°C in dry nitrogen.  

The surface morphology of the fractured samples was 
observed by scanning electron microscopy (SEM), after 
silver coating. The analysis was done using a JEOL JSM-
5800 SEM.  

Direct Current (DC) electrical conductivity 
measurements were carried out at room temperature using 
a probe station of four-pointed fixture (CASCADE – REL 
4800) combined with a precision LCR meter (HP Agilent 
– 4284A). The applied voltage was varied from 0.01 to 
1.00 V. 

3. Results and Discussion 

3.1 Effects of CCB and MWCNTs on rheological 
properties of PA6 

Dynamic frequency sweep tests were used to explore the 
structure and network formation of the composites. The 
changes in complex viscosity (η*) with respect to angular 
frequency for the pure PA6, the PA6/CCB, 
PA6/MWCNT and PA6/CCB/MWCNT composites at 
300 oC are shown in Figure 1. The power law index for 
complex viscosity varies with the loading of carbon filler; 
details are listed in Table 2.  

 
Fig. 1. Complex viscosity versus angular frequency for pure PA6, 

PBN, PB and PN composites at 300 oC, where: (a) PA6, (b) PBN10, 
(c) PB20 and (d) PN20. 

Table 2. Power law index of complex viscosity, the slope of G′ and 
G″ with respect to angular frequency for PB, PN, and PBN 

composites 

Sample 

Code 

Power law 
index of log 
η* Vs log ω

Slope of log 
G’ Vs log ω 

Slope of log 
G” Vs log ω

PA6 0.03 1.572 0.958 

PBN10 0.93 0.103 0.013 

PB20 1.00 0.027 0.00 

PN20 0.85 0.221 0.01 
 
Over the range of angular frequency applied, the power 
law index for complex viscosity, η*, increased with 
increasing carbon loading from ω0.03 for pure PA6 to ω0.93 
for PBN10, ω1.00 for PB20 and ω0.85 for PN20. The power 
law index for pure PA6 is 0.03, which tells that the flow 
is almost a Newtonian one but the power law index 
increases as the carbon loading increase. These increases 
in power law show the flow behaviour changes from 
Newtonian to non-Newtonian. As was expected, the 
viscosities of the composites gradually increased with 
increasing carbon content which could be concluded to 
result from the formation of a dense MWCNT-CCB 
network in the polymer, as shown in Fig 1. From this 
figure, compared to the CCB-alone composite (PB20), 
the ternary composite (PBN10) has a higher viscosity but 
the viscosity of PBN10 is lower than that of the 
MWCNT-alone composite (PN20). This is probably due 
to MWCNT with a high aspect ratio could restrict the 
flow of the polymer chains in their molten state, while 
CCB with a spherical structure (in its powder-form) could 
have less effect. As a result, the mixture of the high 
aspect ratio MWCNT and spherical CCB results in the 
intermediate viscosity of ternary composites. On the other 
hand, the higher viscosity of MWCNT-alone composites 
increases the difficulty in dispersing MWCNTs into the 
polymer matrix, thus leading to a relative worse 
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dispersion than CCB in CCB-alone composites as is  
discussed in the following sections. 

Similarly, addition of MWCNTs and CCB influences 
the frequency-dependence of the storage modulus (G’) 
and loss modulus (G”), especially at low frequencies. 
Storage modulus and loss modulus versus angular 
frequency for pure PA6, PA6/CCB, PA6/MWCNT and 
PA6/CCB/MWCNT composites at 300 oC are shown in 
Figures 2 and 3, respectively. Over the range of angular 
frequency applied, pure PA6 tended to exhibit a typical 
terminal flow behaviour with the scaling properties of G′ 
≈ ω2 and G″ ≈ ω1 as ω was approaching 0 in accordance 
with the theory of linear viscoelasticity.[27] But for all the 
composite samples, the dependence of G′ on ω became 
smaller with increasing carbon loading. Thus, polymer 
chain relaxation in the composites was effectively 
controlled by the presence of carbon fillers. The 
decreases in the power law index, which is related to the 
dependency of G′ on ω, with the loading of carbon fillers, 
are listed in Table 2. 

Fig. 2. Storage modulus versus angular frequency for pure PA6, 
PBN, PB and PN composites at 300 oC, where: (a) PA6, (b) PBN10, 

(c) PB20 and (d) PN20. 

Fig. 3. Loss modulus versus angular frequency for pure PA6, PBN, 
PB and PN composites at  300 oC, where: (a) PA6, (b) PBN10, (c) 

PB20 and (d) PN20 

The power law index for G′ decreased with increase 
carbon loading from ω1.572 for pure PA6 to ω0.103 for 
PBN10, ω0.027 for PB20 and ω0.221 for PN20, respectively. 
The loss moduli of the composites exhibited a similar 
trend to the storage moduli. The frequency dependency of 
G″ also decreased from ω0.958 for pure PA6 to ω0.013 for 

PBN10, ω0.001 for PB20, and ω0.01 for PN20, respectively. 
These decreases in the power law index of G′ and G” 
indicated a transitional behavior from a liquid-like to a 
solid-like viscoelastic flow. This phenomenon is mainly 
related to interactions between particles and network 
formation as the inter-particle distance decreases. This 
network significantly influenced not only rheological 
properties but also electrical ones of the composites, 
which is discussed in the following sections. 

3.2 Electrical conductivity of PA6 induced by CCB 
and MWCNT 

The comparison of DC electrical conductivity between 
PA6/CCB (PB) composites and PA6/MWCNT (PN) 
composites is as shown in Figure 4A. From this figure, 
PB20 has a conductivity of 0.5 S/m while PN20 has that 
of 0.04 S/m.  So, it can be concluded that the composites 
with CCB alone have higher DC conductivity than those 
with MWCNTs alone although electrical conductivity of 
MWCNTs is higher than that of CCB.   

 

(A) 

 

(B) 

Fig. 4. DC electrical conductivities for (a) PN composites, (b) PB 
composites and (c) PBN composites at different carbon loadings. 

Surprisingly, when MWCNTs were added into the PA6 
composite with 10 wt.-% CCB to make the ternary 
composites, there was another percolation leading to a 
significant improvement in the electrical conductivity of 
the resulting ternary composites. The comparison of 
conductivity among the three different composite systems 
is as shown in Figure 4B. The conductivity of the ternary 
composite (PBN5) is 0.4 S/m, which is 80 % of that of 
PB20 (0.5 S/m). This is 10 times higher than that of PN20 
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(0.04 S/m).  At 20 wt.-% of carbon loading, the PBN10 (5 
S/m) (the ternary composite with PA6, 10 wt.-% CCB 
and 10 wt.-% MWCNT) showed about 10 times higher in 
conductivity than PB20 (0.5 S/m) (the binary composite 
with PA6 and 20 wt.-% CCB) and about 125 times higher 
in conductivity than PN20 (0.04 S/m) (the binary 
composite with PA6 and 20 wt.-% MWCNT).  

3.3 Enhanced electrical conductivity due to the 
formation of a conductive network from 
MWCNTs and CCB  

CCB has the high surface energy and the relatively high 
conductivity while MWCNTs exhibit the high aspect 
ratio and excellent conductivity. Therefore, both CCBs 
and MWCNTs are outstanding candidates for the 
fabrication of conducting polymer composites. Figure 5 
shows the FESEM micrographs of PN, PB and PBN 
composites. Referring to circles in Figure 5a, due to the 
agglomeration of MWCNTs resulting from the strong van 
der waal forces of MWCNTs and high viscosity of 
MWCNT composite during the compounding process, 
MWCNT-based composites have a major drawback in 
conducting electricity. On the other hand, due to the 
inherent properties of CCB,[8] it is possible for it to form a 
spider-liked 3D network in the polymer matrix indicated 
by circles in Figure 5b. Then, according to Figure 5c, in 
the ternary composites of PA6, CCB and MWCNTs, 
CCB still can maintain its spider-liked 3D structure 
(denoted by the circle A) while there are some MWCNT 
agglomerates (indicated by the circle B) in the 
composites. Moreover, there is interestingly observed a 
connection between the CCB network and MWCNT 
agglomerates (denoted by the circle C), which makes the 
network of the ternary composites more perfect and as a 
result, they have higher electrical conductivities.  

According to Figure 4, it has been proved that the 
ternary composites have better conductivities than the 
binary composites. From these results, a possible 
mechanism explaining why the electrical conductivity of 
ternary composites is higher than that of their 
correspondent binary composites, is proposed in Figure 6. 
This proposed figure is an analytical sketch based on the 
FESEM micrographs from Figure 5. Although MWCNTs 
exhibit the high aspect ratio and high conductivity, 
MWCNTs tend to agglomerate themselves due to their 
strong van der Waals force and they are present as 
bundles in the polymer matrix as shown in Figure 5a 
(denoted by the circles). Therefore, we can conclude that 
it is extremely difficult for MWCNTs to form a 
conductive network as illustrated in Figure 6a. As a 
result, the composites with MWCNTs as fillers have 
lower conductivity. On the other hand, CCB has an 
ability to form a spider-liked 3D network structure 
observed as the circles in Figures 5b and demonstrated in 
Figure 6b.  However, the conductivity of CCB is limited 
due to their intrinsic feature. Thus, according to Figure 
4B, ternary composites might be the best solution to 

overcome these individual problems to obtain a 
complementary effect from MWCNTs and CCB, as 
shown in Figure 6c. As a result, the ternary composites 
showed much higher conductivity. 

 

(a) 

 

(b) 

 

(c) 
Fig. 5. FESEM micrographs of (a) PN 20, (b) PB 20 and (c) PBN10. 

 

(a) 
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(b) 

 

(c) 

Fig. 6. Schematic diagrams for possible conductive mechanisms of 
(a) PN composites, (b) PB composites and (c) PBN composites. 

4. Conclusions 

In this work, a schematic mechanism has been proposed 
to explain why the properties of the ternary composite 
system are better than those of the binary systems. 
Therefore, our formulations will give an innovative idea 
to potential researchers in the fabrication of other 
composite systems with superior properties. 
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Abstract. Conventional optical tweezers rely on the field gradients 
near the focus of a laser beam which give rise to a trapping force 
towards the focus. However, the trapping volume of these tweezers 
is diffraction limited. Recently a promising method for nano-
manipulation combining near-field optical tweezers and atomic force 
microscopy has been proposed. The light confinement in the vicinity 
of two nano-metric probes can produce strong gradient forces to trap 
and manipulate nano-scale particles at dimensions beyond the 
diffraction limit. In order to model this method, a finite difference 
time domain (FDTD) simulation enabling the calculation of the 
electromagnetic field in the vicinity of a metallic probe has been 
carried out for the first time in the context of near-field optical 
tweezers. For the case of nano-manipulating, a general model for the 
near-field simulation combining an actual optical fiber probe with a 
metallic probe under polarized laser irradiation is presented. The 
interaction between two near-field probes has been taken into 
account, and both near-field patterns of combined area and the 
dependence of field intensity have been analyzed. The simulations 
show that field enhancement and intensity profiles under the metallic 
probe strongly depend on the distance between the two probes, the 
incident angle of light, the polarization direction of incident light, 
the wavelength of the plane wave, and the permittivity of the probe 
material. The field intensity could be strong enough to manipulate 
nano-particles when the metallic probe is illuminated by an 
evanescent wave with high incident efficiency. Results of the FDTD 
calculations are found to be helpful for nano-manipulation. 

Keywords: Evanescent field; Near-field optical tweezers; FDTD; 
Near-field optics; Field enhancement 

1. Introduction 

Nano-manipulation on a scale close to and beyond the 
resolution limit of light microscopy is needed for many 
modern applications. Shortly after the development of the 
mature optical tweezers manipulation technique, a 
number of groups began work on means of manipulating 
nano-particles with near-field tweezers [1-3]. For the 
three-dimensional manipulation of nano-particles,  
combined optical fiber probe-based near-field optical 
tweezers allowing for nano-manipulation together with a 
metallic probe of the atomic force microscope (AFM) is 
used. 

Optical trapping by highly near-field enhancement 
has been investigated for the manipulation of nano-
particles or other structures [4-7]. In the previous studies, 
a probe was not included in the calculations of the  
electric field near the tip of the metal-coated fiber probe 
because the major need is to find how the fiber probe 
enhances the field in near-field region. For combined 
nano-manipulation by metallic probe of AFM and optical 
fiber probe of near-field tweezers, the calculation of the 
electric field distribution formed in the combined area to 
find the field characteristics in terms of field 
enhancement is of interest. Currently, the near-field 
system when combining two kinds of probes is poorly 
understood, because the field changes drastically with the 
separation and the probe structures due to the strong 
electromagnetic interaction between the two probes [8].  

In order to extend the interaction to optical fiber 
probes and metallic probes with optical fields for the 
practical application of manipulation, a general model for 
the near-field simulation for manipulating a combining of 
an actual optical fiber probe with a metallic probe under 
polarized laser irradiation is presented. Calculations were 
made to analyze the local field enhancement including tip 
interaction in the near-infrared region with the finite 
difference time domain (FDTD) method.  This is a 
discrete straightforward calculation of Maxwell's 
electromagnetic equations [9]. Based on the calculations 
of the near-field distribution, the near-field patterns of 
combined area are described. In addition, the dependence 
of field intensity on the distance / separation between two 
probes, the incident angle, the polarization direction and 
the wavelength of the plane wave, and the permittivity of 
the probe material, are discussed. 

2. Model of The Calculations 

In order to find the maximum enhancement that is 
normalized to the excitation intensity at the surface, the 
field intensity distribution is measured in the plane of 
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polarization of the incident laser. Figure 1.a shows the 
configuration of a three-dimensional model for the near-
field simulation combining an actual optical fiber probe 
with a metallic probe under polarized laser irradiation. An 
optical fiber probe at the wavelength of  λ= 632.8 nm is 
located perpendicular to a conical probe made of copper 
with the conductivity of l = 5.8e+007 S/m. The finite 
height of the metallic cone illuminated by the emitting 
evanescent wave of optical fiber probe is 600nm with the 
radius of a = 275nm, and the distance between the 
metallic probe and the optical fiber probe is 150nm. The 
optical fiber probe used consists of a metal-coated 
waveguide that extends infinitely to the left and has a 
nano-wavelength aperture at the right cutting-off end. The 
waveguide is filled with homogeneous dielectric material 
with the relative permittivity of ε = 2.25. The thickness of 
metal cover on the surface of probe with the diameter of 
Φ1 = 700nm and the angle of θ = 90° is 140nm, and the 
conductivity of metal cover is assumed to be infinite. The 
aperture diameter Φ2 = 200nm is used in the computation 
that is carried out in Cartesian coordinates, setting the 
aperture centre of the fiber probe as the coordinates 
origin. The excitation light polarized along axis y is 
incident on the probe giving the expression: 
E=Eysin(2πft)=sin(2πft). For the calculation, the configur- 
ation employed is placed in a volume discretized in mesh 
cells of 120×178×101 shown in Figure 1.b, with space 
steps of Δx=Δy=Δz=10nm, and time step of Δt = Δx/2c, 
where c is the light speed in vacuum. FDTD simulation 
that runs for tens of thousands of time steps is generally 
computationally intensive when high spatial precision is 
required, so a Intel Core 2 Duo 1.8GHz 2GB computer 
was used. 

 
a 

 
b 

Fig. 1. a: three-dimensional configuration of a model system;  b:the 
FDTD calculation model 

3. Calculations and Analyses 

For a particle in the vicinity of one probe, the magnetic 
field contribution to the force is found to be approx- 
imately two orders of magnitude lower than the electric 
field. Thus it mainly considers the distribution of the 
electric field intensity that affects the trapping force. The 
distribution of electric field shown in Figure 2.a reflects 
that the emitting wave spreads along all directions and 
decays quickly after exiting from the aperture, thus the 
clear diffraction of emitting light occurs in x = 0 plane. 
The near-field enhancement effect is apparent at the edge 
of aperture along axis y and at the metallic probe’s tip. 
After the electric field reaching the outside of metal 
cover, the secondary near-field high enhancement appears 
in the angularity of the metal cover near the metallic 
probe because of point effect, while no clear near-field 
enhancement occurs in the other angularity away from 
metallic probe. The complicated near-field distribution in 
x = 0 plane will affect the manipulation of nano-particles. 
 

 
a 

 
b 

Fig. 2. a) FDTD simulated instantaneous field distributions in x=0 
plane; b) field distributions in z=-150nm plane 

The metallic probe does not have an aperture or opaque 
coating surrounding the aperture but just the scattering 
point at the tip, so a large optical enhancement can be 
gained comparing the metal-coated fiber probe near the 
tip where the diameter of the probe is much shorter than 
the wavelength. It is found (in Figure 2.b) that the field is 
amplified at the probe tip, and is about 7 times higher 
than the incident field. The field enhancement of a 
metallic probe is caused mainly by the localized surface 
plasma mode excited at the tip of the probe by the 
evanescent field. The merit of field enhancement with an 
apertureless metallic probe has been successfully used for 
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photo fabrication of ultra-fine structures [10]. It may be 
also used for near-field optical nano-manipulation. 

Seen from the simulation of the near-field 
distribution, the highly confined coupling evanescent 
fields present strong three-dimensional field gradients 
after adding the AFM metallic probe, resulting in the 
trapping capability of near-field optical tweezers 
increasing. If one particle is placed in the field gradients, 
it will inevitably be trapped to the extreme points of the 
near-field when the gradient force is strong enough to 
overcome the external interference. The three-
dimensional nano-manipulation will be operated with 
adjustment of the distance between the optical fiber probe 
and metallic tip. When the distance is adjusted, the near-
field of the metallic tip will naturally be different by 
virtue of the variation of perturbation between the optical 
fiber probe and the metallic tip. Let the incident angle    
θ1 = 115° and probe material be copper, giving a wave- 
length λ = 632.8nm, polarization direction φ = 0°. The 
electric field relationship with the distance between the 
optical fiber probe and metallic tip is given in Figure 3. 
An intensity enhancement as high as 300 is predicted 
under the tip. The curve reveals that with increase of the 
distance, the field enhancement decreases rapidly. The 
curve indicates that the high intensity enhancement under 
metallic probe occurs only when it approaches the optical 
fiber probe in 0-100nm region. Therefore, it can be 
concluded that the near-field interaction between two 
probes is limited to a nanometer region, which means that 
the action range of the trapping force is about the radius 
of the aperture. 

 
Fig. 3. Field enhancement as a function of distance (h1) 

The field intensity enhancement under the metallic 
probe is also dependent on the incident angle of the laser. 
Let the distance h1 = 150nm, the probe material be 
copper, giving wavelength λ = 632.8nm, polarization 
direction    φ = 0°. The maximum enhancement of the 
near-field is given in Figure 4 for various incident angles. 
The relationship between the enhancement and the 
incident angle indicates that the field enhancement 
decreases gradually when the incident angle of the optical 
fiber increases or decreases from 90°. At the incident 
angle of 90°, the intensity enhancement profile has a high 
contrast and the tip of the metallic probe gets the highest 
enhancement. When the incident angle increases or 
decreases, the intensity enhancement decreases due to the 
mismatch between the metallic probe axis and the laser 
incident angle. At the same time, the secondary near-field 

enhancement in the outside angularity of metal cover near 
the metallic probe decreases in this case, so it won't affect 
the manipulation of nano-particles so much because of 
the less complicated near-field distribution in x = 0 plane. 

 
Fig. 4. Field enhancement as a function of incident angle (θ1) 

The degree of intensity enhancement by the metallic 
probe is also influenced by the polarization direction of 
the incident laser. Figure 5 shows the relationship 
between the peak enhancement and polarization angle 
letting the distance h1 =150nm and probe material be 
copper, giving wavelength λ =632.8nm, incident angle   
θ1 = 90°. When the laser is p-polarized (i.e., φ = 0°), 
maximum field enhancement can be expected at the tip of 
metallic probe. With increase in the laser polarization 
angle, the field enhancement decreases. This implies that 
the match between the polarization direction and probe 
axis is important for large optical enhancement in the 
near-field near a metallic probe. Due to the existence of 
birefringence in single-mode optical fiber with the 
variation of ambient temperature and stress, the 
polarization direction of incident laser may change 
randomly. For better nano-manipulation, it is important to 
avoid random polarization of the incident laser. 

 
Fig. 5. Field enhancement as a function of polarization angle (φ) 

Figure 6 shows the intensity distribution profiles of 
near-field under laser irradiation with different 
wavelengths. The lateral confinement of the field which 
decreases rapidly in the radial direction is believed to be 
the main reason for nano-manipulation observed 
experimentally. An intensity enhancement of 50 is 
predicted under the tip with a wavelength of 543.5 nm, 
while the similar simulation with an input laser beam of 
1523 nm wavelength yields a much lower field enhance- 
ment of 3. This can be attributed to the fact that the 
"antenna-effect" which is prevalent at longer wavelengths 
is less dominant at visible wavelengths, and additional 
effects, such as tip-induced plasma oscillations, may 
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affect the field enhancement [11]. With the increase in the 
laser wavelength, the near-field region expands, thus the 
near-field region is frequency-dependent, and for higher 
enhancement, a shorter wavelength laser should be 
preferred. In view of the frequency-dependent field 
intensity, the trapping force would be affected by the 
wavelength of the incident laser. The particle can be 
trapped and approach the metallic probe for one 
wavelength, however, it is also possible to be repelled 
and escape from the probe for another wavelength. By the 
wavelength-dependent optical force, one can trap, move, 
and deposit the particle on a desired position on a 
nanometer scale. 

 
Fig. 6. Electric intensity distributions under the metallic probe with 
different laser wavelengths 

The simulation was applied to different materials of 
metallic probe. Figure 7 shows the field intensity profiles 
in y = 0 plane calculated at the tip of probe using copper, 
gold and silicon materials. The local electric field is 
mainly oriented parallel to the probe axis, strongly 
localized below the tip and exhibits a higher 
enhancement. Under the copper tip there is strong 
enhancement, while under the gold tip, the enhancement 
is weak. This phenomenon can be explained by the 
finding that the resonance with the excitation light on the 
surface with good conductivity is much stronger than that 
on the surface with poor conductivity. In order to enhance 
the localized electric field effectively, the conductivity of 
the tip material should be high enough for exciting the 
plasma to increase the electric field intensity. 

 
Fig. 7. Electric intensity distributions under copper, gold and silicon 
probes 

4. Conclusions 

In summary, a general model for the near-field simulation 
combining an actual optical fiber probe with a metallic 
probe under polarized laser irradiation is presented for the 
case of nano-manipulating. The electromagnetic field in 
the vicinity of a metallic probe is calculated to find the 
characteristics of it in terms of field enhancement in the 
context of near-field optical tweezers using the method of 
FDTD. With the combination of the metallic probe of 
AFM and the optical fiber probe of near-field tweezers, 
the tip interaction is taken into account when analyzing 
the electric field distribution of near-field optical 
tweezers for nano-manipulation. In virtue of the low 
emitting efficiency at the optical fiber, the field 
enhancement at the tip of metallic probe seems to be not 
so high. However, the field intensity could be strong 
enough to manipulate nano-particles if the metallic probe 
is illuminated by an evanescent wave with high incident 
efficiency. Furthermore, the simulations show that field 
enhancement and intensity profiles under the metallic 
probe strongly depend on the distance between two 
probes, the incident angle of light, the polarization 
direction of incident light, the wavelength of the plane 
wave, and the permittivity of the probe material. 
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Numerical Simulation of the Four Roll Bending Process 

A. G. Leacock*, D. McCracken, D. Brown, R. McMurray 
Advanced Metal Forming Research (AMFoR) Group, Nanotechnology & Advanced Materials Research Institute, 
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Abstract. The traditional four roll bending process consists of a 
predetermined path for the workpiece with little or no compensation 
for material variability.  This paper describes a prototype, modular 
four roll bending machine with extensive instrumentation that 
provides a means to compensate for the aforementioned variability.  
A Finite Element modelling methodology is presented and validated 
by comparison with force and curvature measurements from the 
machine.  Excellent agreement was found between the experimental 
results and the modelled output for single curvature forming. 

Keywords: Roll, Bending, Simulation 

1. Introduction 

Recent aircraft designs have illustrated that metallic 
fuselage structures will remain for the foreseeable future.  
The introduction of next generation Al-Li alloys has 
provided significant weight savings for these metallic 
structures.  Nevertheless, due to material variability and 
serrated yielding, accurate manufacture of large single 
and double curvature fuselage panels from traditional Al-
Cu and Al-Li alloys requires an alternative approach.   
Creep age forming has already been employed by Airbus 
in the production of the integrated wing sections of the 
new A380 [1].  Springback levels in this process are 
reported to be of the order of 80% [2,3].  The large tools, 
specialised autoclave, cold storage of components 
following solution heat treatment and long age times in 
excess of 20 hours reduce the flexibility and appeal of 
this process. 

A more flexible and less costly alternative is provided 
by  the roll bending process.  Several machine 
configurations are available, including 2 roll[4], three 
roll[5,6] and four roll [5,6]. Many of the machines 
currently in use are manually controlled, whereby the 
radius is checked using a template [7].  The more modern 
machines use some form of CNC control, although this is 
generally based on a predetermined set of machine 
parameters.   Mori [8] and Osakada [9] used fuzzy logic 
and Finite Element analysis to create a virtual closed loop 
control system.  Experimental data confirmed the 

suitability of the method in reducing flat regions and 
producing the desired curvature using two axis control of 
the top roll.   

Yoon [12,13] proposed an incremental system for the 
rolling of double curvature components.  The system used 
a single top roll and four spherical base supports.  By 
varying the relative distances between these he was able 
to produce double curvature plates using an incremental 
rolling method.  This system was later extended to 
include multiple rollers for the production of large double 
curvature plate components [14-16].  However, these 
systems lacked the instrumentation for closed loop ‘in-
process’ control. 

2. New Roll Bending System 

The new roll bending machine was conceived in a 
modular form so that multiple modules could be 
combined into a Multi-Discrete-Roll-Bending (MDRB) 
system.  A single module is illustrated in Fig. 1.  Each 
module consist of four electromechanical actuators.  Two 
actuators are co-axially located at the centre of the 
module, one at the top and one at the bottom.  Two 
additional actuators pivot on parallel axes and are linked 
at the top to the lower actuator.  The pivot and link 
combination avoids off-axis loading of the side rollers 
during a bending operation. 

Each actuator contains an encoder for position 
control.  A cylindrical roller (diameter 200mm) is 
mounted on the end of each actuator.  The centre and side 
rollers each have an integrated dual axis load cell around 
which they rotate.  The bespoke load cell is free from 
moments and provides a decoupled measurement of the 
load coaxial with and normal to the actuator motion.  The 
centre roller also has a small curvature measurement 
device similar to that used by Hardt [10].   The drive 
roller provides the motion to pull the blank through the 
machine while pinched between the drive and centre 
rollers. 
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This unique, comprehensively instrumented system 
provides an excellent basis for the detailed validation of 
the four roll bending process simulation.  The simulation 
and validation were designed with a view to future 
modelling and construction of multiple modules. 

 

Drive roller

Side roller

Side roller

Centre roller

Motor

Electro-mechanical 
actuator

 
Fig. 1. Single MDRB system module configuration. 

3. Simulation of MDRB system 

The simulation of the process was performed using PAM-
STAMP 2G.  The forming process was modelling using 
the explicit solver while the springback was calculated 
using an implicit solver.  In order to reduce the model run 
time and limit rigid-body rotation in the springback 
model, a symmetry plane was applied at the centre of the 
rollers.  The rollers were modelled as undeformable rigid-
bodies with centres of gravity located at the drive roller 
centre.  Since the version of PAM-STAMP 2G used in 
this analysis was incapable of modelling multiple 
kinematics in a single body, the side rollers, and centre 
roller did not rotate with blank motion.  To compensate, a 
frictionless contact is assumed throughout.  The PAM-
STAMP2G ‘accurate’ contact algorithm was used 
throughout all stages, with the blank as the slave in all 
cases.  The 2024-O Alclad aluminium rectangular blank 
measured 600 mm by 50 mm by 2.54 mm and was 
initially assigned an element size of 17.5 mm.  The Hill 
1990 [17] yield criterion was used to represent the 
yielding behaviour, the calibration of which was 
performed using a numerical optimisation method in 
PAM-STAMP 2G.  The corresponding model parameters 
used in the PAM-STAMP 2G material model 109 are 
listed in table 1.  Material hardening was represented as a 
series of data-points derived from uniaxial data in the 
rolling direction. 
It is normal practice to instantly apply a blank holder load  

when using shell elements.  However, the boundary 
conditions in this model differed from the standard 
stamping force application in two important regards, a 
line contact between the blank and centre/drive rollers 
and the large proportion of unconstrained material in the 
blank.  These differences together resulted in an 
instability in the pinch stage that was manifest as a 

vibration in the blank and hence the roller loads.  
Through a simple sensitivity study it was possible to 
reduce the oscillations in the centre roller to acceptable 
levels. 

Similar problems were encountered during the 
bending and rolling stages.  Side roller 1 and 2 were 
rotated (Fig. 2(b)) about the driver roller centre using a 
sinusoidal velocity function during the acceleration and 
deceleration stages.  A sinusoidal function was also used 
to control the rotation of the drive roller (Fig. 2(c)).  
These functions ensured that initial and final 
accelerations were zero and minimised the vibration in 
the blank between stages.  The sinusoid RMS was 
adjusted until the blank vibration converged to a 
minimum value.  A convergence study was also 
performed on the effect of blank and roller mesh densities 
on the blank vibration.  A complete list of optimised 
boundary conditions is given in table 2. 

3.1 Simulation results 

The normal loads for each roller are illustrated in Fig. 3.  
Since the centre roller has a constant force applied 
throughout stages 1, 2 and 3, there is little change in this 
value, save for the oscillations noted during the rolling 
stage.  These oscillations are common to all simulation 
force measures and can be attributed to the roller/blank 
line contact and the large unconstrained deformable 
blank.  Similar effects have been  noted by Shim et al. 
[14]. 

Pinch force

Centre roller

Side roller 2
Drive roller

Side roller 1

Blank

 
(a) Stage 1: Pinch 

     
(b) Stage 2: Bend               (c) Stage 3: Roll 

Fig. 2. Simulations stages for MDRB system 
Although the drive roller force cannot be measured in the 
current machine, the simulation results are nonetheless 
informative.  The drive roller force tends to reduce during 
the bending stage and then increase once rolling 
commences.  The reduction is caused by a transfer of 
force during the bending process to the centre roller, 
‘lifting’ both the centre roller and blank from the drive 
roller.  The constant force boundary condition on the 
centre roller results in zero net change to the force in this 
roller.  The force on drive roller then increases as the side 
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roller 2 (exit roller) force decreases from the onset of 
rolling (stage 3).  The combined forces illustrate that the 
deformation process has changed from a four roll bending 
to a three roll bending process in which the centre roller 
bends the blank in a three point contact mode between the 
drive roller and the side 1 roller [18]. 

 
Table 1. Material model parameters for the 2024-O blank 

Parameter Hill 1990 Notation Value 

Density  2780 kg/m3 
Modulus  70 GPa 
Poisson’s Ratio  0.33 
m m 1.1390 
α σb/τ 2.1590 
β -2a 0.0257 
γ b 0.0485 

 
Table 2. Optimised model boundary conditions 

Parameter Value 
Pinch Force 250 N 
Pinch force application time 10 ms 
Average side roller speed 0.5 rad/s 
Side roller rotation 0.384 rad 
Average rolling speed 0.5 rad/s 
Roller mesh size 4.0 mm 
Blank mesh size 6.0 mm 

 
The oscillations in the normal roller force are greatest on 
side roller 2.  For all the other rollers, the oscillations 
reduce at 3700 ms when the quantity of unconstrained 
blank material moving towards side roller 1 is reduced, 
whereas the oscillations in the side roller 2 remain 
significant throughout the process where the quantity of 
unconstrained blank material adjacent to side roller 2 is 
increasing. 

4. Experimental validation of simulation  

In order to determine the accuracy of the FE simulation a 
series of tests were conducted on the experimental system 
illustrated in Fig. 1.  2024-O Alclad aluminium 
rectangular blanks measuring 600 mm by 50 mm by 
2.54 mm were removed from the parent material with the 
600 mm dimension aligned with the rolling direction.  
These specimens, labelled S21-25 were then deformed 
using the stages described in Section 3.1. 

The force-rotation plots for side rollers 1 and 2 are 
shown in Fig. 4 and 5 respectively.  There is excellent 
correlation between the simulated and experimental 
forces, with only a slight deviation at approximately 
0.075 rad.  The reason for the deviation becomes clear 
when the heterogeneous nature of the Alclad alloy is 
considered.  The outer 5% of the material thickness is 
constructed from a soft, commercially pure aluminium.  
The soft cladding is subjected to the highest tensile and 
compressive bending stresses during the forming process 

and will be the first region of the material to yield.  The 
simulated material is a single homogenous representation 
of the complete alloy and will therefore tend to yield at a 
higher stress without the transition of the plastic/elastic 
interface from the soft cladding layer to the harder inner 
core material. 
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(a) Centre roller 
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(b) Drive roller 
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(c) Side roller 1 
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(d) Side roller 2 

Fig. 3. Simulation results for normal roller loads: Pinch 0-10 
ms, Bend 10-810 ms, Roll 810-4810 ms. 

Additional bend angles of 6, 10, 14 and 18 degrees were 
used to extend the simulation validation.  The final 
curvature predictions from the simulations, shown in Fig. 
6, compare well with the experimental results.  The 
deviations at the higher curvature values are thought to be 
caused by the aforementioned heterogeneity in the Alclad 
aluminium. 
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5. Conclusions 

The difficulty in obtaining a stable model for the roll 
bending of large unconstrained blanks is clearly 
demonstrated.  There is a complex interaction between 
simulation kinematics and model discretization, which 
must be balanced against reasonable model run times.  A 
set of optimised simulation boundary conditions is 
presented.  The results of this simulation were 
successfully validated by comparison with force and 
curvature measurements from an experimental roll 
bending machine.  Slight deviations are apparent between 
the experimental and simulated results. However these 
can be attributed to the heterogeneous nature of the 
Alclad aluminium used in the validation. 
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Fig. 4. Comparison of  FE and experimental results for side 

roller 1 normal forces 
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Fig. 5. Comparison of  FE and experimental results for side 

roller 2 normal forces 
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Fig. 6. Comparison of FE and experimental results for the 

unloaded curvature 

References 
[1]  Levers,A. 2003,Jumbo processes, Manufacturing Engineer. 

82/3 :42-45.  
[2]  Hibbert,L. 2004,Wing win situation [manufacture of wings 

for A380 superjumbo aircraft], Professional Engineering. 
17/5 :28-30.  

[3]  Ho,K. C., Lin J., Dean T. A. 2004,Modelling of springback 
in creep forming thick aluminum sheets, Int.J.Plast. 20/4-5 
:733-51.  

[4]  Finckenstein,E. v., Haase F., Kleiner M., Reil G., Schilling 
R., Sulaiman H. 1993,Roll bending of thin sheet metal parts 
on press brakes, CIRP Ann.Manuf.Technol. 42/1 :295-300.  

[5]  Hua,M., Lin Y. H. 1999,Large deflection analysis of 
elastoplastic plate in steady continuous four-roll bending 
process, Int.J.Mech.Sci. 41/12 :1461-1483.  

[6]  Hua,M., Lin Y. H., 1999, Effect of strain hardening on the 
continuous four-roll plate edge bending process, 
J.Mater.Process.Technol. 89-90/ :12-18.  

[7]  Hua,M., Baines K., Cole I. M. 1999,Continuous four-roll 
plate bending: A production process for the manufacture of 
single seamed tubes of large and medium diameters, 
Int.J.Mach.Tools Manuf. 39/6 :905-935.  

[8]  Mori,K., Yang G., Osakada K. 1995,Determination of 
optimal motion of tools in metal forming processes by 
controlled FEM simulation, Int.J.Mach.Tools Manuf. 35/6 
:851-859.  

[9]  Osakada,K., Yang G., Mori K. 1993,Determination of 
optimum forming path in three-roll bending by combination 
of fuzzy reasoning and finite element simulation, CIRP 
Ann.Manuf.Technol. 42/1 :291-294.  

[10]  Hardt,D. E., Roberts M. A., Stelson K. A. 1982,Closed-
loop shape control of a roll-bending process, Transactions 
of the ASME.Journal of Dynamic Systems, Measurement 
and Control. 104/4 :317-22.  

[11]  Hale,M., Hardt D. E. 1987,Dynamic analysis and control 
of a roll bending process, IEEE Control Syst.Mag. 7/4 :3-
11.  

[12]  Yoon,S. J., Yang D. Y. 2003,Development of a highly 
flexible incremental roll forming process for the 
manufacture of a doubly curved sheet metal, CIRP 
Ann.Manuf.Technol. 52/1 :201-204.  

[13]  Yoon,S. J., Yang D. Y. 2005,An incremental roll forming 
process for manufacturing doubly curved sheets from 
general quadrilateral sheet blanks with enhanced process 
features, CIRP Ann.Manuf.Technol. 54/1 :221-224.  

[14]  Shim,D. S., Jung C. G., Seong D. Y., Yang D. Y., Han J. 
M., Han M. S. 2007,Process development and simulation 
for cold fabrication of doubly curved metal plate by using 
line array roll set, AIP Conference Proceedings. 908/1 :865-
70.  

[15]  Shim,D. S., Yang D. Y., Kim K. H., Han M. S., Chung S. 
W. 2009,Numerical and experimental investigation into 
cold incremental rolling of doubly curved plates for process 
design of a new LARS (line array roll set) rolling process, 
CIRP Ann.Manuf.Technol. 58/1 :239-242. 

[16] Shim,D.S., Yang D.Y., Kim,S.J., Chung,D.W., 
Han,M.S.,Invetsigation of forming sequences for the 
incremental forming of doubly curves plates using the line 
array roll set (LARS) process.Int.J.Mach. Tools Manuf. In 
press. Manuscript accepted. 

[17]  Hill, R., 1990, Constitutive modeling of orthotropic 
plasticity in sheet metals,  J.Mech.Phys.Solids, 38/3-405-
417. 

[18]  Hua, M., Baines,K., Cole,I.M., 1995, Bending mechanisms, 
experimental techniques and preliminary tests for the 
continuous four-roll plate bending process. J.Mat.Process 
Technol. 48/1 – 4:  159-172. 



 

 

2–2 
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Push-Bending 
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Abstract. Three-roll-push-bending is a highly flexible method for 
the manufacturing of free-form bent tubes. The bending radius as 
target value is mainly determined by the position of the setting roll, 
defined by its axes P and Y. In industrial application the process 
design is carried out incrementally by trial-and-error. To avoid 
machine occupancy and to save expenditure of human labor, a lean 
offline process design is desirable. Furthermore, the technically 
possible parameter range is not fully used in common production 
processes. The machine’s behavior should be investigated in the 
complete range to find the optimal choice of process parameters for 
each case. For a methodical process design a reliable data basis had 
to be gained about the resulting bending radius depending on the 
position of the rolls. To achieve this, a parameter study was run 
where samples were taken covering the entire theoretically feasible 
parameter range. To determine the influence of the roll position, the 
measured data have been approximated by thin plate splines. The 
new data covers a considerably enlarged process window, which 
proved to have yet unused regions featuring low scatter.  

Keywords: Three-roll-push-bending, tube bending, parameter study,  
process design 

1. Introduction 

Tube bending is a common forming technology for 
tubular components up to a diameter of 70 mm. Tubes are 
used both as structural components and for the transport 
of fluids in nearly every industrial sector [1, 2]. Tubular 
components are mostly bent starting from straight pipe 
sections to the desired final shape. Bent pipelines 
frequently have a very complex geometry, the realization 
of which requires expensive production processes 
consisting of many manufacturing steps. Some 
widespread tube bending technologies, like for example 
rotary draw bending, have reached a high degree of 
reliability and robustness but suffer from a lack of 
flexibility, since only one constant radius can be bent in 
one forming operation with one toolkit depending on the 
outer diameter of the tube [3]. 

Three-roll-push-bending is a manufacturing method 
in which the tube is pushed through a die of variably po-
sitioned rolls. Depending on their position in the bending 
plane, different radii can be produced. The major advan-

tage compared to traditional processes is the possibility to 
realize arbitrary part geometries with one tool and within 
one forming step. By this the process chain can be short-
ened and a significant reduction of the manufacturing cost 
can be achieved. However, the process control employed 
is run based on empirical setup procedure requiring sig-
nificant experimental effort and expenditure of time. A 
scientific investigation of the three-roll-push-bending 
process would allow a deep understanding of the forming 
process and a faster and more robust process design. 

2. Three-Roll-Push-Bending Technology 

In order to understand the terms used in the following 
paragraphs and to introduce some relevant concepts used 
throughout this study, a short description of the tool used 
for the experimental investigations is given in this 
section. 

The bending tool consists of two holding rolls, the 
bending roll and the setting roll (Fig. 1). The bending roll 
and the front holding roll serve as a support for the 
transmission of bending moment and transverse force to 
the workpiece, whereas the rear holding roll stabilizes the 
process preventing lateral buckling of the tube. The set-
ting roll can be moved on the bending plane by either ro-
tating around the center of the bending roll (Y-axis) or 
translating in radial direction (P-axis). The positions of 
both axes are given in degrees, although the P-axis de-
scribes a linear movement. The feeding of the tube, which 
is operated by an electric driven spindle, is referred to as 
the C-axis of this machine.  

The result of a forming operation is a two-
dimensional tubular component whose geometry can be 
basically described by means of two parameters: the 
bending radius r, measured at the extrados, the magnitude 
of which is ruled by the preset position of the setting roll, 
and the bending angle α resulting from the feed length set 
(Fig. 2). 



26 R. Plettke, P. H. Vatter, D. Vipavc, M. Cojutti, H. Hagenah 
 

 

 

Fig. 1. Tool of a three-roll-push-bending machine. 

 

 

Fig. 2. Tube geometry described by radius and bending angle α 
measured at the extrados. 

3. Process Design by Experiments 

In industrial application, the process design is prepared 
by a series of experiments for each semi-finished product 
in which the resulting geometry is ascertained for several 
combinations of axis settings. To limit complexity, the P-
axis is fixed to a certain value. The Y-axis is varied in a 
certain range. For the used P-values, the range the Y-
values have to be varied in, is much smaller than the 
range the setting roll could be positioned in by the 
machine’s design. The reason for this is that high values 
for Y and P would lead to a very small radius which 
causes damage in the semi-finished product. In these 
cases the tube cripples instead of following the course 
forced by the setting roll. 

In the remaining range a series of experiments with 
different Y-values is carried out and the results are used 
to determine a so called characteristic line (Fig. 3). Even 
if the P-value has been slightly varied throughout various 
studies, the over all parameter range examined has been 
very small compared to the technically reachable range 
(Fig. 4). This is because for each desired bending radius 
an according parameter combination could already be 
found. 

 

Fig. 3. Schematic characteristic line for constant Y. 

4. Aims of Investigation 

For an efficient automatic process design the need of a 
series of experiments for each variation of any parameter 
is dissatisfactory. A future process design system ought to 
know the process behavior throughout the complete 
reachable parameter range. Equipped with this informa-
tion the system should not only predict the resulting 
geometry for a given parameter set, in the long run the 
system should be able to consider the scatter in different 
areas of the parameter range. As soon as deviations of the 
resulting geometry occur – e.g. due to the use of a new 
batch – new characteristic lines could be generated easily. 
A study was carried out pursuing several goals: 

The first intention was to gather further experience 
about the extended parameter range beyond the one 
which has been used in industrial application so far. To 
achieve this, parameter combinations have been exam-
ined covering the entire possible parameter range. Thus, 
additional characteristic lines were generated. Addition-
ally, the process boundaries were determined. In particu-
lar, a conception about the parameter combinations suit-
able for extremely small radii was obtained. 

The second objective was to investigate the process 
behavior concerning scatter. The intention was to dis-
cover new areas with lower scatter than those which have 
been used so far. 

5. Experimental design and set-up 

To define the sample points for this parameter study the 
technically reachable parameter range was first restricted 
by areas in which a meaningful production could be ruled 
out in former experiments [4]. As shown in Fig. 4, area A 
could be excluded, because the setting roll does not have 
any contact with the tube at all or does only cause an 
elastic deformation. Earlier experiments have already 
shown that in area B this process leads to buckling of the 
workpiece, so this area can be excluded as well. Area C 
holds a certain risk of buckling, too, but for different 
reasons: the distance between bending roll and setting roll 
is too large and the force transmission onto the bent tube 
is almost perpendicular to the feeding direction. Further-
more the probability of collision between tube and parts 
of the tool rises. So this area is not interesting for applica-
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tion and could be excluded as well. In area D the force 
transition is almost perpendicular towards the bending 
roll, which causes the tube to suffer significant ovaliza-
tion. Additionaly, the scatter is expected to be very high, 
as small deviations of the rolls, e.g. due to yielding of the 
die, lead to an different bending radius. The remaining 
area was divided on the Y-axis in steps of 5° and 65 
sampling points were allocated approximately uniformly 
as shown in Fig. 4. The sample size was n = 3. 

 

 

Fig. 4. Distribution of sampling points. 

The semi-finished products used for the experiments were 
taken from one batch of carbon steel E235 with an outer 
diameter of 20 mm and 1 mm wall thickness. The tubes 
had been welded, calibration drawn and stress relieve 
heat treated. This kind of material is not commonly used 
in industrial manufacturing for cost reasons. The intention 
was to reduce scatter due to material variance. 
Investigations on material based scatter have to be carried 
out, here only the process was investigated. 

The experiments were carried out on a machine by 
Wafios AG called BMZ 61. All tubes had been degreased 
with acetone and bent with 10% of the maximum process 
velocity. At 13 parameter combinations no proper manu-
facturing could be achieved. Their positions are marked 
in Fig. 6. The specimens were measured by the tactile 
measurement system Leitz PMM456 on the extrados. 

6. Results and Interpretation 

After measuring the specimens the data was imported in 
Origin8. The representation of the radius of each tube by 
the arc length showed an uneven section at the beginning 
of the bending progress and a section with a fairly 
constant radius later on (Fig. 5). The constant section was 
identified for each tube and fit by the Levenberg-
Marquardt algorithm to retrieve the bending radius [5].  

 

 
Fig. 5. Developing of radius on the extrados. 

As can be seen in Fig. 6 most of the investigated areas 
proved to be suitable for production. At the inner arc of 
the chart, the tubes crumbled and did not follow the 
course given by the setting roll. This leads to an 
uncontrolled deformation of the semi-finished product 
and the tubes got destroyed. At the lower right corner of 
the parameter range the deformation was mostly elastic. 
Several specimens did not show any plastic deformation. 

 

 

Fig. 6. Process boundaries as observed in experiments. 

The characteristic lines have been approximated over the 
retrieved radii by thin plate splines. A few of them are 
plotted in Fig. 7. 

The examination of the scatter corresponding to the 
used parameter combinations features a non-uniform ef-
fect (Fig. 8). But at closer reflection two main conclu-
sions can be drawn. The first one is that small radii in 
general tend to more scatter than large ones. The highest 
value reaches a standard deviation of 3 mm at a bending 
radius of 120 mm. But still there are parameter combina-
tions which allow a manufacture with a low standard de-
viation of about 0.3 mm which is just as good as the best 
combinations at large radii. This means that for small ra-
dii the parameters just have to be chosen more carefully. 
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Fig. 7. Characteristic lines for several constant Y. 

Large radii from 200 mm on have an average standard 
deviation between 0.5 mm and 1.0 mm. A reason for this 
could be that a bending of small radii causes much higher 
forces onto the die and an accordingly low yielding. 
Moreover, constant process results depend mainly on 
homogeneous material behavior. The inequality of the 
material could affect the spring-back behavior more than 
in the case of a light bending. Further investigation on 
this issue will be carried out. 

 

Fig. 8. Interpolated scatter for different radii. 

The other observation to point out is that at a P-value of 
15° to 20° there is a local minimum for almost any radius. 
It appears at P = 20° for a radius of 80 mm and moves 
slightly downwards to 15° for 400 mm when the radius 
increases. This may be interrelated with the angle of the 
force exposed by the tube onto the setting roll during the 
bending process. Earlier measurements already proved 
the existence of yielding [6]. As the mounting of the 
setting roll suffers a higher yielding in tangential 
direction than in radial direction, the affective angle of 
the force does provide an idea of the causes. 

7. Summary and Outlook 

This work invstigated the tree-roll-push-bending process 
and the influence of the tool setting in P- and Y-axis 
coordinates. By means of a parameter study it covers the 
entire technologically feasible parameter range. The 
knowledge about the process boundaries has been 
expanded. The parameter ranges which lead to damage of 
the semi-finished products due to buckling could be 
identified, as well as the regions in which no plastic 
forming can be achieved. New characteristic lines have 
been approximated and can be utilized for a more flexible 
process design. Especially the knowledge gained about 
the scatter is considered very helpful. For both, small and 
large radii, parameter combinations with less than 0.3 mm 
standard deviation could be found. In general, the scatter 
showed to be lower for large radii than for small ones. 
But at careful parameter choice small radii can be bent 
just as precisely. The P-axis showed significant influence 
as the scatter turned out to be notably low at P-values 
between 15° and 20°. The minimum is displaced slightly 
depending on the bending radius. An explanation of the 
observed effects and the transfer of the gained 
knowledges will be objective of the future work.  

In ongoing research the parameter study is expanded 
to a sampling size of n = 5 and additional sampling points 
will be added in interesting parameter ranges. A compari-
son with other tube dimensions will be carried out to 
proof the portability to different semi-finished products. 
Detailed research by the means of FE-simulation is in 
progress. 

References 

[1] Von Finckenstein, E.; Adelhof, A.; Haase, F.; Kleiner, M.; 
Schilling, R.: Biegen von Aluminium-Profilen. In: Blech 
Rohre Profile Vol. 40, No. 3 (1993), pp. 215-220. 

[2] Bettin, M.; Findeisen, V.; Hermans, J.: Gebogene Alumin-
ium-Profile und Rohre im PKW-Bau. In: Siegert, K. (Editor): 
Neuere Entwicklungen in der Massivumformung. Oberursel: 
DGM-Informationsgesellschaft (1995), pp. 49-82. 

[3] Franz, W. D.: Maschinelles Rohrbiegen: Verfahren und Ma-
schinen, VDI Verlag, Düsseldorf (1988). 

[4] Cojutti, M.; Vipavc, D.; Hagenah, H.; Merklein, M.: An In-
novative Approach for the Process Design for Three-Roll 
Bending of Plain Tubular Components Proc. Proceedings of 
the International Congress on Efficient Rollforming. 
14.10.2009-15.10.2009, Bilbao, Spain2009, 133-139. 

[5] Arnet, H.: Profilbiegen kinematischer Gestalterzeugung, 
Meisenbach Verlag, Bamberg (1999). 

[6] Merklein, M.; Hagenah, H.; Cojutti, M.: Investigations on 
Three-Roll Bending of Plain Tubular Components Proc. Pro-
ceedings of the 13th International Conference on Sheet Metal 
SheMet. 06.04.2009-08.04.2009, Birmingham, Großbritan-
nien, Zuerich: Trans Tech Publications, 2009, ISBN 0-87849-
336-0, 325-334. 



2–3 

Casting of Aluminum Alloy Strip by Improved Single-Roll Caster 

Kazuya Akitsu1 ,Toshio Haga2,Shinji Kumai3 and Hisaki Watari4 
1  Graduate School of Osaka Institute of Technology 5-16-1 Omiya Asahiku Osaka 535-8585 Japan 
2 Department of Mechanical Engineering, Osaka Institute of Technology 5-16-1 Omiya Asahiku Osaka 535-8585 

Japan 
3 Department of Materials Science and Engineering, Tokyo Institute of Technology 4259 Nagatsuda Midoriku 

Yokohama city 226-8502 Japan 
4 Department of Production Science and Technology, Gunma University 1-5-1 Tenjin kiryu city 376-8515 Japan 

Abstract. A scriber was equipped to a single roll caster to improve 
the free solidified surface. The scriber contacted to the free solidified 
surface at the constant force. The some amount of semisolid layer at 
the surface was removed and the surface became flat. The scriber 
was made from the mild steel plate. The mild steel plate was covered 
by the insulator paper to prevent the cooling of the melt by the plate. 
The melt pool was made on the roll by the side dam plates, back 
dam plate and the scriber. Therefore, a tip or a nozzle was not 
needed. The AA5182 and AA6022 aluminum alloy strip were cast 
by single roll caster with scriber. The as-cast strips could be cold 
rolling. The microstructure of as-cast strip was not uniform at 
thickness direction. However, the microstructure became uniform 
after the cold rolling and the annealing. 

Keywords: single roll caster, scriber, strip casting, roll casting 

1. Introduction 

The twin roll caster has advantages of the energy saving, 
low cost equipment and rapid solidification. The single 
roll caster like the melt drag process is more simple 
process than the twin roll caster. Therefore, the single roll 
caster is superior to the twin roll caster at the points the 
energy saving and low cost equipment. However, the 
single roll caster has disadvantage, too. It was 
unsoundness of the free solidified surface of the strip. If 
the procedure to improve the free solidified surface was 
devised, the single roll caster may become useful process. 
The single roll caster can be used for casting of the strip 
with no center line segregation. In the previous reports 
which described about the strip casting by the single roll 
caster, there were few reports about the equipment to 
improve the free solidified surface. In the present study, 
the scriber was devised and tried to improve the free 
solidified surface. The simplicity of the single roll caster 
was not influenced by the use of the scriber. The strip 
casting of AA5182 and AA6022 was tried using the 
scriber. The flow stress of AA5182 at semisolid condition 
of low solid fraction is not large. The flow stress of 

AA6022 at semisolid condition of low solid fraction is 
large. It was thought that semisolid condition influence 
the condition of the scribed surface. The two kinds of 
alloys, which flow stress at semisolid condition is 
different, was chosen and tested. The cold rolling was 
operated on the as-cast strip, and ability of cold rolling 
was investigated. The microstructure was observed by the 
optical microscope. The bending test was operated on the 
cold rolled and T4-heat-treated AA6022 strip to 
investigate the difference of the free solidified surface 
and roll contact surface. 

2. Experimental apparatus 

2.1 Single roll caster 

The schematic illustration of single roll caster is shown in 
Fig. 1. The melt drag is the typical single roll caster (ref. 
Fig. 1 (a)) [1, 2]. The process is very simple and the 
casting of the strip is very easy. The strip can be cast only 
by the pouring of the melt into the nozzle. The melt is 
solidified and the strip is dragged from the melt. The roll 
is not hot working like the twin roll caster. Therefore, the 
cooling method of the roll can be designed freely. For 
example, the shell of the roll can be thinner than that of 
the twin roll caster. In this way, the single roll caster has 
the advantages. However, the single roll caster has 
disadvantages too. The free solidified surface of the strip 
is not flat like the roll contact surface. The temperature of 
the cast strip by single roll caster is higher than that of the 
cast strip by twin roll caster. The strip is cooled at the roll 
bit in the twin roll caster. The most important problem of 
the single roll caster is unsoundness of the free solidified 
surface of the strip. In the present study, the improvement 
of the free solidified surface was tried by the scriber [3]. 
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The single roll caster devised in the present study is 
shown in Fig. 1 (b). The melt pool was made on the roll 
by the two side dam plates, a back dam plate and a 
scriber. The melt pool was mounted on the top of the roll 
as the scriber was easily operated to attain the aim. If the 
low temperature casting is operated by the melt drag, 
there is tendency that the melt solidifies in the nozzle. In 
the process of Fig. 1 (b), the melt was directly poured on 
the roll, and the solidified metal did not remain on the 
roll. Therefore, the low temperature casting could be 
operated in the process of the present study. The scriber 
pushed the strip to the roll, and the contact condition 
between the strip and the roll became better than the melt 
drag. 
 

 
 
 
 
 
 
 
 
 

(a) melt drag 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) present study 
 

Fig. 1. Schematic illustration of the melt drag single roll process and 
the single roll process of the present study 

2.2 Scriber 

Schematic illustration around the scriber is shown in Fig. 
2. The scriber was made from a mild steel plate, and the 
plate was coated by insulator paper. The insulator paper 
was used to prevent the decrease of the temperature of the 
molten metal. Moreover, the insulator paper was useful to 
protect the leak of the melt. The scriber was pushed to the 
roll direction at the constant load. The free solidified 
surface was in semisolid condition. The scriber scratches 
the some amount of the semisolid metal. The degree of 
the scratching was controlled by the dead weight. The 
strip was stuck by the scriber at the too heavy load. The 
scriber moved along the thickness of the solidified layer. 

The scriber was supported by the fulcrum. The free 
solidified surface became flat after going through. 
 

Fig. 2. Schematic illustration showing the around the scriber 

3  Experimental conditions  

The diameter of the roll was 1500 mm, and width was 
50 mm. The roll was made from mild steel. The parting 
material was not used. The AA5182 and AA6022 
aluminum alloys were cast. The melt temperature was 
665, 680, 700 and 750°C. Roll speed was 20 m/min. The 
dead weight, which was used to push the scriber to the 
solid layer, was 0.5 kg. 

4  Result and discussion 

4.1  Effect of the load on the scribed surface 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Relationship between the melt temperature and scribed 
surface of AA6022 strip 

 
The relationship between the melt temperature and 
scribed surface is shown in Fig. 3. The temperature of the 
molten metal influenced on the scribed surface.  

The scribed surface became sound at the temperatures 
of 665°C and 680°C. The leak of the melt occurred at the 
temperatures of 700°C and 750°C. The thickness of the 
solidified layer might become uniform as the melt 
temperature became lower. Moreover, the condition of 
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semisolid metal was suitable for the scribing. Therefore, 
the leak of the melt did not occur at the temperatures of 
665°C and 680°C. 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Scribed surface of AA5182 strip. The melt temperature was 

665°C 

2.3 Cold rolling 

The strip cast from the molten metal of 665°C was cold 
rolled down to 1mm after annealing at 430°C for 1 hour. 
The free solidified surface after cold rolling is shown in 
Fig. 5. The free solidified surface could be cold rolled and 
the roughness was improved. There was no difference 
between the roll contact surface and free solidified 
surface after cold rolling. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Scribed surface of AA6022 and AA5182 strip after cold 
rolling. The melt temperature of casting was 665°C. The as-cast strip 
was annealed at 430°C for 1 hour, and strip was cold rolled down to 

1 mm. 

2.4 Microstructure 

The microstructure of the cross section of the strip was 
observed by the optical microscope. The microstructure 
of AA6022 is shown in Fig. 6. The microstructure of as-
cast strip was not uniform at thickness direction. The 
microstructure was as same as the microstructure of the 
strip cast by the high speed twin roll caster [4]. The 

globular structure, which was typical structure of 
semisolid casting, was at free solidified surface. Some 
amount of the globular structure might be scribed by the 
scriber. The microstructure near the roll contact surface 
was dendrite structure. The microstructure after cold 
rolling and T4 treatment became almost uniform at the 
thickness direction. The strip was kept at 430°C for 1 
hour and water-quenched as T4 treatment.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Micro structure of cross section of AA6022. (a) as-cast strip, 
(b) near the free solidified surface of as-cast strip, (c) near the roll 
contact surface of as-cast strip, (d) after cold rolling down to 1 mm 
and T4 heat treatment of 430°C for 1 hour, (e) enlarged view of (d) 

 
The microstructure of the cross section of AA5182 strip 
is shown in Fig. 7. The microstructure was not uniform at 
thickness direction. The grain was spherical and fine. The 
globular structure like semisolid casting was not existed 
near the free solidified surface. The globular structure 
might be scribed by the scriber. The porosity of the free 
solidified surface was less than the porosity at center area 
of the strip cast by the high speed twin roll caster. 
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Fig. 7. Microstructure of the cross section of as-cast AA5182 strip 

2.5 Mechanical property 

The mechanical property of AA6022 strip was 
investigated by the 180 degrees bending test and the 
tension test. The bending direction and the result of the 
bending test were shown in Fig.8. The as-cast strip was 
cold rolled down to 1mm and was water cooled after 
keeping at 430°C for 1h. The 180 degrees bending test 
was operated after cold rolling and the heat treatment. 
There was no difference on the result of bending test 
between the free solidified surface and roll contact 
surface. The free solidified surface had same bending 
ability as the roll contact surface. This result showed that 
the free solidified surface could be improved up to the 
roll contact surface by the scriber and cold rolling. 

The tension test was operated on the strip which was 
used for 180 degrees bending test. The tensile stress was 
248 MPa, proof stress was 115 MPa and elongation was 
32%. The proof stress was a bit less than conventional 
data. The cause of this was thought as below. The solid-
solubility of Si was not enough. The solution temperature 
of 430°C was too low, and proof stress became low. The 
elongation was enough and this might show that there 
was no important defect on the free solidified surface. 

3. Conclusions 

The single roll caster equipped with a scriber was devised 
to improve the free solidified surface. The scriber was 
useful to improve the free solidified surface. It was 
thought that the free solidified surface was the same as 
the roll contact surface after cold rolling from the result 
of 180 degrees bending test. The casting of the strip using 
the single roll caster was easier than the twin roll caster, 
and the equipment cost of the single roll caster was lower 
than that of the twin roll caster. The single roll caster 
equipped with a scriber may be used instead of the twin 
roll caster. 
 
 
 
 
 
 
 
 

 
 
 

 
(a) R-P 

 
 
 
 

(b) R-V 
 
 
 
 

(c) F-P 
 
 
 
 
 

(d) F-V 
 

Fig. 8. Result of the 180 degrees bending test. “R” shows that roll 
contact surface was outer surface. “F” shows that free solidified 
surface was outer surface. “P” shows that bending direction was 

parallel to the casting direction. “V” shows that bending direction 
was vertical to the casting direction. The as-cast strip was cold rolled 
down to 1mm and was water cooled after keeping at 430°C for 1 h. 
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Abstract: This study was aimed at investigating the casting of Al-
Si-SiCp composite alloy strip by a vertical type twin roll caster. Al-
Si-SiCp aluminum alloy has some useful advantages i.e., low 
thermal expansion, better thermal conductivity and wear registrance. 
Recently, a plate of Al-Si-SiCp, with a thickness thinner than 1mm 
was required. A possibly useful process to make the thin plate was 
by hot rolling involving many passes.  However, Al-SiCp is hard and 
brittle, so hot rolling was readily applicable. An possible alternative, 
which also offered energy savings, was the roll casting of Al-Si-SiCp 
strip using a vertical type high speed twin roll caster. The trials of 
the method are presented in this paper. The size of the twin rolls was 
φ300×W100. Roll-load was set low enough to prevent the strip 
sticking. Both of the rolls were water-cooled. The roll speed was 
operated at 60m/min and 90m/min. The solidification length of 
circumferential velocity at 90m/min was 60mm, and that of 
circumferential velocity 60m/min was 100mm. The Al-Si-SiCp strip, 
about 3mm thick, was cast directly from the molten metal. The 
particles of SiC were dispersed uniformly. The as-cast Al- Si-SiCp 
could be coiled because the product had superior ductility. The 
reason for this was that the eutectic Si of matrix aluminum alloy (Al-
Si alloy) became fine and globular. Cold rolling could be used after 
1-pass of hot rolling. The 1mm-thick Al-Si-SiCp plate could be made 
by one-pass of hot rolling and 3-passes of cold rolling / annealing 
from as-cast strip. Process savings were attained. The width of Al-
Si-SiCp as-cast strip could be increased up to 600mm.  

Keywords: Al-Si-SiCp, casting, twin roll caster, composite alloy 
strip  

1. Introduction  

Recently, aluminium alloy strip is used as a stiffener for 
copper electronic circuit boards. Many electronic circuit 
boards are made from copper. The coefficient of linear 
expansion of aluminium alloy strip is higher than that of 
an electronic circuit board made from copper; therefore 
with copper and aluminum alloy strip there is a problem 
of separation. As a solution to resolve this problem, if an 
Al-Si-SiCp composite of low expansivity having the same 
coefficient of linear expansion as copper could be used, 
then it was likely  it could be used as a stiffener. The 
composite alloy is a metal matrix composite(MMC) that 
has high themal conductivity and high rigidity. Therefore 

an Al-Si-SiCp composite stiffener and a copper electronic 
circuit board is a good match.  

Al-Si-SiCp alloy has low ductility that is less than 4%. 
If a slab is rolled over and over in conventional 
manufacturing by rolling to produce a thin strip, this 
makes for a high cost production process. And so the 
present study focused on a twin roll caster because it can 
make a thin strip directly from molten metal. It also 
requires low initial capital-investment spending and has 
low running costs. Vertical type twins roll casters 
overcome  a disadvantage [1] of conventional twin roll 
casters which is low productivity. The present study 
investigates the casting of Al-Si-SiCp composite alloy 
strip. We also attempt observation of internal tissue and 
possibility of cold rolling by as cast. 

2. The Conventional Twin-Roll Caster 

Fig. 1 shows the conventional twin-roll caster design and 
process operation. The conventional twin-roll caster is 
able to cast directly from molten metal to thin strip. The 
caster  also needs only a low initial capital-investment. 
The caster shown uses parting material. The rolls are 
made from copper. The heat-transfer coefficient of this 
caster is 30W/mK. Roll surface velocity is 1~3m/min. A 
characteristic of this caster is cast high loading. It was 
difficult to make Al-SiCp composite alloy strip using the 
conventional caster.  The vertical caster has a number of 
advantages compared with the conventional one. 
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Fig. 1. A conventional twin roll caster 
 

3. The Vertical Type Twin-Roll Caster 

A schematic illustration of the high-speed twin-roll caster 
is shown in Fig.2. The vertical-type twin-roll caster used 
was equipped with a nozzle and a cooling slope. The twin 
roll size was φ300×W100. Copper rolls were used. The 
coefficient of thermal conductivity is 390W/mK. This 
was able to solidify molten metal rapidly as the cooling 
power of a roll was improved compared with a 
conventional twin roll caster using steel rolls. Therefore 
with this caster, it is possible to cast at high roll velocity 
and benefit from  increased productivity. Thin sheet 
getting is anchored to the roll during the casting process 
with a high load. The roll was provided with a shape-
forming load of 28.2kN/mm by using a spring. The 
rolling load was very small. This small load means that 
hot rolling was not used [2]. Adjustment of sheet 
thickness did not use pressure, rather adjustment was 
made through roll velocity and solidification length. A 
casting nozzle was used to set the solidification strength 
precisely. The nozzle is set at the upside of the roll. This 
is to adjust the thickness of the freeze layer. Then heat 
insulating paper is pasted on to the nozzle and heat 
insulation cloth is bolt to side-dam-plate. The nozzle is 
useful to increase the hydrostatic pressure [3]. This leads 
to an improvement in heat transfer between the roll and 
the molten metal. The hydrostatic pressure prevents the 
path of solidification from clogging up. roll and the 
molten metal. The hydrostatic pressure prevents the path 
of solidification from clogging up. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. A vertical type twin roll caster 

4. Experimental conditions and specifications  

Experimental conditions and specifications of the roll 
caster process are shown in Table 1. The metal was used, 
MC21MMC (metal matrix composite), which was 
developed by MC21-company. This matrix is A359. 
Table of ingredients of A359 is shown in Table 2. In the 
case of the steel roll used for the conventional twin-roll 
caster for aluminium alloy (CTRCA) [4] [5], parting 
material was used for preventing the strip from sticking to 
the rolls. (It does this by improving the heat transfer 
between molten metal and the rolls).  In the case of the 
copper rolls, the strip did not stick to the rolls by virtue of 
their high coefficient of thermal conductivity and because 
the surface temperature did not increase so much. 
Therefore, the present study did not use parting material.  

The roll velocities used were 60m/min and 
90m/min. This is 15~45 times of the production rate of 
the conventional twin-roll caster for aluminium alloy 
(CTRCA). Having made a thin strip, the inside 
structure was observed by optical microscope. For 
comparisons, observations were also made of the   
ingot. This made by heat insulation casting mold 
having the same cooling velocity as DC casting. The 
present study investigated the possibility of rolling and 
attempted cold rolling of the specimen after annealing 
(500oC5h) and as cast strip. 
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Table 1.  Experimental conditions 

Material MC21MMC  
(Al-20%SiCp) 

Liquidus-line temperature [oC] 610 

Molten metal amount [Kg] 2 

Molten metal temperature [oC] 630 

Solidification length [mm] 100, 60 

Roll velocity [m/min] 60, 90 

Initial roll gap [mm] 0.5 

Initial load [kN] 28.2 
 

Table 2. Table of ingredients (wt. %) 

Si Mg Mn Cu Al 
8.5-9.5 0.5-0.7 0.1 0.2 bal 

5. Results and Discussions 

Using the experimental conditions shown in Table 2, it 
was possible to produce a continuous thin strip of Al-20% 
SiC alloy. In the case of the experimental condition which 
is shown in Fig. 3.1 (and the Fig. 3.2 detail) in which roll 
velocity is 60m/min, it was possible to produce the 
continuous thin strip of 1.7mm  thickness. In the case of 
90m/min, much thicker strip of 1.2mm thickness could be 
produced. 

The structure of the surface of a thin strip with the 
thickness of 1.2mm is shown in Fig. 3. Some brilliant 
brightness is seen at the surface. In case when the thin 
strip of 1.2mm in thickness, 100mm in width, and 
2500mm in length was rolled into as rolled strip  with roll 
velocity in 90m/min and it was noted that the coil could 
the made with inner most small diameter of 
460mm,without any cracks. The as cast strip was wound 
at diameter 460mm and the surface condition is shown in 
Fig. 4.  

 
 
 
 
 
 
 
 
 
 

Fig. 3. Coil of Al-20%SiC alloy strip 

 
 
 

 
 
 
 
 
 
 
 
 

Fig. 4. Condition of the surface of as cast strip, thickness of this strip 
is 1.2mm. 

Fig. 5 showed the inner structures of the thin strip 
prepared, namely, the whole area of the thin strip in the 
thickness direction and large magnifications of two areas 
near top surface, (Fig. 6), and the central region (Fig. 7). 
By examining the composition of the prepared thin strip, 
it is seen that there are many more SiC particles in the 
central region of the strip than at the top surface. Thin 
phenomeria is the phenomena thought to be the reason. 

 
 
 
 
 
 
 
 
 

Fig. 5. Structure of as cast Al-20%SiCp 

 
 
 
 
 
 

Fig. 6. Structure of near top surface 

 
 
 
 
 
 
 

Fig. 7. Structure of central region 

Inner structure of the thin strip formed by the vertical 
twin roll caster and by casting mold cast of heat 
insulating are shown in Fig. 8. The structure made by 
casting mold cast of heat insulating is seen to have  better 
eutectic silicon. The structure made by a vertical type 
twin roll caster is seen not to have the better eutectic 
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silicon.  Eutectic silicon was not forming, that mean was 
brought under review miniaturization by rapid 
solidification from molten metal. 

 
 
 
 
 
 
 
 
 
 

(a)                                                   (b) 

Fig. 8. (a) Inner structure of the thin strip formed by the vertical twin 
roll caster. (b) Inner structure of the thin strip formed by casting 
mold cast of heat insulating 

 
The surface condition of the thin strip after cold rolling 
and that after annealing heat material are shown in Fig. 6. 
The thickness of the as cast strip was not uniform.  The 
ends of the strip had variable thickness. The central part 
of strip thickness was uniform.  Therefore, both ends of 
the strip were cut off and a central 25mm portion of 
uniform thickness was cold rolled. The As cast strip has a 
crack after cold rolling which is shown Fig. 9 (a). The 
ingot material was annealed but a subsidiary fracture was 
caused by cold rolling. However using the annealing 
material of the roll cast strip, cold rolling was possible, 
which is  shown in Fig. 9(b). That reason is that 
miniaturization of eutectic Si by using copper roll and 
having high cooling power a vertical type twin roll caster 
made for rapid solidification of Al-20%SiCp.  Eutectic Si 
concerns rolling. Annealed material of thickness  1.7mm, 
manufactured using a roll velocity of  60m/min was able 
to be cold rolled twice to reduce it to 1mm. 

  
 
 
 
 
 
 
 
 

(a)                                           (b) 
Fig. 9. (a) As cast strip has crack after cold rolling. (b) Cold rolling 
and that after annealing heat material 

 

6. Conclusions 

It was possible to manufacture Al-20%SiCp by using a 
high speed vertical type twin roll caster. The addition of 
SiC-particles may not affect roll cast, nor its continuity. 
The strip became difficult to adhere when SiC-particles 
were added. The distribution of SiC-particles was not 
uniform in the thickness direction. Degree of SiC-
particle’s density tends to get too high in the strip 
thickness direction. It was possible to use cold rolling for 
annealed material. It was possible to roll the as cast to a 
coil of 460mm inside diameter. In the case of thin strip 
made by the vertical twin roll caster, eutectic Si became 
miniaturized compared  with  ingot material.  

7. Suggestion for a New process 

The present study suggests a new process for  
manufacturing thin strip. The reason is that cold rolling 
and the manufacture of coils are possible. It is possible to 
anneal as cast strip using a volume of metal in one 
treatment once it is made into a coil. It is then possible 
subsequently to continuous roll it as shown in Fig.10. 
This new process has the advantages that it is able to cut 
process flow, reduce cost and save space.  

 
 
 
 
 
 
 

Cast                  Annealing                 Cold rolling  
Fig. 10. Suggestion for a new process 
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Abstract. A roll caster to cast three layers clad strip was devised. In 
this process, two set of twin roll casters were set at the vertical 
tandem position. This vertical type tandem twin roll caster was 
assembled, and three layers clad strip was tried by this caster. The 
base strip was cast by the upper caster. The overlay strips were cast 
by the lower caster. The material of the base strip was AA8079. The 
material of the overlay strip was AA6022. The fabrication process of 
the three layers clad strip is as blow. The base strip was cast by the 
upper caster. This strip was drawn into the lower caster. When the 
base strip went through the roll-bite of the lower caster, the melt of 
the overlay strips was poured to the lower caster.Three layers clad 
strip could be cast by a vertical type tandem twin roll caster of the 
present study. The clad strip was made directly from the molten 
metals. From the result of the line analysis, the diffusion area 
between the base strip and the overlay strips was very narrow. The 
interfaces between the base strip and the overlay strips were clear 
and flat. It became clear that base and overlay strips were bonded 
firmly from the bending test. 

Keywords: Twin roll caster, Three layers clad strip, Casting 

1. Introduction  

Recently, the energy saving in the factory is essential to 
protect the global warming. The process saving is very 
useful for the energy saving. The many process are 
needed to fabricate the clad strip in the conventional 
method. The single strip is made from the slab by the 
processes as below; homogenization, scrapping, hot 
rolling and cold rolling [1]. The cladding process is as 
below; track welding, pressure welding and rolling [1]. 
The clad strip was made by many processes than single 
strip. In this way, the clad strip was fabricated many 
processes. Therefore, the energy saving of fabricated the 
clad strip was required. In this study, the process to 
fabricate the clad strip from molten metal was devised. It 
is thought that the twin roll caster is useful for energy 
saving at the process to make the strip [2]. The reason is 
that the strip can be cast directly from the molten metal. 

The vertical type tandem twin roll caster is devised by 
application of the twin roll caster. This makes that the 
interface of the clad strip can be formed by rolls. In the 
present study, the vertical type tandem twin roll caster for 
the clad strip was designed and assembled. Three layers 
clad strip was tried by the vertical type tandem twin roll 
caster. Conditions of the interface of this clad strip were 
investigated and as-cast strip was cold rolled． 

2. Vertical type tandem twin roll caster 

A vertical type tandem twin roll caster for the clad strip 
was designed and assembled. Figure 1 shows the 
schematic illustration of a vertical type tandem twin roll 
caster. The photograph of the vertical type tandem twin 
roll caster was shown in Fig. 2. This apparatus is 
composed of two vertical type twin roll casters. One of 
the vertical type twin roll casters was the upper position 
and the other of that was the lower position. The upper 
position of the vertical type twin roll was upper caster and 
the lower position of that was lower caster. The base strip 
was cast by the upper caster. The overlay strips were cast 
by the lower caster. The diameter of rolls is 200 mm. The 
material of rolls is copper. The width of rolls of the upper 
caster is 40 mm. The width of rolls of the lower caster is 
50 mm. The width of rolls of the lower caster was wider 
than that of the upper caster. This mean is that the base 
strip is easy to go through the lower caster. The nozzle 
plate and the side dam plate were used at the upper and 
lower caster. The material of the nozzle and the side dam 
plate was the mild steel. The thickness of the nozzle and 
side dam plate was 3.2 mm. The liquidus line of the base 
strip is higher than that of overlay strips. This reason is 
that the base strip was remelted by the heat of the molten 
metal of the overlay strips when the liquidus line of the 
base strip was lower than that of overlay strips. 
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Adventages of the this caster is as blow. This clad strip  is 
rapid solidification by copper rolls [3]. Many layers clad 
strip can be cast by increased the vertical type twin roll 
caster. The interface between strips is flat by formed 
rolls. 

Fig. 1. Schematic illustration of a vertical type tandem twin roll 
caster 

Fig. 2. Photograph of a vertical type tandem twin roll caster 

3. Process of the connecting on a vertical type 
tandem twin roll caster 

 The process of the connecting on a vertical type tandem 
twin roll caster is shown in Fig. 3. Procedure of casting of 
three layers clad strip in this study is as below. The base 
strip is cast by the upper caster. When the base strip goes 

through roll-roll gap of the lower caster, the molten metal 
of overlay strips is poured in the nozzle. The surface of 
the base strip contacts the molten metal of overlay strips. 
Therefore, the surface of the base strip is heated by the 
molten metal of overlay strips. Base strip and overlay 
strips were connected at the roll-roll gap. Important 
factors of the connecting between strips are temperatute 
of the surface of base strip, the temperature of the molten 
metal of overlay strips and roll speed. 

Fig. 3. Illustration of the connecting process 

4. Experimental conditions 

Table 1. Experimental conditions 

Roll[mm] Diameter: 200, width: 40,  
material: copper 

Material AA8079 

Melt  
temperature[oC] 700 

Upper  
caster 

Contact  
length[mm] 40 

Roll[mm]  Diameter: 200, width: 50, 
 material: copper 

Material AA6022 

Melt  
temperature [oC] 670, 700, 750 

Lower 
caster 

Contact  
length[mm] 80 

Roll speed[m/min] 20, 30, 40 
   
Experimental conditions are shown in Table 1. The 
diameter of  rolls was 200 mm. The width of the upper 
caster was 40 mm and the width of the lower caster was 
50 mm. The material of rolls was copper.  The material of 
the base strip was AA8079 and the material of  overlay 
strips was AA6022. The contact length of the upper caster 



 Casting of aluminum alloy clad strip using a vertical type tandem twin roll caster     39 

was 40 mm. The contact length of the lower caster was 
80 mm. The melt temperature of the base strip was 
700°C. The melt temperature of overlay strips was 
670°C, 700°C and 750°C. The roll speed was 20 m/min, 
30 m/min and 40 m/min.    

5. Results and discussion 

5.1 Surface of the clad strip cast 

The roll casting of the clad strip was operated. The clad 
strip could be cast by this caster.  Figure 4 shows the 
surface of three layers clad strip. There was not difference 
in three kinds of the roll speed. The thickness of the roll 
speed was 20, 30 and 40 m/min was about 5.0 mm, 
4.5 mm and 3.8 mm respectively. 

 
 
 
 
 
 
 
 
Fig. 4. Surface of three layers clad strip, (a) Roll speed was 20 
m/min, (b) Roll speed was 30 m/min, (c) roll speed was 4 m/min 

5.2 Effect of connecting conditions of the clad strip by 
roll speed 

The cross sections of the clad strip of three kinds of roll 
speed were shown in Fig. 5. The cross section of three 
layers clad strip of Fig. 5(a) was cast at the roll speed was 
20 m/min. When the roll speed was 20 m/min, the clad 
strip was not connected between the base and overlay 
strips. This reason is that the contact time of rolls of the 
upper caster is long. Therefore, the surface temperature of 
the base strip is low. This clad strip was not connected to 
be low at the surface temperature of the base strip. The 
cross section of three layers clad strip of Fig. 5(b) was 
cast at the roll speed was 30 m/min. When the roll speed 
was 30 m/min, the clad strip was connected between the 
base and overlay strips. The interface of this clad strip 
was clear and flat. This reason is that the interface 
between the base and overlay strips is flat to form at rolls. 
The cross section of three layers clad strip of Fig. 5(c) 
was cast at the roll speed was 40 m/min. When the roll 
speed was 40 m/min, the interface of this clad strip was 
diffused. This reason is that the roll contact time of 
molten metal of base strip is short and melt temperature 
of the overlay strips is high. Therefore, the base strip was 
remelted by the molten metal of overlay strips. 

 
 
 
 
 
 
 
 
Fig. 5. The cross section of the clad strip. (a) non-sound the clad 
strip cast by the roll speed was 20 m/min. (b) sound the clad strip 
cast by the roll speed was 30 m/min. (c) non-sound clad strip cast by 
the roll speed was 40 m/min, this clad strip was diffused. 

5.3 Effect of connecting conditions of the clad strip 
by melt temperature of overlay strips 

The cross sections of the clad strip of three kinds of the 
melt temperature of overlay strips were shown in Fig. 6. 
The roll speed of the cross section of three kinds of the 
melt temperature was 40 m/min. The cross section of the 
clad strip of Fig. 6(a) was cast by the melt temperature of 
the overlay strips was 670°C. This clad strip of Fig. 6(a) 
was not connected between the base and overlay strips. 
This reason is that the melt temperature of overlay strips 
is low. The cross section of the clad strip of Fig. 6(b) was 
cast by the melt temperature was 700°C. This clad strip of 
Fig. 6(b) was connected. The interface between the base 
and overlay strips is clear and flat. The cross section of 
the clad strip of Fig. 6(c) was cast by the melt 
temperature of overlay strips was 750°C. This clad strip 
of Fig. 6(c) was diffused at the interface between the base 
and overlay strips. This reason is that the melt 
temperature of overlay strips is high. Therefore, the base 
strip was remelted by the melt temperature of overlay 
strips. 
 
 
 
 
 
 

Fig. 6. Cross section of the clad strip cast by three kinds of melt 
temperature of overlay strips, (a) non-sound the clad strip cast by melt 
temperature of the overlay strips was 670oC. (b) sound the clad strip cast 
by melt temperature of the overlay strips was 700oC. (c) non-sound the 
clad strip cast by melt temperature of the overlay strips was 750oC. 

5.4 Line analysis of the interface 

Figure 7 shows the cross section of three layers clad strip. 
The interface of this three layers clad strip was clear and 
flat. The result of the line analysis of the clad strip around 
the interface is shown in Fig. 8. It is thought that 
diffusion zone of the Fe is very narrow. The clad strip 
could be made from AA8079 strip and AA6022 strip 
without mixed zone by this process. 

(a) (b) (c) 

(b) 
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Fig. 7. The cross section of three layers clad strip at roll speed was 
30 m/min 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Result of the line analysis of the clad strip around the 
interface 

5.5 Cold rolling of three layers clad strip 

The cross section of the clad strip after cold rolling is 
shown in Fig. 9. The as-cast strip was cold rolled down to 
1 mm without annealing. If the joining is not enough, the 
crack occurs at the interface between the base and overlay 
strips. The crack did not occur at the interface between 
the base and overlay strips after cold rolled. The clad 
ratio of as-rolled strip was as same as that of as-cast strip. 
 
 
 
 
 
 
Fig. 9. Result of the cold rolled 

5.6 Bending test 

Figure 9 shows the cross section of three layers clad strip 
after the bending test. Three layers clad strip was bend 
continuously until broken. Result of the bending test, 
three layers clad strip was not peeled at the interface. It is 

thought that three layers clad strip was joined firmly at 
the interface.  

 
 
Fig. 10. The cross section of three layers clad strip after the bending 
test 

6. Conclusions 

The vertical type tandem twin roll caster to cast three 
layers clad strip was devised and assembled. The casting 
of three layers clad strip was tried using the vertical type 
tandem twin roll caster of the present study. Three layers 
clad strip could be casted by this caster. The interface 
between the base strip and overlay strips was clear and 
flat. The diffusion area between the base strip and overlay 
strips of this clad strip was very narrow. The as-cast strip 
could be cold-rolled down to 1 mm. The interface of this 
clad strip was not peeled by the bending test. This clad 
strip could be connected firmly. This process is very 
useful to save the energy to make three layers clad strip. 
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Abstract. In the present study, crystal aluminum alloy with fine 
grain was used for micro-forming. The micro-forming was tried on 
the melt spun Al-14mass%Si foil by cold rolling. The ability of 
micro-forming of a metallic alloy by cold forming was investigated. 
A V-shape die was used with depths of 1, 3, 5 and 10 μm. Rolling 
speed was 1 m/min. The as-cast foil was cold rolled and polished to 
make the surface smooth. The polished foil was annealed at 400OC 
before the micro-forming. The thickness of the foil used for micro-
forming was 100 μm. 

Keywords: micro-forming, melt spinning, aluminum alloy 

1. Introduction 

The metallic glass was used for the micro-forming [1-4]. 
The reason was that the metallic glass has good 
formability and smoothness of the surface at the micro-
forming. The grain of the crystal alloy is usually too large 
against the die size for the micro-forming and the micro-
forming is not easy. In the present study, crystal 
aluminum alloy with fine grain was used for micro-
forming. The micro-forming was tried on the melt spun 
Al-14 mass%Si foil by the cold rolling. In the 
microforming of the metallic glass, forming speed was 
slow compared to macro-forming. The micro-forming of 
the metallic glass is operated at the temperature higher 
than the glass temperature Tg. In the present study, the 
rolling speed was near to that of the macro-forming. The 
micro-forming was operated at the room temperature. The 
ability of the micro-forming of the metallic alloy by the 
cold forming was investigated.  

2. Experimental condition 

Figure 1 shows a schematic illustration and photograph of 
the melt spinning process of the present study. This 
process is a nozzle pressing melt spinning method [5]. 
The specification and the experimental conditions of this 
melt spinning process are shown in Table 1. The property 
of the melt spinning of this study is the thickness of the 
foil. The foil cast by the conventional melt spinning or 
PFC (planer flow casting) is thinner than 0.05 mm. The 

melt spinning in the present study can cast a foil of 
0.2 mm thickness. Some devices were adopted to cast 
thicker foils. The gap of the slit-nozzle in this study was 
1 mm (ref. Fig.1). The gap is usually 0.5 mm. The gap 
was wider than the conventional melt spinning to cast 
thick foils. The nozzle was inclined by 30 degrees against 
the roll surface to prevent the back break of the melt. The 
nozzle is usually perpendicular to the roll surface. The 
back break of the melt occurred easier as the nozzle-roll 
gap becomes wider. The tip of the nozzle is pressed 
against the foil. The roll contact surface flattenesdue to 
the pressing force. When the press load became too high, 
the foil started to stick to the nozzle-tip. The initial 
nozzle-roll clearance was 0.1 mm, and it increased to 
0.2 mm during the casting as the foil lifted up the nozzle. 
The nozzle pressing made the better-heat-transfer 
condition between the strip and the roll. When the nozzle 
pressing was not operated, the foil was not cooled 
enough. 

Al-Si alloy is conventional alloy for casting. 
Therefore, Al-Si alloy has good casting ability for melt 
spinning. Moreover, Al-Si alloy is reasonably cheap, and 
Al-12%Si is eutectic. The eutectic point shifts to the 
hyper side as the cooling rate increases. The Si content at 
eutectic was about 15 mass% at the roll contact surface of 
the foil when the foil was cast by the nozzle pressing melt 
spinning method. In eutectic condition, the grain size 
decreased. However, the free solidified surface was not 
sound when the Si content was higher than 15 mass%. In 
this reason, Al-14%Si, which was close to eutectic, was 
chosen in the present study. It is though that the Al-
14 mass%Si is hard enough to use the mold die of the 
resin as this alloy exhibits a good wear-resistance. 

Figure 2 shows the processes of foil-casting, 
flattening of the surface of the foil and micro-forming by 
cold rolling. The roll contact surface of the as-cast foil 
was not flat. The unevenness of the surface is thought to 
be caused by the unevenness of the wetting condition 
between the molten metal and the roll. The surface of the 
as-cast strip was too rough to operate in micro-forming. 
Cold rolling using a Cr-plate roll was operated to flatten 
the surface. The as-cast foil was annealed for 4 hours at 
250°C before cold rolling. The unevenness was improved 
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by cold rolling. However, the evenness was not sufficient 
for micro-forming yet. Therefore, buffing was operated 
on the surface of the as-rolled foil to improve the 
evenness. Annealing was done at 300°C and 400°C 
before the micro-forming. The micro-forming was 
operated on the surface after buffing at roll speeds of 0.5, 
1.0 and 2.0 m/min respectively. 
 
 
 
 
 
 
 
 
 
 

(a) nozzle-pressing melt spinning method 
 
 
 
 
 
 
 
 
 
 

(b) enlarged view around the nozzle 
 
Fig. 1 Schematic illustration showing the nozzle-pressing method to 
cast the foil 

 
Table 1 Specification and experimental conditions of nozzle-
pressing method to cast the foil 
 

 
Usually, stamping is used for micro-forming. However, 
cold rolling was chosen as the process for micro-forming 
in this study. In case of stamping, the contact condition is 
face-contact, whereas in rolling, the contact condition is 
line-contact. The load on the die in the case of of-line-
contact is smaller than that of face-contact, which is a 
major advantage. In micro-forming, the forming speed is 
very slow (500 s/10 μm). The forming speed of the 

rolling could be set much higher (0.08 s/10 μm) than that 
of stamping (press forming). The roll speed was set to 
2 m/min, and rolling was carried out at conditions 
identical to those at cold working. 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 2 Schematic illustration showing the process of foil-casting, 
flattening of the foil-surface and micro-forming by cold rolling. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Schematic illustration and LSCM image of V-groove die 

A 200 μm-thick Ni plating was applied to the tip, and the 
V-grooves for the die were machined into the surface of 
this Ni plating. The tip was then attached to the roll. The 
angle of the V-groove was 60 degrees. The depth of the 
V-groove was 1, 3, 5, and 10 μm respectively, and the 
diameter of the roll was 70 mm.  

The LSCM (laser scanning confocal microscopy) 
image of the V-grooves on the chip and their pattern is 
shown in Figure 3. There five areas are marked 1 to 5. 
The depths of the grooves were different in each area. 

Roll  material: copper 

diameter: 300 mm 

speed: 10 m/min  

Nozzle-roll gap initial: 0.1 mm 

Specimen Al-14mass%Si 
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inclination angle: 30 degrees 

nozzle pressing 50 N 

Foil 
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The directions of the grooves were rolling direction and 
lateral direction. The grooves were machined by FANUC 
ROBONANO α-OiB which is a 5-axis nano machine [6, 
7]. 

The thickness of the strip after buff-polishing was 
about 0.1 mm. Setting the roll-bite clearance below 
0.1 mm proved to be difficult. Therefore, two or three 
foils were superimposed when the micro-forming was 
operated by the cold rolling to prevent breaking of the 
grooves.  

3. Result and discussion 

The foil could be cast continuously, and the as-cast foil is 
shown in Fig. 4. The thickness of the as-cast foil ranges 
from 0.20 mm to 0.23 mm. The nozzle-pressing process 
was useful to reduce the air pocket on the roll contact 
surface of the foil compared to conventional melt 
spinning. However, many air pockets remained on the 
roll-contact surface of the as-cast foil. The air pocket 
could not be completely pressed by the nozzle-pressing. 
The nozzle-pressing process was useful to make the free 
solidified surface sound, too. The free solidified surface 
was not flat when the method except for the nozzle-
pressing process was used. Moreover, the free solidified 
surface was not completely solidified at 0.2 mm-thick foil 
cast by other processes. The free solidified surface was 
completely solidified when the nozzle-pressing method 
was used. The heat transfer between the foil and the roll 
was improved by the nozzle-pressing. The foil flew off 
from the roll after having cooled sufficiently. The edges 
of the foil were linear and width of the foil was constant. 

 
 
 
 
 
 
 
 
 

Fig. 4 The over view of the as-cast foil and microstructure near the 
roll-contact surface of the as-cast strip 

The microstructure of the as-cast foil is shown in Fig. 4, 
too. The area depicted in Fig. 4 is located 10 μm off the 
roll contact surface. The white particle is eutectic Si. The 
size of the eutectic Si was smaller than 0.4 μm. The 
picture shows the presence of primary Al, although 
primary Si cannot be detected, in spite of Al-14 mass%Si 
being hyper eutectic. The reason for this is believed to be 
that the eutectic point shifted to hyper side due to rapid 
solidification.  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Result of micro-forming of Al-14 mass%Si foil by cold 
rolling at a speed of 1 m/min 

This research explored cold rolling as well, and SEM 
images of the result of micro-forming are shown in 
Figures 5 and 6. The effects of annealing temperature, 
rolling speed and number of superimposed foils on micro-
forming were investigated. The SEM image provides an 
overview of the micro-formed area. It is clear that micro-
forming of Al-14%Si aluminum alloy by cold rolling was 

(b) Enlarged view of lower part of area 1 of (a) 

(c) Enlarged view of area 4 and area 5 of (a) 

 

(a) Overview of micro-formed area 

area 1
area 2

area 3 
area 4 

area 5

 rolling speed: 1.0m/min, annealing: 300OC 
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not possible. The protrusion was formed in rolling 
direction. However, the height of the protrusion was low 
in lateral direction, indicating that the forming ability is 
affected by the direction. The protrusion in rolling 
direction was not drastically affected by the conditions of 
rolling speed, annealing temperature and the number of 
superimposed foils at the forming by grooves deeper than 
3 μm. The forming of protrusions by 1 μm deep grooves 
was affected by the number of super imposed foils. When 
the two pieces of foils were superimposed, the protrusion 
could be formed by the 1 μm deep groove as shown in 
Fig. 6. When the 2 grooves of 1 μm depth were side by 
side without clearance, the protrusions were formed side 
by side.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Result of the micro-forming operated using the 1μm-depth V-
groove die by the cold rolling 

The forming speeds were 0.08 s/10 μm, 0.04 s/10 μm and 
0.02 s/10 μm, at roll speeds of 0.5 m/min, 1.0 m/min and 
2.0 m/min. The forming speed represents the time it took 
to form a 10 μm high protrusion. In the conventional 
micro-forming of metallic glass, the forming speed is, for 
example, 500 s/10 μm. In this way, the forming time used 
in the present study was very short. 

V-groove 

Protrusion 

(a) dept : 10μm (b) depth: 5μm (c) dept : 3μm 

 

 
Fig. 7 Schematic illustration showing the relationship between V-
groove and protrusion. The shape of the protrusion was measured 
using LSCM. The direction of the protrusion is in rolling direction. 

The shape of the protrusion measured by the LSCM is 
shown in Fig. 12, and its height is provided in Table 2. 
The direction of the measured protrusion is in rolling 
direction. The V-groove was not filled by the metal. The 
width of protrusion was narrower than that of the V-
groove. The foil was prolonged and the width of 
protrusion might become narrow. The difference between 
the depth of the V-groove and the height of the protrusion 
was less than 0.3 μm. It is thought that this result is 
sufficient. 
 
Table 2 The height of the protrusion formed by the V-groove. The 
direction of the protrusion is in rolling direction. 

4. Result and discussion 

Micro-forming was tried on the surface of a rapidly 
solidified Al-14 mass%Si crystalline foil by cold rolling. 
The angle of the V-groove was 60 degrees, with a depth 
of 1, 3, 5 and 10 μm. The rolling speed was 0.5, 1.0 and 
2.0 m/min. With this rolling speed, the forming time for 
protrusions of 10 μm height was 0.08 s, 0.04 s and 0.02 s, 
respectively. The 1 m/min of rolling speed was better. 
Protrusions parallel to the rolling direction could be 
formed. The forming of the protrusion was better at the 
two pieces of imposed foils. This reason was not clear. 
The ability of micro-forming of crystalline aluminum 
alloy with a fine grain structure by cold rolling was 
demonstrated by this study.  
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Rapid shape measurement of micro deep drawing parts by means of digital 
holographic contouring 

N. Wang, C. v. Kopylow and C. Falldorf 
Dept. of Optical Metrology, BIAS GmbH, Klagenfurter Str. 2, 28359 Bremen, Germany 

Abstract. An experimental approach is presented to rapidly measure 
the shape of a micro deep drawing part, which is based on a lensless 
Fourier-holographic contouring. The surface structure of the 
investigated object is dominated by the properties of the drawing 
process. Therefore, the statistical properties of the light scattered 
from the surface have been investigated and it is shown that digital 
holography is applicable in this case. Finally, experimental results 
which prove the big potential of digital holography in regards to 
inspection of micro parts are given. It is shown that the field of 
depth can be considerably enhanced by combining several 
reconstructions associated with different observation planes from a 
single measurement. 

Keywords: Contouring, Digital Holography, 3D shape 
measurement, depth of focus, micro deep drawing parts 

1  Introduction 

Currently, the manufacturing of modern mass produced 
products has to be cost-effective. The cold forming 
process fulfills this requirement especially for the 
production of high quantities of micro parts. Fig.1 shows 
a commonly produced micro deep drawing part, which 
has dimensions of about 1mm width and 0.5mm height. It 
is seen, that this bowllike metal part has a special shape 
and surface characteristic which depends on the deep 
drawing process.  

Fig. 1.  Image of a micro deep drawing part obtained by means of a 
scanning electron microscope (SEM). 

These micro parts are commonly fabricated at a high 
production rate and are liable to shape mismatchs, 
fractures and other defects. Therefore, in order to control 

the quality during the complex forming process, a fast 
and non-invasive measurement technique has to be used. 

For this purpose, a large variety of already existing 
shape measurement approaches [1-7] might be 
considered. For example, the confocal microscope can 
provide precise inspection of micro objects with high 
accuracy. However, currently there are no commercially 
available solutions, which at the same time provide both a 
rapid and a non-invasive investigation of microscopic 
objects. One of the major problems is the limited depth of 
focus which is a common characteristic for any 
microscopic imaging technique. In the following 
paragraphs, it will be shown that digital holographic 
contouring [8] can solve this problem and therefore might 
be considered a valuable approach in regards to inline 
inspection of micro deep drawing parts. 

1.1 Principle of Contouring by means of Multiple 
Illumination Directions 

Contouring by means of multiple illumination directions 
is a well established method to measure the shape of a 
diffusely reflecting object [4,7,8]. Generally this 
technique is based on two sequentially recorded phase 
distributions of light, which are scattered by the object 
under test. Each recorded phase distribution is associated 
with a specific direction of illumination. If the 
geometrical setup parameters are known, the shape of the 
object can be calculated from the phase difference of the 
two phase distributions. In this section the scheme used to 
to measure the shape of the micro part is briefly 
presented. (see Fig. 2). The method is based on the 
shifting of a point source from position S1 to S2. 

Firstly the distance between the object and the source 
point is assumed to be large compared with the 
dimensions of the object. In this case, the light incident 
on any point P at position rP=(rx,ry,rz) on the surface of 
the object can be described as a plane wave. Its phase 
φP,i(rP) is given by: 

200µm200µm
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Fig. 2. Geometric model of contouring by means of multiple 
illumination directions: S1 and S2 indicate the positions of the light 
source. P is a point on the object and B a point on the observation 
plane. The distance between the object and the light source should 
be so large in comparison to the dimension of the object, that the 
light incident on point P can be regarded as a plane wave.  

  (1) 

where ri and ki denote the positions of the light source 
during the i-th measurement and the wave vector of the 
corresponding plane wave. Let it be further assumed that 
any point P on the surface can be associated to a specific 
point B in the observation plane. This is especially true 
for those parts of the image, on which the object appears 
to be in focus. The phase φi(rB) at this observation point 
B is then given by: 

  (2) 

The shape information of the object can be calculated  
from the phase difference of the phase distributions 
associated with two positions of the light source:  

  (3) 

Here, the constant c0 only depends on the position of the 
light sources and the wave vectors rather than the shape 
information of the object. The phase difference is 
independent of the observation point but is directly 
related to the position of the point P on the surface of the 
object. When the differences of the wave vectors Δk=k1-
k2 and their components Δk=(Δkx, Δky, Δkz) are 
introduced, the scalar product in Eq. 3 can be rewritten in 
the following form: 

  (4) 

Since the shape of the object is related to the coordinate 
rz, the first two terms in Eq. 4 can be ignored when 
subtracting a phase ramp. This ramp can either be 
determined by the geometrical parameters of the setup or 
by a calibration process using a flat surface. According to 
this, if the angles of the illumination dirction αi are 
known and c0 is set to be c0=0, then we obtain: 

  (5) 

From this, the desired shape information of the object 
can be directly calculated by the height rz. 

1.2 System Setup 

Here, digital holography is used in order to obtain the 
phase distribution of the light in the observation plane. 
In Fig. 3, a schematic Fourier-holographic setup for 
digital holographic contouring is presented. A micro 
deep drawing part, which has the same dimensions as 
the one shown in Fig.1, is the object under 
measurement. It is illuminated by a plane wave, 
provided by an optical fibre in the front focal plane of 
a collimating lens. The angle of the plane wave can be 
changed by either shifting the source point or the lens. 
A second fibre is located close to the object and 
provides a spherical reference wave. In order to 
capture the hologram arising from the superposition of 
the reference wave and the light scattered from the 
object, an analyzer (polarization filter) is located in 
front of the camera which equalizes the polarization 
states of the interfering wave fields. Considering the 
complex amplitude U(rS)=A(rS)·exp[iφ(rS)] in the 
sensor domain {rS}, the hologram H(rS) is given by 
[5]: 

 (6) 

Fig. 3. Sketch of the setup 

For the investigations, a dye-laser was used with a 
wavelength of λ=582nm and the sensor of the camera had 
2452 × 2054 pixels with a size of 3.45 × 3.45µm. The 
distance between the object and the camera ws set to be 
about 3cm, in order to obtain a suitable speckle size 
compared with the pixel size of the camera. 
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2. Experimental Results 

Digital holographic contouring is a speckle technique. 
Therefore, an important prerequisite is that the speckle 
field is fully developed [9], e.g. that the surface scatters 
light in any direction rather than reflecting it like a 
specular surface. Since the surface characteristics of the 
object investigated depends strongly on the fabrication 
process of micro deep drawing, this important fact must 
be validated in preparation to the measurement. A 
common technique for verification of the statistical 
properties of fully developed speckles is the probability 
density distribution of the captured intensity which is 
given by [10,11] 

  (7) 

The calculated probability density distribution of the 
measured intensity of the speckle field is given by Fig. 4. 
The dashed line shows the probability density function 
P(I) as it is expected from Eq. 7. Comparing the curves, it 
is found that the measured probability density is in 
reasonable agreement with the theory. The remaining 
deviations arise because the physical speckle field has 
been convoluted by the sensitivity profile of the camera 
pixels. This has the effect of lowpass filtering and 
therefore reduces the probability for black and changes 
the statistics for small intensities as seen from the 
measured density distribution in     Fig. 4 [12]. From the 
results, it can be concluded that digital holographic 
contouring should in principle be applicable to typical 
micro deep drawing parts such as the presented bowllike 
structure. 

Fig. 4. Probability density function of the detected speckle field. 

The captured holograms have been used to reconstruct the 
complex amplitude U(rB

(j)) of the wave field scattered by 
the object in four different observation planes (j = 1, …, 
4) by extracting U(rS) from Eq.6 by means of Fourier 
filtering and solving the Rayleigh-Sommerfeld diffraction 
formula [5]: 

  (8) 

The differences Δφ(j)=φ1(rB
(j))-φ2(rB

(j)) of the 
corresponding phase distributions associated with the two 
illumination directions are exemplarily shown for two 
depths in Fig. 5.a and Fig.5.b. It is clearly seen that due to 
the limited depth of focus across a single reconstruction, 
both of the phase differences is partly corrupted by 
speckle decorrelation, which is marked by the white 
boxes. 

a 

b 

c 

Fig. 5. The phase differences between the two phase distributions 
examplarily (a) Δφ(1) in the lower, (b) Δφ(4) in the  top observation 
plane and  (c) a combined phase difference, obtained in only one 
Fourier-holographic measurement with two illumination directions. 
All distributions are sampled by 440 × 460 pixels. 
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In order to retrieve an undistorted phase difference for the 
whole micro deep drawing part, a combined phase 
difference was created manually from the parts which are 
not prone to decorrelation effects. The result of this 
procedure is presented in Fig. 5.c. To recover the shape 
from the combined phase difference, it has to be 
unwrapped, e.g. the discontinuous 2π-jumps arising from 
the sinusoidal nature of the phase have to be eliminated 
by adding multiples of 2π [13]. After subtracting the 
known phase ramp as mentioned in Section 2, the 
unwrapped phase values are inserted into Eq. 5. The 
result is shown in Fig.6.b. For comparison the 
reconstructed amplitude A(rB

(4)) in the top observation 
plane is shown by Fig.6.a. 

a 

b 

Fig. 6. (a) The reconstructed amplitude A(rB
(4)) in the top 

observation plane for comparison, and (b) the unwrapped phase map 
from the manually created phase difference after subtracting of 
phase ramp, which corresponds to the height of the object. All 
distribution are sampled by 440 × 460 pixels. 

3. Conclusion 

In order to measure the shape of a micro deep drawing 
part, an experimental approach has been taken which is 
based on a lensless Fourier-holographic contouring by 
means of two illumination directions. Using this scheme, 
the shape of the micro part was succesfully captured. The 
advantages of the proposed method over the current state 
of the art are: 

• this method is non-invasive, rapid and accurate for 
objects fabricated in a micro deep drawing process; 

• this method provides an enhanced depth of focus in 
comparison with standard microscopic imaging 
techniques. 

The investigations have shown that digital holographic 
contouring has big potential in regards to quality control 
and optical inspection of micro parts fabricated in a cold 
forming process. 
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Fracture Limits of Metal Foils in Micro Forming 

F. Vollertsen, Z. Hu, H. Wielage, L. Blaurock 
BIAS – Bremer Institut für angewandte Strahltechnik GmbH, Klagenfurter Str. 2, 28359 Bremen, Germany 

Abstract. The downscaling of manufacturing processes leads to a 
rise in new challenges in process design. Amongst these challenges 
is a decrease in the limiting drawing ratio observed in micro deep 
drawing of metal foils. Furthermore, fracture occurs at punch force 
levels well below those predicted by common equations. In this 
paper, it is proposed that these phenomena can be accounted for by 
non-uniformities in the flow behavior of the material due the large 
difference between grain sizes. The localized strains before fracture 
- as recorded by digital image correlation - of stretch formed 
aluminum foils are presented and the strain evolution is examined. 
Evidence to verify the working thesis is gathered by implementing 
the observed flow non-uniformities into a finite element simulation 
and comparing the computed results with the experimental ones. 

Keywords: micro forming, material failure, material limits 

1. Introduction 

The process limit in micro sheet forming is usually 
mainly affected by material failure [1]. The layout of a 
process in order to achieve a required process capability 
value relating to material failure requires a precise 
knowledge of the real process conditions which lead to 
material failure in the form of cracks. Thus, a requested 
process capability can be reached concurrently with cost 
efficient material selection. 
An indicator of the maximum formability of the material 
is the limiting drawing ratio. It is defined as the ratio of 
the maximum blank diameter that can be successfully 
drawn into a cup to the punch diameter without flange 
[2]. A major failure mode that prevents a blank from 
being successfully drawn into a cup is fracture near the 
cup bottom. In [3], process windows for micro and macro 
sheet forming were determined. A decrease in the 
limiting drawing ratio was observed in the micro deep 
drawing of metal foils. Furthermore Hu established [4] 
that fracture occurs below the theoretical force by bottom 
fracture. Therefore, experimental investigations in micro 
deep drawing with a punch diameter of 1 mm with 
aluminum (thickness 20 µm) were carried out. It was 
found that the maximum punch force ranged 50 % below 
the calculated force by bottom fracture. 
In order to find an explanation for these phenomena, a 
closer look was taken at the forming limit behaviour of 

micro stretch formed specimens. Therefore, this paper 
reports on forming experiments conducted on aluminum 
foils (AISI 1050A) with a thickness of 20 µm, and results 
of a finite element simulation of the strain behaviour of 
the stretch formed specimens. 

2. Experiments 

In order to analyze fracture limits of micro formed 
specimens, the forming method pneumatic bulge test was 
used. The set-up of the pneumatic bulge test is shown in 
Fig. 1. The specimen is fixed on the pressure hull by a 
drawing die. By adjusting the regulating valve, the 
internal pressure is raised till the specimen cracks. The 
pressure gauge measures the actual pressure in the cavity 
before the specimen cracks. The equivalent punch 
velocity is set to 0.4 mm/s. For the stretch-forming 
experiments, a die with a diameter of 6.4 mm was used. 
All experiments were conducted using cold-rolled 
aluminum foil AISI 1050A which was fully annealed by 
the supplier to condition O. The cross-sections of the 
aluminum foils were investigated by optical microscopy 
and electron backscatter diffraction mapping. 
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Fig. 1. Set-up of the pneumatic bulge test 

The local strain on the specimen was measured using 
digital image correlation with an adapted optical 
deformation measurement system ARAMIS (GOM 
International AG). For correlation purposes, a fine gray-
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scale pattern was applied to the blanks via a spray-
painting process specially adapted to the accuracy 
requirements and fragility of the blank material. The 
uncertainty in displacement measurement is calculated to 
a typical value of 0.04 Pixel. With the pixel spacing of 
6.8 µm, the displacement uncertainty therefore equals 
0.03 microns. With a given computational domain for the 
discrete derivation Δx, the uncertainty of strain 
measurement can be calculated using [5] 

 
x

d
Δ⋅

Δ=Δ
2

ε  (1.1) 

Equation 1.1 shows the impact of a chosen computational 
domain on the uncertainty of strain measurement. 
Maximizing the computational domain leads to a 
negligible uncertainty in strain measurement and a 
reduction in calculation time for the derivation. However, 
as a trade-off, the increased computational domain blurs 
localized strain differences. A computational domain of 
Δx = 8 Pixel was found to be a good compromise 
allowing the observation of local effects with a 
reasonable uncertainty of strain measurement of 
approximately 0.35 % engineering strain. 

3. Results 

3.1 Strain Distribution over Specimen 

The strain at the position of fracture is usually larger than 
anywhere else in the specimen in a bulge test. Therefore, 
it is necessary to investigate the strain distribution on the 
specimen, especially before cracking occurs. For this 
purpose the pneumatic bulge test was first simulated 
using the program ABAQUS 6.9-2 to get a theoretical 
strain distribution for this test. In this simulation, the 
same conditions and the same material properties as in 
the experimental tests were applied. The simulated strain 
distribution is shown in Fig. 2a). The strain increases 
monotonically from the border to the center of the 
specimen. At the middle of the specimen, the strain is 
largest. Theoretically, the fractures should occur in this 
range. Furthermore, major and minor strains show the 
same distribution pattern with identically values. 
Using the method described in section 2, the strain 
distribution in the specimen in the pneumatic bulge test 
was acquired experimentally. One example is shown in 
Fig. 2b). Compared with the simulated results, the 
experimental strain distribution clearly shows a large 
difference. The strain is not distributed rotationally 
symmetric. Some separated islands show higher strains 
than the remaining material of the specimen. These local 
strain maxima are the starting points of the cracks. No 
crack showed the same major and minor strains.  
 

 
Fig. 2. Comparison of simulation and experiment for an aluminum 
specimen with a thickness of 20 µm, die diameter 6.4 mm, color 
scale: von Mises strain; a) FEM-simulation of pneumatic bulge test, 
load: 5 bar in 13 s, material data of tensile tests; b) effective strain of 
a pneumatic stretch formed specimen, last picture before crack 

3.2 Fracture Distribution over Specimen 

As a main indicator for the characterisation of fracture 
behaviour, the fracture distribution over the specimen was 
investigated. Therefore, fifteen 20 µm thick specimens, 
which were stretch formed by the pneumatic bulge test, 
were evaluated to determine the crack position on the 
specimen. Fig. 3 shows the position of the crack with 
respect to the direction of rolling. It can be seen that no 
preferred direction of cracking with respect to the 
direction of rolling can be identified. 
 

sample

Percentage of 
cracks in this
direction %

Crack position
concerning the
direction of rolling in °

 

Fig. 3. Position of the crack with respect to the direction of rolling of 
20 µm thick specimen 

A frequency scale of the distance from the specimen 
center to the position of the fracture is displayed in Fig. 4. 
The graph reveals no normal distribution of the fracture 
distance. The fractures are distributed between boundary 
and center of the specimen. However, the frequency of 
fractures at the middle of the specimen (within a circle 
with a diameter of 1 mm) is the lowest, which is totally 
opposite to the theoretical prediction shown in Fig. 2a). 
This indicates that the conventional theory implemented 
in the model is not necessarily valid for the analysis of 
fracture behaviour of micro specimens. For a better 
control of the micro forming processes, an increase in 
understanding of forming behavior of micro specimens is 
required. 
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Fig. 4. Distribution of the distance of specimen center to crack on 
the specimen of 20 µm thick specimens 

4. Discussion 

4.1 Yield Strength Distribution over Specimen 

Using ARAMIS, the local strain of the specimen in a 
pneumatic bulge test can be acquired. Since the 
geometrical parameters and the pressure in the cavity are 
known, the actual stress loaded locally on the specimen in 
bulge test can be calculated. Thus, a stress-strain curve 
can be produced for each spot of the specimen. Due to the 
non-uniform strain distribution (Fig. 2b) on the thin 
specimen in the bulge test, different stress-strain curves 
were produced for one specimen. As an example, Fig. 5 
shows two different flow curves produced from one 
specimen. Curve B is for an element in the crack, which 
was not positioned in the middle of the specimen. Curve 
A is for a specimen element, which was not cracked. The 
flow stress of curve A is obviously higher than of curve 
B.  

 
Fig. 5. Different flow curves of a specimen 

In order to verify the influence of these different stress-
strain curves on the fracture behaviour of thin specimens, 
the observed flow non-uniformities were implemented 
into a FEM-simulation for the bulge test with the program 
ABAQUS 6.9-2. The conditions implemented in the 

simulation are shown in Fig. 6a), in which several regions 
with properties defined according to curve B in Fig. 5 
were set. The rest of the specimen material was defined 
according to the curve A. The simulated strain of the 
specimen in bulge test is shown in Fig. 6b). A focused 
strain exists in the spot, whose property was defined 
according to the curve B, though its position is not in the 
middle of the specimen. This is similar to what was 
observed in the experiments and indicates that the non-
uniform fracture behaviour of thin specimens is due to the 
non-uniform material strengths. 

 

Flow stress of 
curve A

Elements with flow
stress of curve B

 
Fig. 6. FEM-Simulation conditions (a) and results for true strain 
behavior (b) for an Al99.5 specimen with a thickness of 20 µm 

4.2 Grain Size Distribution over a Specimen 

In order to find out the reason for the non-uniform 
strengh of thin specimens, a closer look was taken at the 
material and its microstructure. Fig. 7 shows micrographs 
of the surface of a 20 µm (Fig. 7a) and a 0.4 mm (Fig. 7b) 
thick aluminum foil. In both cases, there are many big 
grains and some regions with quite small grains. Grains 
in different sizes have different flow behaviours. In the 
case of the 0.4 mm thick sheet, the difference between the 
big grains and the small grains is not as large as in the 
case of the 20 µm thick foil. This might be the reason for 
the extreme non-uniform strength of the thin specimen, 
which leads to a non-uniform fracture behaviour in micro 
forming processes. 

 a   

Fig. 7. Surface micrograph of: a) Material Al99.5, thickness 20 µm; 
b) Material Al99.5, thickness 0.4 mm 

a b

a b
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5. Conclusion 

Pneumatic bulge tests were carried out on aluminum foils 
with the thickness of 20 µm. Contrary to the expected 
concentric strain-pattern, a highly irregular local 
distribution of strain was observed on the specimens. 
Fracture occurred at random radial distances from the 
centerpoint of the specimens. One possible reason for this 
non-uniform fracture behavior was identified as non-
uniformities in the flow behavior of the material due to 
the large difference between grain sizes. This was 
illustrated by a FEM-simulation. 
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A theoretical model for the velocity field of the extrusion of shaped sections 
taking into account the variation of the axial component 
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Abstract. A new formulation has been given which accounts for 
the variation of the velocity field in the axial direction in any 
section of the deforming region. The difference in the present 
formulation with previous ones is its generality and the 
improvements in the final results obtained by this method as 
compared with previous works. The main features in the new 
formulation are the initial and final velocity discontinuity 
surfaces which are defined by three dimensional curved surfaces. 
These surfaces are constructed using parametric B-spline curves 
which could be easily manipulated changing the shape of the 
velocity discontinuity surface and hence the deforming region. 
An upper bound on power has been obtained using the mentioned 
velocity field. Extrusion of polygonal shaped sections was 
analyzed using the present formulation and the results showed 
about 10 percent improvements over previous works data. 
Experiments were also carried out and good agreements were 
observed between experimental and theoretical results. 

Keywords: Velocity Field, Discontinuity Surface, Forward 
Extrusion, Shaped Sections, Upper Bound, Experiment 

1. Introduction 

 Velocity fields proposed for the upper bound analysis 
of the forward extrusion of shaped sections, by 
previous workers, have mostly assumed flat surfaces of 
velocity discontinuities at entry to and exit from the 
deforming region. This is obviously a deviation from 
reality and apart from causing the upper bounds to be 
further away from the real situation; this also meant 
that the prediction of material flow could not have been 
predicted properly using the previous solutions.  

Early works on this subject could be found in paper 
by Nagpal and Altan [1] who introduced the idea of a 
dual stream function. Based on this concept they 
obtained a kinematically admissible velocity field on 
which the upper bound to the extrusion load was based. 
Yang and Lee [2] published an analysis of the three-
dimensional extrusions of sections through curved dies 
using a conformal transformation technique. Extrusion 
of non-circular sections through shaped dies was 

investigated by Gunasekara and Hoshino [3] who 
improved their results as compared to previous works. 
Chitkara and Abrinia [4] gave a generalized upper 
bound solution for the forward extrusion of shaped 
sections in which CAD-CAM mathematical relations 
were incorporated. Cleik and Chitkara [5] applied the 
upper bound method to off-centric extrusion of square 
sections. Abrinia and Bloorbar [6] presented a new 
improved upper bound solution for the extrusion of 
shaped sections using CAD techniques. Abrinia and 
Makaremi [7] gave a formulation for the extrusion of 
sections with larger dimensions than the initial billet. 
Wu and Hsu [8] gave account of a velocity field which 
incorporated the effect of the varying axial component 
of the velocity field. However in this paper a newly 
developed formulation has been presented for the 
kinematically admissible velocity field of the forward 
extrusion of circular to square section profile, 
accommodating the variation of the velocity in the 
axial direction. Due to the generality of the 
formulation, it could be applied to many shaped 
profiles. 

2. Theory 

In the present work the velocity profile has been 
formulated according to a more realistic case of Figure 
1, where the entry and exit surfaces of the deforming 
region have been taken as curved surfaces. Clearly the 
amount of curvature for the entry and exit velocity 
discontinuity surfaces could be different. In fact these 
have been taken as optimization parameters for the 
upper bound formulation. 
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Fig. 1 Deformation zone of the forward extrusion of the shaped 
sections-velocity fields with varying axial components 

Consider a particle of material moving towards the 
deforming region from the left side of Figure 1 and 
touching the velocity discontinuity surface at point D  
and then moving on a streamline DD ′   where it leaves 
the deforming region at D′ . Then one can define the 
entry and exit surfaces of velocity discontinuities as 
follows. 

( , )Z Z u ϕ=                            (1) 

' '( ' ', ')Z Z O B ϕ=                      (2) 

Now points B  and B′  lie on lines OA  and AO ′′  
respectively and are used to define the coordinates of 
points D  and D′ as general points on the curved 
velocity discontinuity surfaces. A general expression 
defining the streamline DD ′ could be defined as: 

( ) ( ) ( ) ( ), , , , , , , ,r u q t f u q t i g u q t j h u q t k= + +      (3) 

where u , q and t are parameters related to the 
cylindrical coordinate system r , ϕ and z  such that  

1010,10 ≤=≤≤=≤≤=≤
l
ztandnq

R
ru

π
ϕ  

Functions f , g and h define the x, y and z 
coordinate of any point in the deforming region. More 
details about these formulations can be found in earlier 
works by the author [6] and [7]. The Cartesian 

coordinates of a general point P on any streamline such 
as DD ′ can be written as: 
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Hence equation (3) becomes:  
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 Now in order to determine the function ),,( tquh  we 
have to define the initial and final discontinuity 
surfaces as in Figure 2.  

 
Fig. 2 Deformation region for the exit section 

The initial velocity discontinuity surface (Figure 2) is 
defined by a parametric function. This function is 
influenced by various initial extrusion parameters. The 
function chosen to provide these properties is a B-
Spline function. It is defined by four control points in 
an allowable region obtained using De Boor algorithm:  
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Rotating the base function around Z-Axis covering the 
velocity discontinuity surface, the control points above 
Z axis would not change. Thus the cubic_ B spline 
function is: 
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Substituting for the control points from equation (7) 
into equation (8) we have: 

dd

dz

×+×+++−+

×+−=

64
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23

υυυυ

νυυ
             (9) 

Kinematically admissible velocity field 

The velocity field formulation used here is very similar 
to that in [7] except that the axial component is 
formulated differently to accommodate its variation in 
each cross section. For the extrusion of a circular billet 
to a square section, considering that r  in equation (3) 
defines a general streamline (point p in figure (2)), the 
equation of the velocity vector for the same point on 
the streamline could be defined by: 

)(
)(

1

2
1

222

kVjViV
VVV

V zyx

zyx

++

++

=                 (10)                                                                                    

The components of the velocity field are given by: 

z
t

t
x V

h
fV = ,  z

t

t
y V

h
gV =  and   ),,( tquMVz =     (11)                                              

where the derivative of function handgf ,  are 
derived from equations (4) and function ),,( tquM  
is obtained from the incompressibility conditions (see 
[7]). Once the velocity field has been obtained the 
strain rate and the upper bound on power are easily 
found using the equations given in [7]. 

3. Results and Discussions 

The results for the extrusion of rectangular section 
from round billet are shown in Figure 3. The effect of 
reduction of area on the extrusion pressure is illustrated 
in this figure and it can be seen that the correct trend is 
predicted. It is also noted that higher reductions cause 
the optimum relative die length to increase.  
Similar results for the extrusion of hexagonal sections 
are also shown in Figure 4 where the influence of 
friction on the extrusion pressure is shown. In these 
figures putting the friction factor equal to 1 gives the 
case for flat faced die extrusion and other values of 
friction factor are for bilinear dies with different 
lubrication and surface qualities. 
 

 
Fig. 3 Extrusion of rectangular section-effect of reduction of area 
on the relative extrusion pressure 

 
Fig. 4 Extrusion of hexagonal section-effect of friction on the 
relative extrusion pressure 

As it was explained in the theory section, the shapes of 
the initial and final velocity discontinuity surfaces are 
controlled by parameters a  and d so that smaller 
values for these parameters mean that the shape of the 
surfaces approach a flat plane. The effect of these 
parameters is shown in Figure 5. It can be seen from 
this figure that the smaller the value for the initial 
velocity discontinuity parameter, ,a the smaller is the 
value for the extrusion pressure. This means that the 
initial velocity discontinuity surface must be flat. It is 
also seen from Figure 5 that the final velocity 
discontinuity parameter, ,d influences the extrusion 
pressure, having an optimum value for a given set of 
conditions.  

 



56 P. Farahmand and K. Abrinia 

 

 
Fig. 5 Effect of initial and final velocity discontinuity parameters 
on the relative extrusion pressure  

Since in this work the component of the axial 
velocity was taken to be varied in each cross section 
along the deforming region the velocity distributions of 
the axial component are given in Figure 6. The top 
figure shows the velocity distribution for different 
angular positions and at a certain position on the radial 
direction as shown. In the bottom figure the 
distribution is shown for different radial positions and 
a certain angular position. 
Comparisons of results with previous work for the 
extrusion of square section from round billet are shown 
in Figure 7 and  the extrusion of hexagonal section 
from round billet is shown in Figure 8. From Figures 7 
and 8 it can be seen that the present results give lower 
upper bounds and are better when compared with 
previous results. 

 

 

 
Fig. 6 Velocity distribution for the axial component of the 

material flow along the deforming region. 

 
Fig. 7 Comparison of results with previous work for the extrusion 

of square profile 

 

 
Fig. 8 Comparison of results with previous work for the extrusion 

of hexagonal profile 

  



A theoretical model for the velocity field of the extrusion of shaped sections    57 

 

References 

[1] Nagpal V, Altan T, (1975) Analysis of the three dimensional 
metal flow in extrusion of shapes with the use of dual stream 
functions. 3rd. NAMRC Conference, Pa., Pittsburgh, 26-40. 

[2] Yang DY, Lee CH, (1978) Analysis of three-dimensional 
extrusion of sections through curved dies by conformal 
transformation. Int.J.Mech.Sci. 20(9) 541-552. 

[3] Gunasekara, JS, Hoshino S, (1980) Extrusion of non-circular 
section through shaped dies. Annals of the CRIP VOL 29. 

[4] Chitkara NR, Abrinia K, (1990) A generalized upper-bound 
solution for three-dimensional extrusion of shaped sections 
using CAD/CAM bilinear surface dies. 28th Int. Matador 
Conf. 

 [5] Celik KF, and Chitkara NR, (2000) Application of an upper 
bound method to off-centric extrusion of square sections, 
analysis and experiments. Int.J.Mech.Sci. 42 321-345. 

[6] Abrinia K, Bloorbar H, (2000) A new improved upper bound 
solution for the extrusion of shaped sections using CAD 
techniques. Proceedings of COMPLAS VI Conference- 
Barcelona, Spain. 

[7] Abrinia K, Makaremi M, (2008) A New Three Dimensional 
Solution for the Extrusions of Sections with Larger 
Dimensions than the Initial Billet. J.Mat.Proc.Tech. 205, 
259-271. 

[8] Wu CW, Hsu RQ, (2000) A universal velocity field for the 
extrusion of non-axisymmetric rods with non-uniform 
velocity distribution in the extrusion direction. J. Mat. Proc. 
Tech., 97, 180-185. 

 



2–10 

A theoretical model for the material flow for the forward extrusion of 
complicated and non-symmetric sections 
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Abstract.  In this paper A new generalized analysis for the forward 
extrusion of complicated and non-symmetric sections is presented. 
The new formulation is based on the concept that all points on the 
cross section of the initial billet map similar points on the final 
section of the extruded profile. As a typical nonsymetric shape a U 
shaped section was chosen.The new formulation is more advanced 
over the previous models as regards the material flow. In previous 
models due to assumptions made for the sake of simplicity of the 
formulations, the flow of material was very far away from the reality 
of the problem. However in the present formulation the flow of the 
material in the theoretical model is much closer to the real problem 
than any previous works. Using the admissible velocity field 
obtained based on the present theoretical model, results were 
obtained which were in good agreement with experimental data. 
Also comparing the previous works with the present method 
improvements on upper bound values were observed. 

Keywords: 3D nonsymetric extrusion, Upper bound method, U 
shaped section. 

1. Introduction 

Extrusion is one of the most important metal forming 
processes due to its high productivity, lower cost and 
better mechanical properties. Forward extrusion of 
symmetric shapes has been a heavily worked research 
area during the past three decades. However extrusion of 
complicated components, especially ones with no axis of 
symmetry have rarely been touched by researchers. 

The process is difficult to analyze due to the 
complexity of die shape and metal flow in the deforming 
region. Material flow is not contained in the radial plane 
along the die axis and this behavior results in unusual 
stress and strain fields. Therefore most of the attempts to 
predict metal flow behavior are based on simplifying 
assumptions. 

Chitkara and Abrinia [1] developed a generalized 
method based on the streamline die design for analyzing 

3-D extrusion which automatically gave an admissible 
velocity field for arbitrary sections. Abrinia and Bloorbar 
[2] presented their formulation for the solution to the 
three dimensional problem of the extrusion of shaped 
sections using a deforming region which unlike previous 
work did not consider the entry and exit to the deforming 
region as flat surfaces but rather as curved surfaces. 

Chitkara and Celick [3] presented a method for the 
extrusion of U and I shaped sections through round 
billets, which was based on off-centric points. They 
investigated the optimum shape for designed extrusion 
dies and carried out some experimental tests to verify 
their theoretical results. Abrinia and Zare [4] gave a new 
formulation for the sections without an axis of symmetry. 

 Abrinia and Makaremi [5] developed a new 
formulation for the extrusion of a section with larger 
dimensions of initial billet. Davarzani and Abrinia [6] 
presented a method for the optimization of die shape for 
extrusion of round billet to L, I and C shaped sections. 

In this paper a new formulation for the forward 
extrusion of U sections is presented. Comparison between 
new and former methods is presented. Also some 
experiments were carried out to verify the analytical 
results. 

2. Deforming Region 

In order to develop a theoretical solution, a deformation 
region for the extrusion of shaped section is defined as 
shown in Figure 1. The dimensions of the section shown 
are considered in parametric form to generalize the 
problem. As illustrated in Figure 2, the exit surface was 
divided so that the material flow could be modelled in a 
more realistic way with respect to previous works. 
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Fig. 1. Deformation Region for U-shaped section 
 

Fig. 2. Divisions for the extrusion of  a U section 
 a) exit section b) corresponding initial billet 

As shown in Figure 2, the exit section is divided so that 
whatever values the parametric dimensions assume, the 
number of divisions remains the same. Area O′A′B′ in the 
initial billet is extruded to area OABM in the exit section 
and so on. Any point in the deforming region could be 
defined as the following vector: 

ktquhjtqugitquftqur ˆ),,(ˆ),,(ˆ),,(),,( ++=  (1) 

where f, g and h define the positions of X, Y and Z 
coordinates respectively and u, q and t are dimensionless 
variables changing between 0 and 1 that are defined as 
follows: 

L
z t; 
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q ; ===

π
ϕ

R
ru                       (2) 

By changing these variables any point in the deforming 
region can be defined. 
Considering Eq. 1 cartesian coordinates of any arbitrary 
point in the deforming region can be writen as: 

Lttquh
GttquRtqug
FttquRtquf

=
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)1)(2cos(),,(

π
π

 (3) 

where F and G are x and y coordinates of the 
corresponding point on the exit section and are computed 
based on cross sectional area. All points on the exit cross 
section are defined by assigning values between 0 and 1  
to u and q, and by assigning values between 0 and 1 to t 
all the point in the deforming region could be defined. 
For the case of bilinear dies h is only a function of t. 

3. Velocity Field 

The general velocity vector for any arbitrary point in the 
deforming region is given by: 

 kjiV vvv zyx ++=  (4) 

A kinematically admissible velocity field based on the 
above deforming region is given by: 
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where M is a function that is obtained by considering 
compressibility conditions.  
Three dimensional incompresibility relation is given by: 
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By using the introduced velocity field and after some 
manipultion and integration of the compressibility 
equation the following equation is obtained for M: 
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where C(u,q) is obtained from boundry condition at t=0: 
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By definig M(u,q,t) velocity field is fully obtained 
through Eq. 5. 
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4. Upper bound solution 

Upper bound value for extrusion power is given by: 

 WWWWJ xfie +++=*  (9) 

where W e  the power due to the velocity discontiuity at 
entrance section is given by: 
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W x  the power due to velocity discontinuity at exit section 
is given by:  
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W f  the power due to friction between working 
material and die surface is given by: 
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where m is the friction factor. 

Finally W i  the power due to internal deformation is 
given by: 

( )dv

dvW

yzzxxyzyx

v

m
f

∫∫∫

∫∫∫

+++++=

=

222222

 
3

εεεεεε

εσ
                        (13) 

Relative extrusion power is given by: 
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where v0  is the velocity at the entrance section of the 
deformating region. 

5. Results and Discussions 

Results of relative extrusion power versus dimensionless 
length of the die (P/Y vs. L/R) for the friction factors of 
0.2 and 0.4 for the U-shaped profile is indicated in Figure 
3. As seen with incresing the friction factor the extrusion 
pressure is increased. 

 
Fig. 3. Relative extrusion pressure for U-shaped section. 

Comparison of results of the relative extrusion pressure 
against relative die length (P/Y vs. L/R) for the works of 
Chitkara and Ceilik [3], Davarzani and Abrinia [6] and 
the authors for the extrusion of the U-shaped section rod 
are shown in Figure 4. It can be seen that authors’ results 
are lower than those obtained by others. For these 
samples the reduction of area is 70% (Ra=70%), the billet 
radius is equal to 12.7mm and the friction factor is 0.4. 
Some experiments were carried out by Chitkara and 
Ceilik [3] for this die section with L/R=1.73 (see Figure 
4). 

 

 
Fig. 4. Comparison of relative extrusion power vs. relative die 

length between refrences [3], [6] and author’s results. 

As shown the authors’ results are much closer to the 
experimental results than the former method. Also seen is 
the optimum relative die length which is about L/R=0.8in 
all methods. In Table 1, results of the present study have 
been compared with the results from references [3] and 
[6] and experimental results. 
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Table 1. Comparison of  results for  references [3] and [6] and 
authors’ method with experimental data from [3]. 

 P/Y Force 
Author 3.58 58.2 

Abrinia et al [6] 3.70 - 
Chitkara et al[3] 4.01 - 
Experiment [3] 3.35 54.5 

 
Die position effects the results of relative extrusion 
pressure considerably so that  optimizing the die 
position, gives a lower value for the extrusion 
pressure. The upper bound method has been used to 
find the optimum place for die position. Figure 5 
shows the optimum position of  the die as computed. 

 

Fig. 5. Optimum die position 

Figure 6 shows the relative extrusion pressure versus the 
die center distance from the billet center. Values of h0 
and v0 are x and y distances between the billet center and 
the profile section’s center of area respectively. As seen 
in this figure the profile center is not the optimum 
position of the die in this section. Optimum position of 
the die is at h0=0 and v0=-0.4.  

 

 
Fig. 6. Optimum die position 

 

For further investigation on the validity of present 
method, results of upper bound are verified with 
experimental results of Chitkara and Ceilik [3]. Figure 7 
shows extrusion force vs. displacement of ram. 

Tellurium Lead is considered as working material and 
its stress-strain curve is given by [3]: 

 22.0 /1.32 mMNεσ =  (5.1) 

 
Fig. 7. Extrusion force vs. ram displacement 

 
As shown in Figure 7, the inflexion point of the curve 

predicted by the upper bound method is to the left of the 
same point in experimental results. This is due to the fact 
that the ram displacement during the elastic deformation 
and filling of die cavity has not been considered in the 
theoretical method. Otherwise the results of the upper 
bound method are in good agreement with the 
experimental results. 
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Abstract. A new optimization algorithm for combined processes of 
deep-drawing and ironing has been created in order to improve these 
types of axisymmetric components manufacturing procedures. The 
model provides a comprehensive analysis  of  those phenomena 
occurring in multi-stage processes of axisymmetric geometry work-
pieces. The scientific development starts out from works that 
provide LDR (limiting drawing ratio) solutions based on normal 
anisotropy value, strain hardering exponent and others parameters 
which have just been applied to the drawing and redrawing stages so 
far. The authors extend this work to the ironing stages, and also 
provide a global and integral scientific solution for the whole 
process. At the beginning the algorithm provides an initial solution 
which is afterwards optimized by means of objective functions and 
constraints. The resolution of the optimization process is carried out 
by a recursive function that minimizes the total time of the global 
process. The enhanced solution performs a significant reduction in 
time and costs of the process. The model allows the modification 
and correction of certain process variables in order to predict the 
impact of those that are not fully controllable. The final results are 
compared using experimental results obtained by the authors, so as  
to show the reliability of the complete solution.  

Keywords: Optimization algorithm, Deep drawing, Ironing, 
Limiting drawing ratio, Aided system, Intelligent manufacturing.  

1. Introduction 

Industry requires developments to be more efficient and, 
in particular with regards to the deep-drawing procedures, 
where it is important to decrease the process times and 
costs. Thus, it is necessary to devise specific algorithms 
that will satisfy these needs. These algorithms should be 
based on a technological and scientific basis that will 
provide solutions capable of transfering to industries. The 
deep-drawing process has been analysed under this 
perspective but it is also convenient as a global model 
that considers all stages of the process (drawing, 
redrawing and ironing).  

This paper presents a model, which provides a 
comprehensive analysis of those phenomena occurring in 
the multi-stage processes of axisymmetric geometry 

workpieces. The scientific development departs from the 
works of Leu [1] and Sonis et al. [2] that provide LDR 
(limiting drawing ratio) solutions based on normal 
anisotropy value, strain hardering exponent and others, 
applied to the drawing and redrawing stages. The 
technological model proposed in [3, 4] has a scientific 
foundation based on the literature regarding the plastic 
deformation processes and, in particular about drawing 
[5, 6], redrawing [7] and ironing. This analysis allows for 
analyzing geometries of axisymmetric components, to 
manufacturing by a multi-stage deep-drawing process. 

The literature has realised contributions in the 
drawing process of blanks [1,8]. The phenomena that has 
happened in this operation has been researched and, 
today, these phenomena and their equations are well 
known [9, 10]. However, the redrawing and ironing 
phenomena have received less attention [2, 11]. This 
work contributes to the definition and modelization of the 
drawing, redrawing and ironing process, together with a 
common focus of the drawing process, to analyse in 
general the three processes. 

The technological model shows a quantitative and  
integrated analysis in a multi-stage deep-drawing process 
based on a scientific solution and real measurements. 
Also, the model permits a modification for some process 
variables to predict the influence on the results [12]. In 
addition, it is based on the definition of limiting 
conditions to guarantee the stability of the process. The 
simultaneous accomplishment of the limiting situations of 
each process (drawing, redrawing and ironing) allows for 
fixing a boundary to the values of each stage. This is the 
initial solution. The model permits the optimisation of the 
initial solution from several points of view: process total 
time, manufacturing cost, among others, such as punch 
and die wear, etc. This optimisation is based on the 
resolution of an algorithm by means of recursive 
functions, which explore all the possibilities of the 
process and it selects the more adequate. The algorithm is 
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supported by a software that provides an Aided System 
[13].  

2. Initial solution 

The technological model offers an initial solution, by 
means of the following output data: 

- Characterization of drawing stage 
- Characterization of redrawing stages 
- Characterization of ironing stages 
- Number of stages 
- For each stage: 

▪ Exterior diameter, dn    
▪ Length, ln   
▪ Wall thickness, en  
▪ Drawing ratio, DRn 
▪ Limiting thickness reduction, Kn 
▪ Drawing load, Fe  

Moreover, the model supplies output data from stage 
m, that is the redrawing limiting stage or ironing limiting 
stage. It is the last stage; its operation assumes to exceed 
the final dimensions of the part (stage n). The parameters 
of this limiting stage will be used to realize the 
optimization. The model provides the following output 
data in relation to stage m:  

▪ Exterior diameter dm   
▪ Length lm (mm) 
▪ Wall thickness em   
▪ Drawing ratio DRm (respect to stage n) 
▪ Limiting thickness reduction ratio Km (respect to 
stage n) 
▪ Force Fe (N, respect to stage n) 

3. Optimization process 

The model is based on the minimization of the process 
total time, according to the following objective function: 

  (1) 

where: Fo  is the objective function 
te  is the process total time 

  tn is the process time in the stage n 
 
The process time of the stage n is given by the 

expression: 

  (2) 
   

where:  ln-1 is the part length in stage n-1 
 Lun  is the punch length in stage n 
 ln  is part length in stage n 

van  is the approach velocity of the press in 
the stage n 

 ven  is the ironing velocity in the stage n 
vsn  is the recovery velocity of the press in the 

stage n 
Therefore, the technological model presents an 

optimization problem with an objective function and its 
constraints: 
 
Objective function 
 

  (3) 
   

 
considering that:                        

 
 (4) 

 
where:  Dn is the optimised diameter in the stage  n 
 sn  is the bottom thickness in the stage n 
 do  is the blank diameter 

dp  is the punch diameter in the stage n 
 
Constraints 

The objective function has the constraint, 
 

(5) 
 

where ∆DRe is the drawing surplus ratio between the 
stages n and m, defined by the expression:  

 
(6) 

 
The optimization requires a distribution between the 

stages 1 to n of the drawing ratio no used, ∆DRe. This 
distribution is conditioned to the minimization of the 
process total time as the sum of each stage time. Thus, an 
improvement is achieved in each drawing stage. In this 
manner the optimized drawing conditions are separate of 
the maximum limits fixed by the initial drawing 
conditions. 

The resolution of the recursive function is carried out 
according to values of all the possible diameters between 
dn and dn(1+∆DRe). The algorithm identifies which 
combination is the most suitable, and it selects the 
optimised diameter Dn in each stage, with the condition of 
satisfying the objective function: the combination of 
diameters must give as final result the minimum time of 
the process. 

The algorithm permits to modify the velocity 
parameters in each press required in the ironing process: 
approach velocity of the punch towards part (van), ironing 
velocity (ven) and recovery velocity of the punch in the 
direction of the initial position (vsn). Accordingly, it is 
possible to realise a more adequate distribution of 
available presses in the facility.  

Once the parameters are calculated and the optimized 
solution has been found, it is possible to determine the 

∑==
n

neo ttF
1

minmin

sn

nunn

en

nun

an

n
n v

lLl
v

lL
v

lt ++⋅+++⋅= −− 11 1.11.1

)
1.11.1

(min

minmin

11

1

1

sn

nunn

en

nun

an

n
n

n

neo

v
lLh

v
lL

v
l

ttF

++⋅
+

+
+

⋅
=

===

−−∑

∑

)(
)(

22

22

pn

pon
n dD

dds
l

−
−

=

)1( ennn DRdDd Δ+≤≤

nme DRDRDR −=Δ



 An Optimization Algorithm for Improving Combined Multi-Stage Deep-Drawing and Ironing Processes 65 

process cost, considering the following costs of: raw 
material, workforce and electricity. 

4. Algorithm resolution process 

The algorithm performs the resolution in four phases: 
- Phase 1.-  Definition of incremental factor t, given 

by the following expression:  
 

(7) 
 
where: 

∆DRe  is the surplus ratio of drawing 
xe is the number of  time that the drawing 

surplus ratios is fractioned  
 

- Phase 2.- Progressive increment of diameter of each 
process stage, from dn to dn(1+kt), where k is a parameter 
that varies from 0 to factor xe. 

- Phase 3.- the resolution of the recursive function is 
based on obtaining all possible substages, by means of 
the modification of each stage diameters, from dn to 
dn(1+ΔDRe). 

-Phase 4.- Once defined all the possible diameters of 
each stage, the algorithm selects the arrangement that 
allows for the minimizing of the process total time. 

5. Experimental results 

The Aided System has allowed for the corroboration of 
this algorithm´s integrity. Computational and 
experimental tests have been carried out on brass, in 
particular on UNS C26000 alloy. The dimensions of the 
parts are shown in Table 1. Figure 1 shows the part A 
obtained. 

Table 1. Dimensions of parts 

Dimensions (mm) Part A Part B Part C 

External diameter, dn 98.5 150 150 

Length, ln 620 1800 600 

Bottom thickness, sn 13.5 4 4 

Wall thickness, en 2 1 1 

 
 
 
 
 
 
 
 
 

Fig. 1. Part of brass UNS C26000 

Figure 2 expresses the calculation of the drawing ratio 
(DR) by means of the Aided System, while the algorithm 
is solved. Values for Xe, in operations of redrawing and 
ironing are given. Figures 3 and 4 show the results that 
have been observed and obtained in each stage, while the 
final part is processed. Data from diameters and lengths, 
in each stage, are shown. The results are coherent with 
the number of stages required in the process, according to 
the part geometry (see Table 2). 
 

 
Fig. 2. Part of brass UNS C26000 

Table 2. Number of stages 

Number of stages Part A Part B Part C 

Drawing 1 1 1 

Redrawing 1 3 1 

Ironing 5 4 4 

6. Analysis of results 

The results and analysis obtained in this case shows that 
the system is capable of solving these types of geometries 
using operations of drawing, redrawing and ironing.   

Further, the great potential of the system to optimize 
several process variables, improving the total process 
time and the total process cost on the process has also 
been demonstrated.  

Regarding the obtained improvements (about the 
process total time and manufacturing costs), it is 
substantial in the majority of cases, although time and 
cost are not directly associated (see Figures 5 and 6). The 
application of this algorithm has caused a reduction in  
time process of between 10% and 16% and in 
manufacturing costs in the order of 3.28% and 8.26%. 
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e
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Fig. 3. Diameters in each stage (redrawing and ironing) 

 

 
Fig. 4. Length in each stage 
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Fig 5. Improvements of time 

7. Conclusions 

This work presents an algorithm that allows the reduction 
of process time and costs in the manufacturing of 
axisymmetric components. Consequently, it is of 
industrial interest.  

Currently, the authors are working on the 
improvement of this algorithm aiming to get a more 
efficient process, from a perspective of sustainable 
energy, and thus achieving an integral solution, based on 
scientific and technological basis. 
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Fig. 6. Improvements of manufacturing costs (without raw material) 
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Abstract. A new precision finishing process for nanofinishing of 3D 
freeform surfaces using ball end MR finishing tool is developed. The 
newly developed finishing process is useful to finish ferro magnetic 
as well as non-magnetic materials of 3D freeform surfaces using 
specially prepared magnetorheological polishing (MRP) fluid. The 
smart behaviour of MR-polishing fluid is utilized to precisely 
control the finishing forces, hence final surface finish. The existing 
MR finishing devices and methods are likely to incapable of 
finishing of 3D freeform surfaces due to restriction on relative 
movement of finishing medium and work piece. In this newly 
developed finishing device, the ball end MR finishing tool is used 
for finishing of different kinds of 3D surfaces where there are no 
such limitations of relative movement of finishing medium and 
workpice.It can finish the work surfaces as same as the machining of 
3D freeform surfaces  by CNC ball end milling cutter and open a 
new era of its applications in future. The developed process may 
have its potential applications in aerospace, automotive and molds 
manufacturing   industries. A computer controlled experimental 
setup is designed to study the process characteristics and 
performance. Maxwell simulations were done on ferro magnetic as 
well as non ferro magnetic materials of 3D surfaces to observe  the 
ball end shape of magnetic field intensity at the tip of the MR 
finishing tool. 

Keywords: Magnetorheological fluid; MR polishing; strength of 
magnetic field; Magnetorheological (MR) finishing tool 

1. Introduction 

The traditional methods of finishing processes like 
grinding, lapping, honing etc. are labor intensive, 
comparatively less controllable for finishing operations in 
the manufacturing of precision parts. These processes 
generally employ a rigid tool that subjects the workpiece 
to substantial normal stresses which may cause 
microcracks and other defects resulting in reduced 
strength and reliability of the machined parts. Among 
these, finishing of complex 3D shapes and obtaining 
surface finish of nano-meter order on advanced materials 
is still a challenging task.To minimize the subsurface 
damage it is necessary to finishing the materials under 
gentle conditions, i.e., by applying very low forces. The 
precise control of finishing forces is an important 

consideration for fine finishing with close tolerances and 
without damaging surface topography.  

In the last decade, many advanced fine finishing 
processes have been developed to precisely control the 
abrading forces such as Magnetic Abrasive Finishing 
(MAF) [1], Magnetic Float Polishing (MFP) [2], 
Magnetorheological Jet Finishing (MRJF) [3], 
Magnetorheological Abrasive Flow Finishing (MRAFF) 
[4], and Magnetorheological Finishing (MRF) [5] in 
which the magnetic field is used to control the abrading 
forces. But the applications of these processes are limited 
to specific geometries only such as concave, convex, flat 
and aspherical shapes due to restriction on relative 
movement of finishing medium and work piece. These 
are incapable of finishing of 3D intricate shaped surfaces.  

To overcome the above mentioned problem a new 
precision finishing process for nanofinishing of 3D 
surfaces using ball end MR finishing tool is developed. 
The newly developed finishing process is useful to finish 
ferro magnetic as well as non-magnetic materials of 3D 
surfaces using specially prepared magnetorheological 
polishing (MRP) fluid. The MRP-fluid used is comprised 
of carbonyl iron powder particles and silicon carbide 
abrasives dispersed in the viscoplastic base of grease and 
heavy paraffin liquid; it exhibits change in rheological 
behaviour in presence of external magnetic field. This 
smart behaviour of MR-polishing fluid is utilized to 
precisely control the finishing forces, hence final surface 
finish. In this process a small hemi spherical ball end of 
MR polishing fluid is formed by indigenous setup and 
this ball is used to abrade/erode the material from work 
surface. The movement to the ball is provided by 
computer controlled 3-axis motion controller. This MR 
finishing ball may be visualized similar to ball end of a 
milling cutter movement on a 3 axis vertical CNC 
machine. The MR finishing tool tip of stiffened ball end 
of MR polishing fluid is likely to have very much 
flexibility to move over different kinds of 3D surfaces 
and it can finish the work surfaces as same as the 
machining of 3D surfaces  by CNC ball end milling cutter 
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and open a new era of its applications in future. The 
developed process may have its potential applications in 
aerospace, automotive and molds manufacturing   
industries. A computer controlled experimental setup is 
designed to study the process characteristics and 
performance.  

2. Design of New Magnetorheological Finishing 
Setup 

The design of this setup is directed to improve methods 
and devices for magnetorheological finishing of work 
surfaces. A new magnetorheological finishing device for 
process of generating magnetically controlled ball end 
smart abrasive laden shape for finishing of 3D surfaces is 
developed which will be automated and become a part of 
manufacturing system.  

The ball end MR finishing tool is used for finishing of 
different kinds of 3D surfaces. The MR finishing tool is 
positioned on a vertical slide (Fig.1) such that the tip of 
the MR finishing tool can approach the surface of a work 
piece. A pressurized MR fluid is supplied axially from the 
top end of the MR finishing tool and once the MR fluid 
reaches the tip of the MR finishing tool, the fluid forms a 
finishing segment with the help of a magnetic field 
available at the tip of the MR finishing tool. This 
stiffened ball end of MR fluid may be visualized similar 
to ball end of a milling cutter movement on a 3 axis 
vertical CNC machine. The stiffened ball end so 
produced is a semi-solid MR fluid that is used as a 
finishing medium. The movement of the stiffened ball 
end of MR fluid over 3D work surface is enabled by 
means of a computer. The stiffened ball end at the tip of 
the MR finishing tool performs the finishing operation 
over the work surfaces due to the relative motion as well 
as abrasion actions between the stiffened ball end of MR 
fluid and the work surfaces. There are likely to no 
limitations of relative movement between the finishing 
medium and the work surfaces as compared to existing 
MR finishing processes, because tool tip with stiffened 
ball end can move over almost any location of 3D work 
surfaces, and hence appropriate finishing of 3D surfaces 
is performed.  

A partially schematic elevation view of a 
Magnetorheological (MR) finishing machine accordance 
with the present method of operation is shown in Fig.1. 
The device includes vertical oriented MR finishing tool 
which comprises concentrically inner core, electromagnet 
coil and outer core respectively (Fig. 2).  The MR 
finishing tool is positioned vertically on a vertical Z-slide 
and is driven by a servo motor.  

 
   
 
 
 
 

 

Fig. 1. Schematic of new magneto-rheological finishing machine 
setup 

Three stepper motors are used for controlling the 
linear motion of X-Y-Z directions, where as the X - Y 
direction motion controllers are used for controlling 
horizontal linear motion of workpiece and Z motion 
controller is used for controlling vertical linear motion of 
MR finishing tool.  

The electromagnet coil is designed to obtain 
maximum magnetic flux density of ~0.8 T at the tip of the 
MR finishing tool. A comparative study of different coil 
design parameters such as number of turns, wire gauge, 
number of layers, geometric factor and coil diameter was 
made before selecting the final coil parameters as: 
number of turns = 2000, maximum current =5 A, copper 
wire gauge = 17 SWG, coil inner diameter =20mm, outer 
diameter =80mm and length =80mm with the cores 
material is used as cold rolled annealed steel.  
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The means for supplying MR fluid comprises a 
storage tank (funnel) along with D.C. controlled stirrer, a 
delivery pump for supplying MR fluid from the storage 
tank to the MR finishing tool and a suction pump for 
recollecting the MR fluid from a finishing zone to the 
fluid storage tank. Both pumps are peristaltic pumps and 
an AC Variable Frequency Drive (VFD) is used to vary 
the speed of Peristaltic Pump (Fig.1). 

The MR finishing tool depicting the formation of a 
stiffen ball end shape of MR polishing fluid in the 
direction of magnetic field at the tip of the tool as shown 
in Fig.2. Once the MR fluid reaches at the tip of the MR 
finishing tool, the magnetic carbonyl iron particles of MR 
fluid are aligned and formed a chain like structure along 
the magnetic field direction at the tip of the MR finishing 
tool and then the MR fluid becomes stiffened to a 
physical texture like a wet clay ball end shape and 
apparent viscosity along the direction of magnetic field 
becomes very high. The magnetic field strength can be 
controlled by controlling the magnetizing current in real 
time and hence controls the stiffness of the MR fluid.  

The schematic representation of microstructure of 
abrasive and magnetic particles in the vicinity of 
workpiece surface is shown in the Fig.3. The magnetic 
force between iron particles encompassing abrasive grain 
provides bonding strength to it and it structures are just 
adjacent to the workpiece surface.  

3. Electromagnetic Modeling for MR Finishing 
Tool 

An electromagnetic model of MR finishing tool along 
with workpiece and MRP fluid has been developed as 
shown in the Fig.4.The current and number of turns to the 
electromagnet is assigned as 2A and 2000 turns. The 
material for electromagnet coil is copper of relative 
permeability 1.0. The assignments of material for the 
inner core as as well as outer core are iron of relative 
permeability 4000.The relative permeability of MR fluid 
material properties is assigned as 4.  

  

 
 
 

 

 

 

Fig. 4. Electromagntic model of MR finishing tool 

 

 
Fig. 2. Mechanism of formation of the stiffen ball end of MR 
polishing fluid at the tip of the tool. 

 

 

 

 

Fig. 3. Microstructure of abrasive and magnetic particles in the 
vicinity of workpiece surface 

4. Results and Discussion 

The magnetostatic simulation of developed model has 
been done using Maxwell software to check the shape of 
magnetic field generation at the tip of MR finishing tool. 
The working gap of 5mm is filled with MR polishing 
fluid between the tool tip and work piece surface. 
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Fig. 5. The ball end shape of magnetic flux density generated at the 
tip of the tool for ferromagnetic work material 

 

 

 
 
 
 
 
 

Fig. 6. The ball end shape of magnetic flux density generated at the 
tip of the tool for the non ferromagnetic material 

4.1 Effect of Ferromagnetic Work Material on the 
variation of Magnetic flux density at the Tool Tip 

The simulated result for ferromagnetic work material is 
shown in the Fig.5. The variation of magnetic flux 
density at the tip of the MR finishing tool is visualized 
similar to ball end cutter of a CNC  milling machine.This 
ball end of MR fluid is used as finishing tool and when 
it rotatates over the work surface, finishing takes place.  
Since this tool  is having semisolid stiffened ball end, 
there is not much limitation of relative motions with 
respect to the different kinds of 3D work surfaces as 
compare to the existing MR finishing processes.  

4.2 Effect of Non Ferromagnetic Work Material on 
variation of Magnetic flux density at the Tool Tip 

The simulation result of variation of magnetic flux 
density with non ferromagnetic work piece material is 
shown in Fig.6. The magnetic lines of forces are not 
attracted towards the workpiece and it does not make 
very good shape similar to ball end of MR polishing 
fluid. This is because, almost all the magnetic line of 
forces are diverted from inner core to outer core and MR 
fluid becomes stiffened along these lines of magnetic 
forces only. Therefore, the present methods and devices 
are excellent for finishing of magnetic materials as 
compared to the non magnetic materials of work surfaces. 
It will take more number of cycles for finishing non 
magnetic work piece surfaces. 

5. Conclusion 

A new precision finishing process for 3D freeform 
surfaces using ball end MR finishing tool is developed. 
The newly developed finishing process is useful to finish 
ferro magnetic as well as non-magnetic materials of 3D 
freeform surfaces using specially prepared 
magnetorheological polishing (MRP) fluid. Magnetostatic 
simulation of the variation of magnetic flux density in the 
finishing region indicates clear formation of ball end 
finishing surface. The smart behaviour of MR-polishing 
fluid is utilized to precisely control the finishing forces, 
hence final surface finish. 
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Abstract. In rolling processes, the material undergoes plastic 
deformation due to flow stresses caused by the roller pressure. In 
this paper, first, the process of cold rolling of compressor blades has 
been studied by means of experimental testing and computer 
simulation, and for the case of simulation, deformable rollers have 
been utilized. Then, during the rolling process, the pressure 
distribution on the blade's surface has been investigated. The results 
show that the pressure distribution is not assumed as a known comon 
hill shape, but depends totally on the caliber section. Highest values 
of pressure are associated with areas close to the edges of the section 
which are affected by more reduction and stress and thus, the surface 
pressure distribution diagram changes to a saddle shape. The 
simulation experimental result are calculated and compared showing 
a good agrement. 

Keywords: cold rolling, simulation, pressure distribution, 
compressor blade  

1. Introduction 

The process of cold rolling is one of the methods used for 
the manufacturing of blades and twisted sections. In this 
process, the very high plastic deformation of the work-
piece material causes the rolling forces and pressures 
exerted by the rollers to be very large. The roller pressure 
exerted on the work-piece changes not only along the 
rolling direction, but also perpendicular to the rolling 
direction; or across the width of the preform. To evaluate 
the amount of pressure during ordinary longitudinal 
rolling process, Hockett [1] and Rows [2] have used the 
slab method and thus, have considered the assumption of 
plane strain and homogenous deformation. Shin [3], using 
the FEM, has studied the effects of rolling stages on the 
formation of the rolling forces and also the manners of 
stress distribution in the rolled products. Liu [4], by 
modeling the cold rolling of strips using the elastic/plastic 
finite element method, has revealed the maximum 
pressure around the neutral point and also the stresses 
outside the contact area. In the multi-stage rolling process 
of sections, Inoue [5] has utilized the finite element, and 
electron diffraction analysis to show how the effective 
strains are distributed in a particular section. Highest 

strains appear at the corners or the edges of the section. 
How the flow stress is distributed in the rolled piece 
during various rolling stages has been investigated by 
Milenin [6]. According to him, the problems that arise in 
the finite element analysis of a multi-stage rolling process 
fall into two categories: First, is the problem of 
reconstructing the finite element network and transferring 
the material properties from one stage to the next; and the 
second is considering the conditions of strain hardening at 
various stages and the interactions between them. 
Komori[7], in his research on the ordinary rolling 
process, has used the FEM to study the ways of pressure 
distribution on the surface of the rollers and also the 
distribution of hydrostatic stresses in the material, and has 
applied it to the rolling of sections. In this paper, 
computer simulation has been applied in order to study 
the way that pressure is distributed on the surface of the 
preform during rolling, and the average value of this 
pressure has been determined. Furthermore, the average 
pressure has been measured through an experimental test 
and compared with the simulation results.   

2. Evaluation of pressure in the rolling process 

In rolling processes, the work material undergoes plastic 
deformation due to flow stresses caused by the pressure 
from the roller. Roll pressure along the path of contact 
comprises two portions: one is the pressure necessary to 
overcome the internal resistance of the work material 
against deformation, and the other is the necessary 
pressure to overcome the friction resistance between the 
rollers (or dies) and the work-piece. Pressure exerted by 
the roller changes along the path of contact with the plate 
and also across the width of the plate. It reaches its 
highest value in the mid section of the width and reduces 
to its lowest value along the edges of the plate. Each of 
the curves in Fig. 1 displays the roller pressure 
distribution along the rolling direction for a particular 
position across the width of the plate. 
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Curves pertaining to the mid section of the plate show 
a higher pressure compared to other locations. It could be 
said that in the middle portions of the plate, a kind of 
obstruction takes place and the requirements for the 
deformation of these regions entail that the pressure 
necessary for overcoming the flow resistance of the 
material should increase. 

 
Fig. 1. Roller pressure distribution across the width of the plate[9] 

In addition, friction along the mid section of the plate is 
more than that along the plate borders and as a result it 
causes an increase of pressure in this region. Considering 
pressure values along the longitudinal and lateral 
directions of the preform, a hill shape pressure curve 
could be envisioned. 

All the mentioned conditions are associated with the 
longitudinal rolling process, a work-piece having an 
initially rectangular cross section, and rolls without dies 
attached. However, for cold rolling of sections such as 
blades where the material thickness and reduction across 
the width of the preform change, different conditions are 
involved in the investigation of pressure. In such cases, 
the maximum amount of pressure does not occur in the 
mid section of the preform, but depends on the shape of 
the section, although, like in longitudinal rolling, pressure 
values in the vicinity of the neutral point are the highest.       

3. Experimental test 

The material used for the rolling process is the Nickel-
Chrome (Inconel 718) alloy which has a good strength 
and ductility. Properties of this material are listed in 
Table 1.  

Table 1. Material properties of alloy Inconel 718 

yσ  (MPa)  E(GPa) ν )/( 3cmgrρ  

1200 210 0.29 8.16 

 
 To reduce simulation error and obtain closer results to 
the empirical ones, it is better to include in the simulation, 
properties of the same preform material which is used in 

experimental testing. Therefore, several test samples are 
made and by conducting tensile tests, the stress-strain 
characteristics of the material are determined. Flat test 
samples are selected for the tensile tests. Plates out of 
which the test samples are made are nearly 1.7 mm thick. 
The British standards applied for making the test samples 
are (B.S.18 Part1: 1970, B.S.18Part 2, 3&4:1971)  
The  flow stress behaviour of the alloy is 091.02005εσ = .  

The preforms are made by wire cutting method from a 
2.0 mm thick plate. The material used for making the dies 
is steel D2 with UNS: T30402. A special cold rolling 
machine which forms blade-like sections such as 
compressor blades (with lengths of about 3 to 10 cm) is 
used for forming the material. The rollers are positioned 
horizontally under each other and the dies are fixed onto 
them. According to Fig. 2, the preform material is fed 
horizontally into the gap between the dies. 

 

Fig. 2. Blade rolling through two dies 

Before contact, the dies are adjusted relative to each other 
into a correct position. The lubricant used in the process 
is low-viscosity motor oil. The preform is first positioned 
by the help of two holes in it and fixed by a fixture. Then 
a hydraulic jack drives the piece in between the two dies. 
As the rollers rotate, the dies grab the work-piece and by 
deforming it, return the blade to the initial location. 
Angular velocity of the roller is 1.04 rad/sec and radius of 
the roller is 200 mm. the coefficient of friction in cold 
rolling with lubricating conditions has been chosen as 
0.07. To examine the blade made by rolling, 5 points of 
the section with specific distances from the end of the 
blade are measured by the CMM. Fig. 3 shows the rolled 
blade in the initial stage of the process.         
 

 

Fig. 3. the rolled blade in the initial stage of the process 
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4. Simulation of the process 

The Abaqus software and the Dynamic/Explicit analysis 
have been used for the simulation of the rolling process. 
The element used for the preform is an 8-node linear 
brick (C3D8R) element and the structural technique is 
applied. Before applying a mesh to the work-piece, the 
process-related mesh sensitivity diagram is used to 
determine the suitable mesh size. Based on this diagram, 
the element with dimensions of 1 mm (relatively small 
mesh size) is selected. The element applied for the upper 
and lower dies is of a 4-node (R3D4) element type. Due 
to the elastic behavior effect of rollers and the apparatus 
structure  under very large forces and pressure, the rollers 
have been designed to be deformable, as is shown in 
Fig.4.  

 
Fig. 4. Blade rolling by means of the dies set on the deformable rolls 

With the help of the analysis provided by the software, 
the applied pressure could be investigated. In this case, 
pressure values in the elements existing on the contact 
surface area are computed and plotted. 

5. Analysis of simulation and experimental test 
results 

To evaluate the soundness of the devised simulation, the 
thickness parameter is considered. Table 2 displays the 
empirical and the simulated thickness values in the 
longitudinal mid section. 

Table 2. The experimental and the simulated thickness values in the 
longitudinal mid section 

Difference  
in 

experimental 
& simulated 

results 

(mm) 

Thickness 
reduction 

Simulated 
thickness 

results 

(mm) 

Experimental 
thickness 

results 

(mm) 

0.03 0.16 1.81 1.84 

0.01 0.25 1.74 1.75 

0.03 0.58 1.45 1.42 

0.04 0.72 1.32 1.28 

0.01 1.04 0.95 0.96 

 
Based on the results, the estimated error is small and 
therefore, a good agreement exists between the results. 
Fig. 5 compares the rolled blades obtained from the 
experiment and the simulation. 

 

Fig. 5. 1) Preform with 2 mm thickness; 2) The rolled blades 
obtained from the experiment and the simulation 

Pressure values have been determined from existing 
elements on the surface (contact region) of the blade. 
Fig. 6 shows the pressure distribution level resulting from 
these values. According to this figure, the pressure level 
forms a saddle shape where, due to more reduction in the 
two corner areas of the material, the pressures along the 
neutral lines assume maximum values. 

In the middle portion, contrary to ordinary rolling 
process, because of the shape of section and less 
reduction, a pressure drop could be observed. According 
to the simulation, average pressure value at the neutral 
line is equal to 2028 MPa. 
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Fig. 6. Pressure distribution in cold rolling of the blade 

In experiment, at the edge of the blade with severe 
reduction, the thickness is thiner than the middle of the 
piece and this leads to an increase of pressure in that 
region. One of the methods for determining the average 
pressure with the help of empirical test results is the use 
of forging method. In this way, the rolling process, 
regardless of the dynamic conditions, could be regarded 
as forging the piece between two jaws of a press machine. 
The average pressure formula is written as qe. (1): 
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The Von Misses yield criterion is shown by relation (2) 
[9]: 
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The relation (2) is simplified as (3) [8]: 
               

     YΨ=− 31 σσ                              (3) 
 
In which Ψ is the obstruction coefficient of the 
material and defiened as (4):  
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whereas μ is defiened as (5): 
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Thus, the yield conditions of the material is simplified 
and ΨΥ=2K is considered as the yield stress of the 
material for that specific condition.Using the formulas, 
empirical results are determined according to Table 3. 
The computed pressure value through relation 5.1 is equal 
to 2500 MPa which is close to the average value obtained 
from the simulation (2028 MPa.) 

Table 3. Calculated values via experimental results  

(mm) dl  
μ ψ ε wε 

13.20.071.120.50.11

lε
 hε

 
(mm)mh  (mm)1h  (mm)0h 

0.37-0.491.611.222

6. Conclusion 

In this paper, pressure distribution on the surface of the 
preform in the cold rolling of blades and twisted sections 
has been investigated. For this purpose, the results 
obtained from experimental tests and computer 
simulations have been analyzed. According to these 
results, the pressure does not have a hill shape 
distribution pattern and depends entirely on the caliber 
section. Therefore, the highest values of pressure occur at 
areas close to the edges of the section which experience 
more reduction, friction, and stress, and as a result, a 
rather saddle shape pressure distribution pattern is 
formed. Also, the average pressure value calculated from 
the simulation shows a good correlation with the average 
pressure obtained from the theoretical relations and 
empirical results. 
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Determination of the duty cycle in thermoset pultrusion  
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Abstract Pultrusion is an important process for the manufacture 
of thermosetting composites profiles of constant cross section. 
This work has shown experimentally and analytically the 
advantages of preheating the precursors to increase the line speed. 
The work was extended to quantify for the first time the duty 
cycle of a typical process. Heat transfer equations have been 
formulated to establish the temperature profiles within the heaters 
and the die and were solved using the implicit finite difference 
method. 

Keywords Pultrusion, Duty Cycle, Pre-Heating, Specific Energy 
Consumption 

1 Introduction 

Pultrusion is the only continuous process for 
manufacture of composites based on thermosetting 
resins. It involves pulling a package of reinforcement 
(fibres and mats) from a storage creel through a bath of 
catalysed resin, then through a series of squeeze-out 
bushes and, finally, through a heated die wherein the 
resin cross-links and cures.  The cured profiles are cut 
in length by a cut-off saw at the end of the line. 
Common thermosetting resins include unsaturated 
polyester, urethane acrylate, vinyl ester and epoxy 
while reinforcement includes glass, carbon, aramid and 
basalt.  

The key to the process is the die: this is a split 
construction, typically 1m long with machined flat 
lands through which the die halves are bolted together. 
The mould must contain the prevailing internal 
pressure during the crosslinking and flow process. 
Typical pultrusion dies are heated by elements attached 
to the external mould surfaces and the temperatures are 
maintained in zones along the length of the die by PID 
controllers [1-4].   

Much of the literature on pultrusion has focussed 
on the profile temperature and the extent of crosslining 
of the material in the die [3, 12-17].  

By contrast this work attempts to predict the duty cycle 
of the heaters in order to estimate the specific energy 
consumption of the process.  

2 Analysis 

Equation 1 gives the conservation of energy for 
conduction in the three co-ordinate directions with the 
source term (q) representing the rate of heat generation 
per unit volume of the crosslinking reaction. k is the 
thermal conductivity of the material. 
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The reaction term, q can be expressed by the 
conversion of the precursors, α, and the total heat of 
reaction, Q0,  

dt
αd

Qq 0=  (2) 

The rate of conversion is given by the Kamal 
equation [17-20] in terms of the Arrhenius rate 
constants, k and the stoichiometry indices m and n. 
This is given here as equation (3) 

( )nm ααkk
dt
αd

-1)+(= 21
 (3) 

Equation 1 was solved by the implicit finite 
difference method and Equation 2 integrated by the 4th 
order Runge Kutta method. The various parameters for 
the simulation are given in Table 1. The simulation was 
performed using MATLAB. 
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Table 1: Simulation Parameters 

Reaction’s Order, m 

E
0.67 

Reaction’s Order, n 

E
1.34 

Arrhenius Coefficient A1=1.04x 1013 sec-1 

Arrhenius Coefficient A2=3.68x108 sec-1 

Activation Energy E1=124 kJ mol-1 

Activation Energy E2=73.435 kJ mol-1 

Universal Gas Constant R=8.314 J mol-1 K-1 

Thermal Conductivity k=10.4 Wm-1K-1 

Specific Heat C=1010 KJkg-1.K-1 

Density ρ=2101 kgm-3 

Line Speed 0.2-1.0 m/min 

Profile Thickness 6.0 mm 

Die Length 900 mm 

Initial Temperature 25°C 

 
The control algorithm for the heaters and duty 

cycle is based on a simple on/off control with the 
location of the control temperature at the interface 
between the die and the profile. If the profile 
temperature is below this set point temperature the 
heaters are on at full power and if the temperature falls 
below the control temperature then the heaters are off.  

3 Simulation Results 

Figures 1-4 are outputs from a simulation in which the 
die temperature is fixed at 180oC 

Figure 1 and Figure 2 show, respectively, the axial 
temperatures and conversions at the surface of the 
profile for a range of line speeds. Figure 3 and Figure 4 
show, respectively, the corresponding temperatures and 
conversions at the centre of the profile. 

These results are in broad agreement with the 
reported literature [2, 5, 7, 9] and show for example, 
the relatively large characteristic peak exotherm at 
slow pulling speeds and the reduction in total 
conversion at higher speeds. Optimally, the peak 
temperature and peak conversion should coincide at the 
die exit. 

Figure 5 and 6 are outputs from a simulation which 
includes the control algorithm. Here, the total power 
from the die heaters is 1200 W spread uniformly along 
the die and the control temperature is located at the 

interface of the mould and profile. The temperature is 
set at 140°C.  

Figures 5 show the cyclic variation in die 
temperature as a result of the simulated control 
algorithm.  

As the precursor progresses through the die, heat is 
transferred from the die to the profile, causing the die 
temperature to drop, and this causes the heaters to 
switch on. As the profiles progress more the die, the 
temperature increases again as a result and due to the 
heat released by the crosslinking exotherm. The 
process repeats as shown in Figure 5 and establishes 
the so-called duty cycle. 
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Fig. 1: Temperature at the profile surface 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Conversion at the profile surface 
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Fig. 3: Temperature at the profile core 

 

 

 

 

 

 

 

 

 

 
 

Fig. 4: Conversion at the profile core 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5: Cycling of heater power 

From Figure 6 the duty cycle shows an expected 
reduction as the process tends towards steady state. 

However, taking the overall average from Figure 6, the 
duty cycle is around 30%-40%.  
 

4 Experimental Measurements  

The simulations were tested by experimental work at 
EXEL Composites, Runcorn, on a Pultrex machine.  
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Fig. 6: Duty Cycle 

 
For these experiments, the line speed was 0.55 

m/min, the die length 1.2 m and the profile thickness 
was 3 mm 

The power input to one of the die heaters was 
measured by passing one phase through the loop of a 
LEM PR-20 recording ammeter (Figure 7). The output 
from this was connected to an oscilloscope (CS4025). 
 

 
Fig. 7: LEM PR 20 Current Meter 

Since the oscilloscope was not a storage device and 
the duration of the recording quite long, the 
measurements were made by recording a video of the 
oscilloscope screen. The screen showed a blip when the 
power to the heaters was on this and a spot when the 
power was off. By recording a number of such 
sequences and digitising the resulting video an accurate 
time between the on and off states was obtained. From 
this the duty cycle could be calculated.  

In fact these measurements showed a fairly 
constant duty cycle of around 30% which is in broad 
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agreement with the simulation. The oscilloscope set-up 
is shown in Figure 8. 

5 Conclusions 

This work has described the first simulation of the 
pultrusion process which takes account of the 
temperature control of the die heaters. The results are 
in fair agreement with experimental measurements but 
require further validation by organising an experiment 
from “cold”. This is difficult to organise. 

Nonetheless the simulation has been used to 
predict the increase in line speed achieved by pre-
heating the precursor (described elsewhere) and with 
some refinement such as a PID control algorithm is 
likely to prove extremely useful. 

 

  

 
Fig. 8: Frame 1 (top) shows the power off and frame 25 

(bottom shows the power on (see text) 
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Abstract. The growing demand for lightweight products has been 
increased by the rapid development of automobiles in order to 
reduce fuel consumption. One of the keys to reduced fuel 
consumption is to utilize high-strength, light materials like stainless 
steel that are difficult to form due to their strength. This paper 
discusses the development of pressing technology that forms 
relatively high-strength stainless-steel pipe with surface screw 
threads. Our new press-forming process was tested to obtain 
accurate screw threads on stainless-steel pipe. A 3-D digitizer was 
used to measure the accuracy of pipes manufactured by the proposed 
pressing method. The proposed press-forming method decreases 
pipe thickness more effectively than conventional roll-forming 
technology. The maximum decrease in material thickness produced 
by conventional roll forming was 40%, but the maximum decrease 
in material thickness produced by our press-forming process was 
20%. Stress and strain were clarified by using Finite Element 
Simulation to expand effectiveness of the new press forming 
technology.  

Keywords: threads-forming, stainless pipe, press-forming process, 
finite element simulation 

1. Introduction  

Industries must produce green products to protect the 
global environment. In particular, the automotive industry 
needs to develop fuel-efficient cars, so weight-reduction 
is of great interest. The desire to reduce weight has 
shifted steel products to stainless steel, and the forming 
industry must deal with such materials [1, 2].  

This paper discusses the forming of single threads on 
stainless-steel pipe. Roll forming has been used for single 
threads forming [3, 4]. However, roll forming tends to 
decrease material thickness and has inadequate forming 
accuracy because stainless steel is hard but brittle 
whereas steel is ductile [5-8]. Accordingly, this paper 
proposes our radically new method of press-forming 
single threads on stainless-steel filler pipe and documents 
its high accuracy that can not be achieved by roll forming 
as well as the greater decrease in material thickness. 

 

2. Formed Product 

This paper focuses on stainless-steel filler pipes that feed 
fuel from the filler neck to the fuel tank. The main 
material of the filler pipe has been STKM11A but has 
gradually transitioned to stainless steel, especially 
SUS436 [9]. The shape of the filler pipe screw is 
standardized by Japanese Industrial Standards (JIS 
D2501). SUS436 is a ferritic stainless steel and was used 
as a specimen.  

 
Fig. 1. Dimensions of filler pipe regulated by JIS D2501 

2.1 Manufacturing Method  

Roll forming is ordinarily used to form filler pipe threads. 
A forming roller presses the work and goes around it with 
a certain amount of pressure. Roll forming easily causes a 
local decrease due to a concentrated pressure at a point 
[10]. The authors clarified that the threads-forming 
process increases the material thickness in the beginning 
at a rate of 20% and later decrease it at a rate of 40% 
(Figure 2).  
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Fig. 2. Pipe thickness after roll forming 

In order to resolve this, we developed a totally new press-
forming process to form a pipe screw. Our press-forming 
process reduces the material load by using line pressure.  

A new test machine has been developed based on a 
concept originated by D.I.P., Inc. Figure 3 illustrates the 
forming motion of the test machine. There are six dies 
outside of the specimen and three dies inside the 
specimen. First, odd numbered outer dies and inner dies 
press the trial pipe and return to the starting position. The 
inner dies then turn 60 degrees and move in an axial 
direction by the screw pitch (6.35 mm). Second, the even 
numbered outer dies and inner dies press the trial pipe, 
and all dies return to the starting position.  

 

 
Fig. 3. Schematic illustration of manufacturing method 

2.2 Estimating the Thickness of the Formed  
Specimen  

The thickness of the specimen formed by the test machine 
was measured by a three-dimensional coordinate 
measuring system, UPMC 850/700 CARAT HSS made 
by Carl Zeiss.  

Figure 4 plots the measurements by the three-
dimensional coordinate measuring system. The local 
decrease of material thickness was a maximum 20%, 
which is an improvement compared to roll forming.  
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Fig. 4. Result of pipe thickness measurement  

3. Three-Dimensional Finite-Element Simulation  

A three-dimensional finite-element analysis was 
performed to determine the mechanism of local decrease 
of pipe thickness from the strain tendency. DEFORM 3D 
Ver.6.1 is adopted for the analysis. As a analytical 
parameter, there are 337,680 elements, the dies are fed at 
10 mm/s, Poisson’ ratio 0.3, Young’s modulus 220, and 
the processes are divided by 40. Coulomb friction with a 
coefficient of friction of 0.12 is assumed in the analysis.  

3.1 Strain of Analyzed Pipe 

Figure 5 depicts the distribution of radial strain εγ 
produced by process 2 in Figure 2 and analyzed by the 
finite-element method. In Figure 5, the sign of the radial 
strain εγ differs between the inner forming area and the 
outer forming area. Accordingly, radical compressive 
strain εγ is generated in the inner forming area (light area 
of Figure 5) whereas radial tensile strain εγ is generated in 
the outer forming area (dark area of Figure 5). Starting 
points of threads-forming (dark area of Figure 5) generate 
tensile strain εγ because the entire area is pressed by inner 
and outer dies.  
 

z

r

 
Fig. 5. Distribution of radial strain εγ 
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Fig. 6. Distribution of z-direction strain εz 

-4 -2 0 2 4-0.4

-0.2

0

0.2

0.4

St
ra

in

:R

:Z

Measuring point X (mm)
-4 -2 0 2 4-0.4

-0.2

0

0.2

0.4

St
ra

in

:R

:Z

Measuring point X (mm)  
Fig. 7. Distribution of strain of inner forming area 
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Fig. 8. Distribution of strain of outer forming area  

Figure 6 illustrates the distribution of strain in the 
direction. The sign of strain distribution εz is opposite that 
of radial strain εγ.  

The radial strain εγ, the z-direction strain εz, and the 
circumferential strain εθ that are compressive overall, 
ultimately have a significant effect on the distribution of 
the pipe thickness. Figures 7 and 8 graph the result of 
FEM strain analysis.  

3.2 Thickness of analyzed pipe 

Figure 9 compares the distribution of the material 
thickness determined by the experiment and that 
determined by finite-element analysis, which is measured 
as the distance between an outer point of a forming area 
and an inner intersection point of the normal line and the 
tangent line of point. The comparison reveals that the 

local maximum decrease is generated at the starting 
points of the screw threads, not at the top of the screw 
threads [11]. The experiment indicates a 20% decrease, 
and finite element analysis, a 12% decrease.  

 
Fig 9. Distribution of thickness of the pipe  

4. Discussion   

This study confirmed that our press-forming process is 
superior to roll forming for making single threads on a 
stainless filler pipe. Notably at the top of screw threads, 
local decrease ratio is improved from 40% (Figure 2) to 
10% (Figure 9). This is because roll forming locally 
presses the specimen at a point, on the other hand, our 
press-forming process reduces the material load by using 
line pressure (Table 1).  

Table 1. Comparison between roll forming and press-forming 

 Roll forming Press-forming 

Load type Concentrated 
pressure at a point 

Line pressure 

Distribution of 
wall thickness 

Nonuniformity Uniformity 

Contact 
pressure 

High Low 

 
However, both of roll forming and our press-forming 
cause 20% wall decrease at the both sides of the 
beginning of the threads-forming. Figure 10 illustrates the 
amount of the strain of each area. The figure indicates 
that the absolute value of the amount of the strain is 
greater in the high wall decrease area, so it has a 
significant effent on the wall thickness after forming. In 
order to improve the decrease ratio more, the absolute 
value of the strain have to be reduced in the decrease area 
by studying the shape of inner die and outer die.  



82 N. Kamei, Y. Kawamura, T. Nagamachi and H. Watari 

-4 -2 0 2 4-1

0

1

Measuring point x

St
ra

in

○：r
△：theta
▽：Z axis

-4 -2 0 2 4-1

0

1

Measuring point x

St
ra

in

○：r
△：theta
▽：Z axis

z

r

Distribution of Strain in Inner Forming AreaDistribution of Strain in Outer Forming Area

0

2

4

-2

-4

εr εr
εz

εz

εr
εzεr εz

 
Fig. 10. distribution of strain of wall decrease area 

5. Conclusion  

This study confirmed that our press-forming process is 
superior to roll forming for making single threads on a 
stainless-steel filler pipe. Our press-forming process 
produces a local decrease in material thickness of around 
20%, whereas roll forming yields a local decrease in 
material thickness of around 40%. The amount of the 
absolute value of the strain has a significant effent on the 
wall thickness after forming.  

Furthermore, finite element analysis by DEFORM 3D 
revealed a correlation between the material thickness and 
the strain.  
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Roller Hemming: A New Simulation Model for the Automotive Industry 
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Abstract. Hemming is used in the automotive industry to join two 
sheet metal panels by bending the flange of the outer panel over the 
inner one. In roller hemming process, a robot guides a small roller 
across the flange to fold a sheet onto itself or onto another sheet. The 
process is oriented to low volume automotive applications, 
providing a distinct advantage in manufacturing closures and 
subassemblies with developed flanges. The most important benefit 
of the roller hemming process is the flexibility to handle multiple 
product variations. Robotic roller hemming can be used to replace 
some flanging operation reducing overall investment costs. Robot 
roller hemming is a relatively new process, so nowadays there is no 
much fundamental process know-how available. The trial-and-error 
process is the most common way to achieve and maintain the right 
quality. To make a finite element analysis of the process can avoid 
this cost and time method. The work described in the paper is a 
development of a FE-simulation technique; which can accurately 
predict the geometry of the part before hemming, and also the 
required forces for the hemming operation. A complete 3D model 
was developed, considering the robot stiffness as well as the rotary 
of the roller, and the results were compared with experimental 
measurements for simple pieces (straight, convex and concave parts) 
showing a very good agreement.  

Keywords: roller hemming, simulation, automotive industry 

1. Introduction 

Although the use of simulation tools is becoming 
increasingly important, the development and deployment 
does not affect all the processes forming alike. There are 
a wide variety of commercial softwares devoted 
specifically to forming processes such as hot and cold 
forging and sheet metal forming. However no specific 
commercial software for rotating incremental processes 
such as spinning, flow-forming or roller hemming has 
been developed so far, due to its complexity to be treated 
by finite element modeling. Due to the obvious interest 
generated by the possibility of having simulation tools to 
increase the understanding of these processes, the use of 
finite element software for general purpose (Abaqus, 
Marc.) tries to fill this vacuum. 

The difficulty in suggesting strategies to adequately 
simulate the roller hemming has its origins in the very 
nature of the process. The process combines localized 

deformation areas and very high roller speed. This cause 
the contact points between roller and material vary 
constantly throughout the process. The numerical 
simulation for this scenario is very complex, given the 
need to ensure the continuity of the forces of a nodal 
element to the next one throughout the whole process, for 
which a high number of iterations, and therefore a large 
time is required. 

2. Process 

In the automotive industry, hemming is used to join two 
sheet metal panels by bending the flange of the outer 
panel over the inner one.  Currently in the industry there 
are basically two methods of mechanical hemming: the 
conventional mechanical hemming  and the roller 
hemming (Figure. 1). 

 

Fig. 1. Roller hemming process 

The roller hemming process is generally carried out in 
three steps. The orientation (angle) of the roller changes 
in between the hemming steps. 

The tensile state created during roller hemming 
process (non bending plane strain) with a component in 
the axis of folding, favors a smaller elongation of the 
grain in the deformed area and thereby delay the onset of 
shear bands and fractures compared with plain strain 
bending state achieved using the conventional hemming.  

To perform and develop the FEM methodology three 
different geometries were selected, straight, concave and 
convex. The straight test was 800 mm length and the 
concave and the convex one had 250 mm radius. (Figure 
2). The roller had a 62 mm diameter and a 28 mm depth. 
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Fig. 2. a. Test dimensions; b. Straight model 

There are many parameters to evaluate the hemming 
quality in terms of dimensions and surface aspects. In this 
study we have concentrated on only two dimensional 
parameters, the roll-in and the hemming height. The roll-
in of the hem is defined as the distance between the outer 
radius of the hem and the original flange of the panel and 
the hemming height is the flange height obtained. 

The material used for the model developed is a bake 
hardening mild steel, E220B with an isotropic hardening 
behavior and strain rate dependency. 

3. Finite Element Model 

There are many works that try to develop simulation 
models for FE hemming in an accurate and efficient way. 
Most studies conducted so far are 2D models to reduce 
the size of the model and the computing time. There are 
several defects due to the deformation (cracks and 
wrinkles), which can not be reproduced by 2D models. 
Consequently, it is necessary to perform 3D hemming 
simulations. 

There are also numerous studies ([3]) that attempt to 
elucidate the question of whether it is more appropriate to 
use an implicit or explicit code to simulate the process of 
hemming. Large deformation, nonlinear problems, and 
restrictions on contact are relatively easy to implement on 
an algorithm explicit. With the explicit time integration 
scheme is possible to accelerate the simulation through 
the mass scaling factor (MSF), reducing the computation 
time sometimes at the expense of sacrificing some 
accuracy. To maintain an acceptable accuracy being 
monitored ratios of kinetic energy in front of internal 

energy of deformable materials, and must be smaller than 
the 5% to minimize the dynamic effects and thereby 
guarantee a quasistatic process in a simulation of forming 
explicit. 

Another cause of dispute is if it’s possible to use shell 
elements in the hemming simulations. The hemming 
generates a radius of curvature of the exterior sheet metal 
whose order of magnitude is the same as its thickness, 
which makes the conditions for using this kind of theory 
elements are not met in this case according to the theory 
of Reißner-Mindlin. However, studies ([1], [2]) 
conducted comparisons with solid elements that would 
show that the shell is as appropriate or more.  

Taking into account these considerations, the model 
described in this paper was constructed following the next 
premises: 3D model, explicit code, shell elements.  Non-
linear simulation with Abaqus explicit was used to model 
the process, and 4 nodes shell elements (S4R) were used 
to model the outer and inner panels and rigid shell 
elements (R3D4) to model the roller, the holder and the 
base.  

Shell elements for deformable materials represent the 
middle surface of the thickness while shell elements for 
rigid ones represent the real surface of contact. Fine mesh 
was generated in the bent flange (3 shell elements in the 
radius) while coarse meshes were used for low 
deformation areas. The smaller element size used in the 
radius area was 1 mm with a 2:1 aspect ratio. For straight 
case for example 11750 elements were defined, 12249 
nodes and a time increment of 5e-05 applying the mass 
scaling of 100. 

In order to reproduce the movement and behavior of 
the roller as realistically as possible, a set of connector 
elements were modeled that conferred the movement, 
positioning as well as the rigidity of the roller.  

The connector elements represent a kind of "arms" 
and "hinges" that help us define the complex movement 
of the roller. In addition they permit dynamic and 
cinematic outputs, being able to monitor in this way, 
movements and forces in local coordinate systems, such 
as the roller. 

The connection type used in all cases of our model is 
an assembled connection consisting of two basic 
connections. The components of a basic connection affect 
either the translations or rotations of the second node in 
respect of the first one. Our connector’s elements consist 
of a basic translational connection and a rotational one. 
To define local directions they are referred to the local 
axes created before. The kinetic behavior is defined by a 
"behavior" associated with components free of relative 
motion, enabling incorporate "springs and dampers”. 

4. Experimental Procedure 

Experimental tests were performed in order to validate 
the simulation results of the straight model.To measure 
the forces on the robot arm that holds the roller, two 
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loading cells have been installed as seen in the image 
below. One loading cell is used to measure the load in the 
arm direction (normal force) and the other one in the 
movement direction (tangential or advance force). These 
loading cells had been calibrated before being used in the 
experiments. 

 

 

Fig. 3. Roller hemming system 

Different tests have been carried out, varying the robot 
speed from 1200 mm/s to 150 mm/s and with different 
number of roller passes, two or three, in order to see the 
differences in forces supported by the robot during the 
process as well as the final shape. The experiments were 
conducted by Ingemat S.A, corporate partner in the 
project. 

5. Results and discussion 

The way that simulations have been validated was 
comparing the forces supported by the robot and the ones 
obtained from simulation, normal and tangential 
forces.One of the most important variable of the process 
is the K elastic constant used in the definition of the 
rigidity of the robot because the normal force obtained in 
the simulation will be directly dependent on it. It was 
previously adjusted to a 350 N/mm with an experiment  

Two simulations were carried out in order to validate 
the model. In the first case the roller initial position was 
exactly the nominal one, that is, the roller begins the 
movement leaned on the sheet. In the second case the 
initial position of the roller is 3.7 mm under the nominal 
one. Both cases were conducted at 1200 mm/s velocity of 
the roller and two passes of the roller were necessary. In 
Figure.4 there is a comparison between experimental and 
simulation forces for a straight case with a nominal 
position of the robot and another with 3.7 mm of offset of 
the roller from the nominal position. 

 

Fig. 4. Experiemental and numerical forces in kg for straight case 

Comparing the results obtained from Abaqus and the real 
ones from experiments there is a good agreement between 
them respect to forces. The simulation represents in a 
good manner the increment on forces due the offset of the 
roller. 

The normal force is always higher than the tangential 
or advance one in both cases, simulation and 
experimental. The simulation gives values of the 
tangential forces lower that the experimental ones but for 
normal forces the agreement is better. This could be due 
to the fact that normal force is directly proportional to the 
elastic K value adjusted for the case and the tangential 
ones depends more on the friction. The friction value has 
not been evaluated in this study and a constant value of 
0.2 has been used in all the simulations. 

The normal forces in kg obtained in the simulation for 
the concave case with a velocity of the roller of 300 mm/s 
in the first pass and 600 mm/s in the second pass of the 
roller were the ones showed in the Figure.5 

 
Fig. 5. Normal forces in kg for the concave format 

Another analysis carried out to validate the model was the 
study of the dependency of the roll in and hem thickness 
with the initial bending radius.Similar simulations were 
conducted changing only the initial bending radius in a 
straight model. In Figure.6 there are showed both models; 
the left one has a 1.75 mm initial radius and the right one 
has a 0.3 mm inner radius. 
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Fig. 6. Different initial bending radius 

The values of the roll in and the hem thickness were 
measured in three points along the sheet and these are 
the averaged values of these measurements as it is 
showed in Table 1.  

Table 1. Roll in and hem thickness depending on the bending radius 
and velocity of the roller 

 Roll in (mm) 
Bending radius 1.75 mm 0.3 mm 
V=225 mm/seg 0.61 mm 0.1627 mm 
V=1200 mm/seg 0.62 mm 0.163 mm 
 Hem thickness (mm) 
Bending radius 1.75 mm 0.3mm 
V=225 mm/seg 2.66 mm 3.19 mm 
V=1200 mm/seg 2.66 mm 3.15 mm 

 
The developed model represents the tendencies of both 
variables in a good way, roll in and hem thickness 
depending on the inner radius maintaining the rest of 
conditions equal. 

As well as the bending radius decreases the roll in and 
the forces also decreases and the hem thickness increases 
using the same conditions in both (rigidity of the robot). 
There is no big influence on these variables with respect 
to the velocity of the roller, but the inner radius 
influences the roll in, the hem thickness as well the force 
used to do it. 

6. Conclusions 

A complete model was developed to simulate the 
hemming of simple models: straight, concave, convex, 
considering the rigidity of the robot with good agreement 
between experiments and simulations. 

The effects of the different variables of the process, 
velocity of the roller, rigidity of the roller, initial position 
of the roller, friction and initial bending radius were taken 
into account in the model. 

This model is applicable to small models with planar 
and simple roller movements and it is possible to study 
the influence of the different variable in the forces, final 
geometry and also prediction of wrinkles. 
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Control of the uniformity of direct electrical heating for Rotational 
Moulding 
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Abstract: This work uses FE Analysis supported by experiment 
to establish the uniformity of mould heating in rotational 
moulding by the use of electrical heating elements placed in 
direct contact with the mould surface. This study is part of a 
larger project run by the Manufacturing and Management Group 
in The University of Manchester known as CHARM (Contact 
Heating Applied to Rotational Moulding), and which is supported 
by the DTI and Industry (DTI Reference J3530B with Haywood 
Rotomoulding, Rochdale and Tecni-Form, Stone). 

Keywords: Rotational Moulding, Direct Electrical Heating, 
Cyclic Heating, Slip rings, Heat Distribution 

1 Introduction 

Rotational moulding (Rotomoulding) is a well 
established process for manufacture of large hollow 
parts from thermoplastics. A mould, made as a split 
shell, from cast aluminium or, more commonly 
nowadays, CNC machined aluminium is charged with 
thermoplastics powder and mounted on a mould carrier 
which is located at the extremity of the rotomoulding 
machine arm. The arm rotates about its long axis and 
the mould, in turn, rotates about its own (orthogonal) 
axis. The machine arm is moved into a gas-fired forced 
air oven and the temperature of the recirculating air 
inside the oven is controlled to typically around 300oC. 
At this temperature and under the biaxial rotation of the 
mould, the powder coats the inner surface of the mould 
and consolidates to a thin (typically less than 10mm 
thick) shell. At this point the arm is moved to a cooling 
station and the mould is allowed to cool before the part 
is removed. The process is relatively slow as a result of 
the poor heat transfer between the mould and the 
ambient air during both the heating and cooling stages 
and, typically, each of these operations can take around 
20 minutes [1-6]. 

 

2 The CHARM Process 

The CHARM process has been shown to reduce the 
Specific Energy Consumption (SEC) [7] of rotational 
moulding from more than 6 KWh/kg to less than 
3 kWh/kg [8]. 

At the same time it changes the process from one of 
low capital, low skill and high running cost to one of 
higher capital, higher skill and lower running costs. 
The process is based on direct electrical heating via 
slip-rings [9].  

Figure 1 shows a picture of the lab scale CHARM 
machine with the mould clamped on one of the rotating 
frames.  

The mould (Figure 2) was CNC machined from solid 
aluminium by Finecut Graphics Designs, Poole. A 
closer view of one of the slip rings is shown in Figure 3 
 

 
Fig. 1. Lab scale CHARM machine 
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The heaters are 200W, 
12mm diameter cartridge 
devices (RS 376-1843) 
which are inserted into 
aluminium blocks. The 
blocks are attached by 
means of “strangle bands” 
(RS 171-938)  
 
 

Fig. 2. Mould (300 mm by 300 mm by 80 mm deep) with Heaters 
attached 

3 Analysis 

Since the mould heaters are placed discretely on the 
mould surface (rather than conformal to it) the issue of 
control now becomes how to program a number of 
heaters to provide a uniform temperature on the mould 
surface.  

This was modelled by mapping the mould wall to a 
simple square plate, measuring 300 mm on the side and 
10 mm thick. (This is the same thickness as the mould). 
 

 
Fig. 3. Close-up of one of the slip rings 

The specific heat capacity of the aluminium was 
897 Jkg-1K-1 and the thermal conductivity 237Wm-1K-1. 
The density was taken as 2700 kgm-3. In this work the 
temperature dependence of these properties was 
ignored since the maximum temperature was less than 
300°C [7]. The energy balance is given by 

∫ ∫∫ +=
S VV

rdVqdSdVU
.

ρ
 

(1) 

Here, V is the volume of solid material, with surface 
area S; ρ is the density of the material, U is the material 
time rate of the internal energy, q is the heat flux per 

unit area of the body, flowing into the body and r is the 
heat supplied externally into the body per unit volume.  
It is assumed that the thermal and mechanical problems 
are uncoupled in the sense that U=U( ) only, where θ 
is the temperature of the material, and q and r do not 
depend on the strains or displacements of the body.  
A Finite Element Thermal Model of the plate was 
generated using ABAQUS, using DC3D8, an 8 node 
linear heat transfer brick to mesh the plate.  

 
 

3.1 Boundary Conditions 

The heat conduction across the interface is assumed to 
be defined by  
 

)( BAkq θθ −=  (2) 

Here, q is the heat flux per unit area crossing the 
interface from point A on one surface to point B on the 
other, θA and θB  are the temperatures of the points on 
the surfaces, and k is the gap conductance. 
The radiation heat flow per unit area between 
corresponding points is assumed to be given by  

])()[( 44 Z
B

Z
AEq θθθθ −−−=  (3) 

Here, θZ is the value of absolute zero temperature on 
the temperature scale being used, q is the heat flux per 
unit surface area crossing the gap at this point, from 
surface A to surface B, θAand θB are the temperatures 
of the two surfaces; and E is the gap radiation constant 
derived from the emissivity of the two surfaces. The 
convective heat transfer is defined by 

)( 0θθ −= hq  (4) 

Here, q is the amount of heat transferred per unit 
area, h is the connective heat transfer coefficient and θ 
is temperature of the surface at a given time.   

The heat loss to the environment (ambient 
temperature) is taken into account by using a surface 
film coefficient of 10 W/m2k [8-10]. For the initial step 
all the model surfaces, the internal and external air are 
at room temperature. The volume of the internal and 
external air is infinite and any turbulence in the air is 
ignored (free convection).  

3.2 Thermal Loads 

220 W heaters with the dimensions of the aluminium 
blocks which are shown in Figure 2 (75 mm by 65 mm 
by 5 mm) were used for the simulation and for the 
subsequent experimental measurements.  

θ
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4 Results and Discussion 

Simulations were carried using one, two, three and four 
heaters, which are distributed on the surface of the 
plate. Only a few of these results are actually shown 
here. 
 
 

  

Fig. 4. Temperature Simulations and Paths 1 and 2 with all four 
heaters on for 5 minutes of heating 

 
 

 
Fig. 5. Temperature variations along Path 1 (top) and Path 2 
(bottom) for the simulations in Figure 4 

It was noticed during these simulations that with one 
and two heaters being turned on continuously for five 

minutes the temperature difference between the hottest 
and coolest point on the plate is about 20°C and with 
three and four heaters this temperature difference rises 
to about 25°C. By way of comparison a simulation of 
an impinging hot air jet was performed. This provides a 
simple model of the hot air heating in the traditional 
process. This model was created with a Fortran user 
subroutine, DFLUX, linked to the ABAQUS model. In 
this case the air jet moves in a defined rectangular path, 
with the same corners as shown in Figure 3 for the four 
heaters. The velocity of the moving jet was taken as 
0.04 m/sec, so that the cycle is completed in 16 
seconds.  

 
Fig. 6. Temperature variations along Path-1 with moving air jet 

Using this information, an initial control regime 
based on the cycling of the electrical heaters was 
modelled. Here, the heaters are controlled to switch on 
and off in a prescribed and adjustable duty cycle and 
sequence.  
Duty cycles of 20, 10, 5, 4 and 2 seconds were 
simulated and, as shown in Figure 6, the 2 second duty 
cycle showed a great improvement over that of the 
fixed (always on) regime.  
 

 
Fig. 7. Temperature variation along Path 1 using a heating 
sequence of 2 seconds (see text) 
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The variation in temperature in Figure 7 follows Path 1 
(Figure 4) and shows a maximum temperature 
difference of only 6°C. This is roughly the same as that 
found for the moving air jet.  

This is an important outcome for the CHARM 
process since it indicates that direct electrical heating is 
a viable option to the traditional process providing the 
heaters are controlled in this sort of fashion. Of course 
this can be implemented in practice by means of a 
programmable microcontroller such as a PIC or a PLC. 

5 Experimental Verification 

For completeness, the simulations were verified by 
experiment with the temperature profiles measured 
using a thermal imaging camera (FLIR Thermovision 
A20). Some of these measurements are shown in 
Figure 8. The results were consistent with the FE 
Analysis 

6 Conclusions 

It is shown by simulation and experiments that uniform 
temperature control in rotational moulding which uses 
direct electrical heating is achievable. This represents a 
significant advance in the development of the CHARM 
process which has been shown to offers the prospect of 
significant energy reduction - by a factor of at least 2 - 
over the traditional oven-based process.  

The next step in the refinement of the existing 
CHARM machine is to embody the work described 
here into a program for a microcontroller (PIC or PLC) 
which can be used to control the moulding cycle. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Thermal images of Aluminium Plate after 1 minute of 
heating (top) and 5 minutes of heating (bottom). Note that the 
vertical strips are the strangle bands used to attach the heaters to 
the mould. See also, Figure 2. 
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Abstract. The recently emerged High Efficiency Deep Grinding 
(HEDG) allows the grinding process to be undertaken at high wheel 
speed, relatively large depth of cut and moderately high work speed. 
HEDG, whilst combining the mechanics of high-speed and creep-
feed grinding, offers the possibility of achieving very efficient 
grinding with values of specific energy approaching those of 
conventional cutting processes. HEDG requires a high power input 
and consequently needs a well-designed process to secure the work-
piece surface integrity, low temperature, and a reduced wear of the 
grinding wheel. The HEDG process necessitates an optimisation of 
the grinding parameters to achieve desirable results with minimum 
wheel wear. A poorly designed HEDG process causes abusive wear 
of the grinding wheel and leads to a damaged workpiece surface. 
This paper presents a thermal model that has been used to predict 
temperature in the HEDG process as a function of process 
parameters. The work explores an enhanced single-pole 
thermocouple technique that allows measuring contact temperature 
in deep cutting. A developed software that operates on the thermal 
model is used to implement a control strategy and to monitor the 
grinding process in real time. The results of the tests are presented in 
terms of measured and predicted temperatures and the specific 
energy. The paper also puts side by side the performance of metal 
bond CBN wheel and the high aspect ratio wheel.  

Keywords: HEDG, Grinding temperature, Thermocouple, Grinding 
energy, control strategy, wheel wear. 

1. Background 

High efficiency deep grinding (HEDG) is a relatively new 
grinding technology.  HEDG, whilst combining the 
mechanics of high-speed and creep-feed grinding, offers 
the possibility of achieving very efficient grinding with 
values of specific energy approaching those of 
conventional cutting processes. Whilst grain contact 
temperatures may approach the workpiece material 
melting temperature, workpiece surface temperatures can 
be low enough to prevent thermal damage from 
occurring.  The HEDG process reduces the transmission 
of heat to the finished surface due to the combined effects 
of large angles of inclination and high work speeds.  This 
allows achieving very high removal rates, without 
causing thermal damage to the finished component. 

Tawakoli [1], has published a study on the concept of 
HEDG, which left a series of opened questions. Several 
works in the fundamental understanding of the 
mechanical and thermal performance of HEDG, Rowe, 
[2], Rowe et al [3] Stephenson et al [4] have been 
undertaken in order to determine the boundaries for 
HEDG Jin et al [5] and Morgan et al [6]. Robust and 
reliable grinding process models have been developed 
allowing for the exploration of the principles of HEDG. 
However, the investigation of the extreme limits of 
HEDG and beyond is still needed.  The exploitation of 
the significant advantages of HEDG is possible through a 
complete understanding of the physical principles, 
Stephenson et al [4].   

Numerous studies have been carried out to identify 
the relationship between the work-piece thermal damage 
(burn, residual stress and cracking), Chen et al [7] with 
grinding process parameters. This was achieved through 
the development of theoretical models of heat transfer 
within the grinding process to predict the temperature rise 
at wheel-workpiece interface, [1-8]. For repeatability 
across a range of grinding process configuration, the 
theoretical models are validated against actual 
temperatures measured during grinding, [9-12]. 

2. Thermal Modelling 

Models of heat transfer are used to predict the 
temperature rise and to control the grinding process in 
order to avoid thermal damage of the workpiece. In this 
study a circular arc contact model was used to model the 
heat transfer at the grinding interface.  
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Fig. 1. Circular arc of contact for temperature modelling, adapted 
from [10]. 

Figure 1 illustrates schematically a circular arc of contact 
between the wheel and workpiece for modelling 
purposes.  The contact surface is assumed to lie around a 
circular arc. The heat source is derived as the summation 
of infinite moving line sources located around the contact 
arc. The contact length lc, is arc AFB.  A line heat source 
at F(xi,,zi) moves at speed vw (work speed) parallel to the 
x-axis at an angle φi to the finished surface BC.  The 
varying angle φi is the angle FBC, the maximum value of 
which along the arc AFB is the contact angleφ. The length 
of the arc, BF is idil e φ.=  where de is the effective 
diameter of the grinding wheel.  The temperature rise at 
any point M (x, z), due to the entire heat source AB, is 
derived as 
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Ko is the order zero Bessel function of the second kind. α 
is thermal diffusivity;  k is thermal conductivity and q is 
heat flux (power per unit contact area).  For a rigid wheel 
and workpiece, the contact length for deep cuts is 
approximated as eec dal .≈ . The contact angle is 

estimated from the contact length and the effective wheel 
diameter: ec dl /=φ   

3. Single Pole Thermocouple Technique for 
Temperature measurement in HEDG 

In HEGD, it is essential to measure the actual temperature 
at the interface between the grinding wheel and the 
workpiece. This allows understanding of the level of heat 
generated at the contact arc. The measurement of 
grinding temperature using the thermocouple is a 
technique that has been greatly improved over a number 
of years leading up to an optimised single pole 
thermocouple with a geometry that is highly reliable  
[11-12]. There are various methods of setting up a 
thermocouple within a workpiece to measure temperature 

within the grinding contact zone and a number of these 
methods are reviewed in reference [12]. The improved 
single-pole thermocouple system was first developed for 
shallow grinding, where it was observed that the process 
of temperature measurement was stable, reliable and 
repeatable. This allowed the technique to be transferred to 
HEDG), a process that requires long and grindable 
thermocouples.  This investigation uses a single-pole 
thermocouple configuration that involves inserting a strip 
of insulated conducting dissimilar metal into the 
workpiece.  A junction is formed with the conducting 
material of the workpiece at the contact line during 
grinding by smearing the thermocouple material over the 
workpiece. The single-pole thermocouples used here are 
grindable, and provide an advantage over sub-surface 
double pole thermocouples since the surface temperature 
reading is direct because the temperature is measured at 
the contact surface. In this study a constantan strip with 
optimised configuration was used to form a J-type single-
pole thermocouple with ferrous workpiece material. 

 
Fig. 2. Single-pole thermocouple configuration in split workpiece 

Figure 2 shows a schematic of the set up of a single-pole 
thermocouple for surface grinding. The thermocouples 
were calibrated over a range of temperatures using ice 
and a hot oil bath and their response was linear over the 
calibration range; no hysteresis was observed between the 
heating and cooling phases [12].  
 

 
Fig. 3. Actual measured and predicted 

Figure 3 illustrates the maximum predicted temperature 
(Tmax dry) and (TmaxWet) as well as the actually 
measured temperatures (Tmax msd). The predicted 
temperatures Tmax Dry are for the conditions where there 
would not be any cooling or lubrication when the cooling 
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fluid would have been burnt out completely. 
Temperatures Tmax Wet are predicted for the conditions 
of good cooling and lubrication where the coolant would 
have taken away a considerable amount of the heat 
generated in the grinding contact zone. It is observed 
from the graph (linear Tmax msd) that the contact 
temperatures decrease with the increase of the depth of 
cut. It is important to note that this would not be the case 
in conventional shallow cut (see [11-12]) because in 
HEDG the high work speeds play a critical role in the 
process.  

4. Grinding Control Strategy 

After a series of successful grinding tests (a few hundreds 
of repeatable tests) the single-pole thermocouple 
configuration was transferred to a specially designed 
HEDG machine (the 3rd generation of HEDG machine 
will be released as a commercial test bed by the end of 
2010). Several sensors were incorporated in the machine 
in order to monitor most of process parameters i.e. 
grinding force, temperature in the grinding zone, work 
speed, grinding power and the differential pressure in the 
hydrostatic bearing as shown in Figure 4.  It is to notice 
that due to electrical and other noise that biases the 
recorded signal from the sensors, hardware and software 
filtering techniques are used. 
The grinding control strategy was developed in two 
stages: off line and on line. In stage 1, as illustrated in 
Figure 4 six cutting parameters were logged into a PC 
using a Labview data logging interface. The data were 
stored and then manipulated off line using Matlab 
software package. This allows improving the extraction 
of required information from the signal and tuning the 
software.  
 

 
Fig. 4. Schematic of data acquisition for the HEDG system 

Figure 5 shows the result of the development in stage 2. 
Here, the code tested in stage 1 off line was fused to 
provide an online process monitoring system. The 
human-machine-interface has two sections: the left panel 
allows the user to input the process parameters and the 
critical grinding temperature. The grinding process power 
and actual temperature is displayed on the right panel. 

The raw signals of power and temperature are processed 
and displayed at the far right at the end of cycle. If the 
critical temperature has been exceeded a red alarm warns 
the operator. This is an open system where the operator 
can modify the grinding parameters based on the previous 
cycle results. In this system the predicted temperatures 
are not displayed, only real time measurements are given. 
This system is for experimental studies as the 
thermocouple is embedded into the workpiece. However 
it allows for validation of the thermal model in order to 
develop an industrial monitoring system (at commercial 
stage now) that operates autonomously in prediction 
mode. 
 

 
Fig. 5. Stage 2 grinding process monitoring system 

5. Grinding Wheel performance in HEDG 

HEDG has specific requirements to the machine tool in 
terms of stiffness and power and to the grinding wheel in 
terms of its ability to withstand the load and the bond to 
hold the grits together. The high feed rates increase the 
load on individual cutting grit leading to an aggressive 
wheel wear. Figure 6a) shows a conventional aluminium 
oxide wheel that was in this study. 

   a) 

   b) 
Fig. 6. High aspect ratio altos (a) and normal grit (b) 
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The peculiarity of this wheel is that it has high aspect 
ratio grits Figure 6b) with more than 50 percent porosity. 
Figure 6a) illustrates, at the left edge, a hostile wheel 
wear caused by a single pass with an actual depth of cut 
of 1.5 mm at a work speed of 517 mm/s (31/m/min) and 
45 m/s wheel speed. Conversely, the right edge shows 
little wear after a single cut at 2.5 mm deep at 279mm/s 
(16.7 m/min) feed rate with 80 m/s wheel speed. These 
two extreme cases illustrate how critical is the selection 
of HEDG process parameters.   It is observed that the 
selection on the tool is the key to successful HEDG 
applications. Figure 7 puts, side by side, the effectiveness 
of two types of wheels tested during this study. The 
electroplated CBN wheels had the advantage as metal 
bonded to perform with no wear whereas the aluminium 
oxide wheels required a strategic approach to the 
selection of cutting parameters.  However it is seen in 
Figure 7 that the conventional wheel outperformed the 
CBN wheel in term of energy efficiency. 

Low values of specific energy are due partly to high 
removal rates that generate larger chip thicknesses. It is 
also possible that the very low specific energy is 
associated with thermal softening of the workpiece 
material at the grain contact, due to the very high strain 
rate and quasi-adiabatic shearing process.  Also, low 
specific grinding energy could be explained by the fact 
that at high feed rates and deep cuts, the metal structural 
behaviour changes in nature. Instead of plastic 
deformation, a brittle fracture may take place. Brittle 
fracture requires less energy because of minimum internal 
friction in the material as opposite to plastic deformation. 
Therefore, for very high material removal, the power 
consumption versus material removal rates actually 
lowers dramatically.  
 

 
Fig. 7. Specific grinding energy 

6. Conclusion  

A thermal model for temperature prediction in HEDG has 
been presented together with a single pole thremocouple 
technique used to validate the model. Measured 

teperatures were given alongside  a system for control 
srtrategies in HEDG.  Characteristics of HEDG process 
has been given in terms of wheel wear and specific 
grinding energies. The performance of two grinding 
wheels was illustrated. It was observed that a proper 
selection of wheel and and cutting parameters are key to 
successful HEDG application.   
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Abstract: Grinding burn is a physical phenomenon related to the 
temperature in grinding zone. This paper presented the detection of 
high and low temperature in the grinding zone using laser irradiation 
technique. Two experiments on temperature rise were carried out 
using laser irradiation and grinding separately. By controlling the 
laser energy flux and irradiation time the temperature rise can be 
manipulated. The acoustic emission signals generated during laser 
irradiation provide signature for monitoring grinding temperature. 
An ANN model developed based on thermal AE data extracted from 
laser irradiation was used to detect the thermal AE signatures in 
grinding experiments, so that the high and low temperatures in the 
grinding zone can be monitored. Such technique can be used for 
grinding burn detection. The grinding experiment arranged to 
identify burn or no burn signature of AE data due to high and low 
temperatures under given depth of cuts (1.0 mm and 0.1 mm).  

Keywords: Laser irradiation, grinding, acoustic emission (AE), 
temperature, neural network.  

1. Introduction 

A grinding burn, which is one of the problem that occur 
to a ground surface, related to the thickness of the thin  
oxide layer, which in turn is affected by the maximum 
temperature at the grinding zone [1, 2]. There are many 
technique based on different sensors have applied to 
identity grinding burn [3-5]. Acoustic emission (AE) 
sensor has a higher sensitivity and responsive speed than 
power and force sensors. For this reason, AE sensors are 
becoming very popular in process monitoring. Acoustic 
emission (AE) sensor is very popular in recent years for 
identifying grinding burn and temperature in process 
monitoring. However, most researches use AE signals 
without distinguishing thermally or mechanically induced 
AE. 

Liu and Chen et al. [6] investigated grinding burn and 
temperature on CMSX-4 materials using AE signal and a 
thermocouple. In this research, they separated thermal 
induced AE signals from other AE signals in grinding for 
the first time by using a laser irradiation simulation 
method. The laser irradiation was arranged to produce 

high and low temperatures on the materials (Inconel718 
and MarM002) with different energy flux and irradiation 
time. They obtained a critical grinding burn temperature 
at 770˚C for CMSX-4 materials by comparing the AE 
features from the laser irradiation and AE features from 
the grinding experiment. Liu and Chen [6] also noticed 
the AE signals under different temperature are of 
different features. This provides a new way for grinding 
burn monitoring. 

This paper presents an investigation of grinding 
behaviour using Thermal AE signal signatures. A model 
based on neural network designed to detect the high and 
low temperatures in the grinding zone. The training data 
set consisted of thermal AE data extracted from laser 
irradiation applied as input to the network. The testing 
data set consisted of thermal AE data extracted from 
grinding experiment for verification.    

2. Laser Irradiation Tests 

The laser irradiation experimental set-up consists of an 
AE sensor, thermocouple, USB card, preamplifier, PCI-2 
based signal processor and specimen of aerospace 
material of nickel based alloys. All experiment set up 
carried out in the Lumonics JK704 Nd: YAG laser 
machine. An E-type thermocouple, which was located on 
the centre of the laser beam spot, was tightly fixed on the 
front surface of the workpiece and an acoustic emission 
(AE) sensor was placed at the opposite side of the 
workpiece. This thermocouple of E-type covers a 
temperature range from -40˚C to +900 ˚C. A schematic 
diagram of laser irradiation and sensor arrangements 
illustrated in the Fig 1. Other conditions of laser 
irradiation experiment are presented in Table 1. Laser 
pulses focused on a point on the surface can be 
considered as a point source to generate thermal 
expansion. The results of temperature measured from 
thermocouple are presented in Table 2. When acoustic 
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emission caused by the thermal stress occurs on the 
workpiece, The AE sensor transferred the AE wave into a 
voltage signal for further analyses. 
 

 
Fig 1. Schematic diagram of laser irradiation optical arrangement 

 
Table 1. Laser specification 

 
 

Table 2. The calibration temperatures 

 

A model of surface temperature has been calculated based 
on the interaction of laser irradiation and workpiece 
surface thermal energy. If the constant laser energy flux I0 
is absorbed at the workpiece surface and there is no phase 
change in the material, the heat flow in one dimension 
then the equation could be written as follows [6, 7],  
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where, ),0( tT  = surface temperature after time t 

     K  = thermal conductivity 

   k  = thermal diffusivity 

   η  = absorption coefficient 

The absorption coefficient η  can be calculated 
approximately as 19.16 % for Nd: YAG laser for nickel 
based alloy (MarmM002 and Inconel718). The laser 
power flux I0 can be adjusted by the off-focal distance f2. 

The surface temperatures of calculated and measured 
values are shown in the Fig 2. The laser energy was on 
these materials 1.5 J with a pulse width of 0.6 ms. The 
reasons for slight differences between theory and 
experiment are the laser focal spot size, thermocouple 
position and laser penetration into these materials. 
Thermal conductivity and off-focal distances to these 
materials (Inconel718 and MarM002) also play an 
important role to make these differences. The thermal 
conductivity is the property of a material that does 
indicate it ability to conduct heat. If the temperature of 
the materials rises there will be an increase of electron 
energy exchanges by laser irradiation. The electrons are 
more likely to interact with the structure of those 
materials rather than oscillate and re-radiate[7]. These 
materials (Inconel718 and MarM002) also have different 
absorption capacity of the radiation because it requires 
more energy to raise its temperature. 
 

 
(a) temperature calculated (b) temperature measured 

Fig 2. The surface temperature obtained from the experiment. 

The STFT (Short Time Fourier Transform) signal 
processing technique is applied to extract thermal 
features. The signal features related to high and low 
temperatures at 34 mm or 46 mm off-focal distances are 
shown in Fig 3. The signals are sampled at 5 MHz with 
Kaiser Filter. The result shows in the Fig 3 that AE data 
extracted from 34 mm offset distances has a higher 
intensity in the 200-250 kHz frequency range than AE 
data extracted from 46 mm offset distances in the150-250 
kHz frequency range.   

Fig 3. AE signal from laser irradiation, Top: time series data,  
and down: STFT. 
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3. Grinding experiments 

The grinding experiments were undertaken on a Makino 
A55 machine centre [8, 9]. The acoustic emission (AE) 
sensor WD-AL04 placed with the workpiece to detect the 
AE responses. The main specification of the AE sensor is 
presented in the Table 3. The grinding was undertaken 
with a wheel speed of 35 m/s and the depth of cuts at 0.1 
mm and 1 mm. The feed rate for the workpiece was 1000 
mm/s. No coolant applied. The extracted AE data were 
used to identify different temperature signatures in 
relation to grinding burn. 
 

Table 3. AE sensor specification 

 
From each of the experiments, three sets of 1024 AE data 
points are extracted from start, mid and end sections and 
applied to FFT for feature recognition. The features 
acquired from AE data under 1 mm depth of cut represent 
severe burn on the material due to high temperature while 
the AE features from data under 0.1 mm depth of cut 
represent no burn or slight burn due to low temperature. 
The burn or no burn phenomena shows on the Inconel-
718 workpieces relation to AE amplitudes. These results 
as shown in Fig 4 that AE data extracted from burn 
sample of 1.0 mm depth of cut has a higher intensity in 
200-300 kHz compare to no burn sample of 0.1 mm depth 
of cut in 150-250 kHz. The energy of AE intensities 
concentrated at the end of each depth of cut. In the burn 
sample the burn colours are obviously visible compare to 
no burn sample shows in the top of the samples. 
 

 
Fig 4. Grinding burn and no burn phenomena which relates to 1.0 

mm and 0. 1 mm depth of cuts. 
 

Fig 5 shows the grinding with 1 mm depth of cut 
produces severe burn (20% burn at the end of each 
grinding pass) while that with 0.1 mm depth of cut 
produces no burn or slight burn (0-2% burn at the end of 
each grinding pass). These clear features of burn and no 
burn phenomena due to high and low temperatures would 
be a concrete foundation for pattern recognition.  

 
Fig 5.  Grinding burn (%) from each grinding pass in relation to  

0.1 mm and 1 mm depth of cuts. 

4. Pattern recognition: Artificial neural network 
(ANN) approach 

The Neural Network (NN) has been applied since 1960s 
to identify the state of the machining process and cutting 
tool. The advantages of neural networks over pattern 
recognition are that it can easily constitute optimum 
nonlinear multi-input functions for pattern recognition 
and that the accuracy of pattern recognition is easily 
improved by learning[10].  

A back propagation neural network has been applied 
to identify high and low temperatures in relation to 
grinding burn. During the ANN training process, the 
STFT AE data were used as inputs and outputs were high 
and low temperatures. The structural parameters of the 
ANN are presented in Table 4. Once the network has 
been defined, network architecture can be created and the 
network can be trained by optimizing the error function.  

 
Table 4. Construction of the ANN for temperature indication 

 

The result as shown in Fig 6, the straight line relates by 
passing through the points of circles where the straight  
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line defined as the predicted output and points of circles 
defined as the actual output. The training data set 
consisted of thermal AE data which extracted from the 
laser irradiation. The target vector to the network was 
defined in such a way that the high temperature related to 
severe burn was assigned a value of 1 and low 
temperature related to normal condition or no burn 
condition was assigned a value of -1. After training, the 
result in the Fig 6 shows the outputs of the network 
represented each case correctly, where the values 
concentrated at the values in 1 or -1 respectively. 

 

 
Fig 6. The learnt training set for a NN classification system. 

Once the network has been designed and trained by AE 
data from Laser irradiation tests, it can be tested with AE 
data extracted from grinding experiment. The testing 
result should predict the high and low temperatures in the 
grinding zone. The result shows in the following diagram 
in the Fig 7, where high temperatures related to severe 
burn concentrated at the value 1 and low temperature 
related to no burn concentrated at the value -1. There are 
a few errors shown in fig 7 and the accuracy using the 
ANN to judge grinding temperature was about 81% 
(17/21). 

 
Fig 7. Neural Network verification result of grinding AE data. 

5. Conclusion 

This paper presented an investigation using AE signal to 
detect the high and low temperatures in grinding zone in 
relation to burn and no burn. The materials subjected to 
grinding are nickel based super alloys which are very 
sensitive to grinding burn. The laser irradiation induced 
temperature elevation can be adjusted by off-focal 
distance to the samples. The surface temperature obtained 
from laser experiment made a reasonable agreement 
obtained from theoretical calculation.  

An ANN model developed based on thermal AE data 
extracted from laser irradiation was used to detect 
grinding temperature using the AE data extracted from 
grinding experiments. The result of ANN shows a good 
agreement was achieved with the accuracy around 81%. 
This affirms that thermal AE signal signature features in 
laser irradiation can be found in grinding AE signals and 
can be used for grinding burn monitoring. 
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Abstract. Creep feed grinding is a recently invented process of 
material processing. It combines high quality of the workpiece 
surface, good productivity, and the possibility of automatic control. 
In this paper, an investigation of the influences of Wheel Speed on 
the root geometrical dimension for fabricating gas turbine blades 
using the design of experiments (DOE) are reported. Experimental 
data is analyzed by analysis of variance and an empirical model. It is 
found that, increasing the wheel speed causes suitable dimensional 
changes for the root geometrical dimension with good tolerances. 

Keywords: Creep feed grinding, Geometrical dimension, Analysis 
of variance, Regression, Interactive effect. 

1. Introduction 

Creep feed grinding is widely used in manufacturing 
super alloy materials. These materials are usually used in 
gas turbines, petrochemical equipment and other high 
temperature applications.  Using this approach, higher 
material removal rates can be achieved by selection of 
higher depths of cut and lower workpiece speeds. The 
correct selection of the cutting conditions and the wheel 
specifications can provide a greater material removal rate 
and a finer surface quality. One of the most important 
applications of creep-feed grinding is the production of 
the aerospace parts used in jet engines such as turbine 
vanes, and blades where parts should have high strength 
to the fatigue loads and creep strains (Fig.1).  Using 
creep-feed grinding, higher material removal rates can be 
achieved by selection of higher depths of cut and lower 
workpiece speed. The correct selection of the cutting 
conditions and the wheel specifications can provide a 
greater material removal rate and a finer surface quality. 

The aerospace parts used in jet engines, such as 
turbine vanes, are trypically made from nickel-based 
super-alloys such as Inconel, Udimet, Rene, Waspaloy, 
and Hastelloy. They provide higher strength to weight 
ratio, and maintain high resistance to corrosion, 

mechanical thermal fatigue, and mechanical and thermal 
shocks [1].  

S.-B. Wange et al. [2] provided a thermal model that 
focused on the heat transfer to the cutting fluid, the 
workpiece and wheel grain for creep feed grinding. In 
their model, the conduction effect in the moving direction 
of the workpiece was considered and found to be very 
significant. Moreover, the thermal partition ratios to the 
workpiece, fluid and grain were well defined and 
discussed. The results revealed that the cooling effect of 
the fluid is crucial especially at larger grinding depths. 

Lavine et al. [3] presented a conical grain model, with 
grain slope set to one. Lavine and Jen [4] derived a 
separate thermal model including the fluid, wheel and 
workpiece to predict the occurrence of boiling. 

Wange et al. [5] showed that the grinding energy 
when the fluid begins to cause boiling is defined as the 
critical grinding energy for the workpiece burning. The 
results showed that workpiece burning can be predicted 
or evaluated and so cutting conditions can be selcted to 
avoid those conditions where burning could occur.  

Shafto et al. [6] proposed that workpiece burning 
could be explained by the phenomenon of fluid film 
boiling. 

Ohishi and Furukawa [7] derived a relationship 
between the grinding heat flux and grinding zone 
temperature at burning using the fraction of the grinding 
energy entering into the workpiece at 10%. 

Wange et al. [8] modelled the grinding force of  creep 
feed grinding using the improved back propagation neural 
(BPN) network with a view to avoiding the workpiece 
burning. The results showed that the grinding energy can 
be accurately predicted by the application of a grinding 
force model and that larger sizes of wheel, when  
available, give a better working efficiency. 
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1.1 Gas turbine blades 

 
 Fig. 2 shows a gas turbine blade. Fig .3 illustrates the 
important dimension in root of gas turbine blade. Pin 
gauge ( P), valley (V), lobe (L) and traverse (T) are 
important geometrical dimension in root of gas turbine 
blade that have high effect in correct assembly of blade 
onto disk of turbine. If this important dimension is not 
controlled correctly and if higher than its tolerance, the 
blade can't assembled onto the disk of turbine.   

In this research, the influences of major process 
parameters of the creep feed grinding process and their 
interactions such as wheel speed, workpiece speed, 
grinding depth and dresser speed on the traverse of gas 
turbine blade have been investigated using the design of 
experiments (DOE) approach. It is desirable to know the 
effects of the major parameters and interactive influences 
among the process parameters on traverse and the 
relationships between traverse and  process parameters to 
obtain the best conditions for optimum production. 

 The DOE is a statistical method which is used to find 
the significance of interactive effects among variables 
and relations among process parameters using variance 
analysis. Finally, using this model and suitable 
geometrical dimension dimension, suitable input 
parameters has been determined for optimum production. 

 

Fig. 1. Creep-feed grinding of gas turbine blade 

2. Description of Material  

Inconel 738 LC super alloy was chosen as the 
experimental material. Its chemical composition in terms 
of all its alloy elements is presented in Table 1;  the 
remainder of its content is nickel. 

 

 

Fig. 2. Gas turbine blade 

 

Fig. 3. Geometrical dimensions 

Table 1. The chemical compositions of Inconel 738 LC super-alloy 

Min Max Min Max 
Element 

Percentage 
Element 

Percentage 

C 0.09 0.13 Nb 0.6 1.1 

Cr 15.7 16.3 Ta 1.5 2 

Co 8 9 W 2.4 2.8 

Al 3.2 3.7 Fe - 0.3 

Ti 3.2 3.7 Si - 0.05 

(AI+Ti) 6.5 7.2 Mn - 0.05 

B 0.007 0.009 S - 0.003 

Zr 0.03 0.06    

Mo 1.5 2    

3. Experimental Modeling 

3.1 The measurement of output parameters 

Output parameters and traverse dimensions were 
measured in terms of mm with an inside micrometer 0-25, 
0.01 mm precision. 
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3.2 The input parameters and experiment conditions 

 Values were specified for the following input 
parameters: the  creep feed grinding wheel speed, 
workpiece speed, grinding depth, and dresser speed. 

The grinding wheel type was Strato / Tyrolit 
(F13A70FF1) and the coolant fluid type was Cutzol zt 
130 (oil Canada). 

3.3 The experimental design 

 It is difficult and expensive to perform manyl 
experiments. The DOE method can be employed as an 
efficient technique to enable the suitable and necessary 
experiments to be selected with high accuracy. To 
investigate the main and multiple interactions between 
parameters, a fractional-factorial design was employed 
with two levels for each parameter (+,-), and a quadrant 
fraction with resolution (IV) [9].  Since there are several 
steps of grinding to accomplish the grinding of root, the 
grinding steps were divided to three sections (P1, P2, and 
P3) and in each section, a constant grinding depth was 
used.     

Table 2 shows the input parameter values of the 
experiments. The procedure included 16 experiments. 
The absolute value of the difference between the 
measured dimensions and nominal dimension of traverse 
was used in the statistical analysis. Therefore using 
design of experiments and ANOVA analysis, according 
to the input parameters, this absolute value is minimized.  

Table 2. The parameter levels 

4. Analysis of the Experimental Results 

Once the experimental results were obtained, the 
coefficients and analysis of variance (ANOVA) were 
calculated with MINI TAB software to determine the 
significance of the parameters, and the P-Values were 
used to determine which parameter was most significant.  

The risk level of less than 0.1 (P-Value) for the 
parameters in Table 3 shows that the related parameter is 
significant.  

 
 

Table 3. The variance analysis (ANOVA) for the traverse 

 
Finally, a hierarchical model was developed for the 
traverse dimension by a multiple linear regression 
technique. The insignificant terms were removed from the 
model and the final models were developed with 
significant terms which were determined by ANOVA 
equations (1) to (4) for geometrical dimension. 

f(P1x  0.004- V) x P2 x 0.008(P1 + f) x P2 x (P1 0.01 + 
f) x 0.008(P2 - (P1xV) 0.015 - (V) 0.008 + (E) .095 0 + 

(f) 0.003+ (P3) 0.237 + (P2) 1.270 + (P1) 0.931 + 0.650- = T  (1) 

V)(P1 0.028 - E)1.366(P1-
f)0.001(P1  P3)(P1 1.166 - P2)(P1 0.222 -0.012(V)  

0.74(E)  0.001(f)-P3 (P2) 0.067 - (P1) 0.6830.3- 

××
×+××+

+++=P    (2) 

E)(P1x  6.75- V) x 0.109(P1 - V) x P2 x (P1 0.009 +
 f) x 0.009(P1 + (P1xP2) 0.507 - (V) 0.065 + (E) .875 3 + 
(f) 0.006 - (P3) 0.093 + (P2) 0.208 + (P1) 2.064 + 1.18- = V  (3) 

f) x P2 ( 0.349 + E)(P1x  28.808+
 V) x 0.890(P1 + f) x P2 x (P1 0.365 - f) x 0.15(P1 + 

(P1xP2) 39.809 + (V) 0.654 - (E) .379 28 - (f) 0.149 - 
(P3) 12.013 - (P2) 38 - (P1) 37.745 - 29.313 = Ln(L1)

     (4) 

5. Discussion 

Fig. 4 summarizes the workpiece speed on the 
geometrical dimensions at grinding depth (first section). 
The results show that increase of wheel speed combined 
with the increase of grinding depth (first section), 
produces geometrical dimensions with good tolerances. 

Parameters Dof Adj 
SS 

Adj 
MS 

Fo P 

Main Effects 

2-Way Interactions 

3-Way Interactions 

Residual Error 

Total 

6 

4 

2 

3 

15 

0.001 

0.0016 

0.0018 

0.0 

 

0.0 

0.0 

0.01 

0.0 

 

2.90 

5.64 

12.5 

 

0.20 

0.09 

 

 

 R-Sq = %95.59         R-Sq(adj) = %77.95  

High Level Low Level Parameters 

25 17 wheel speed  ( m/s ) V 

180 100 workpiece speed  (mm/min ) f 

0.15 0.05 dresser speed  (µm/rev ) E 

0.9 0.6 grinding depth  (mm) P1 

0.6 0.3 grinding depth  (mm) P2 

0.08 0.04 grinding depth  (mm) P3 
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Fig. 4-a. Effect of the workpiece speed on the lobe dimension at 
grinding depth (first section) 

 Fig. 4-b. Effect of the workpiece speed on the pin gauge dimension 
at grinding depth (first section) 

 
Fig. 4-c. Effect of the workpiece speed on the traverse dimension at 

grinding depth (first section) 

 
Fig. 4-d. Effect of the workpiece speed on the valley dimension at 

grinding depth (first section) 

6. Conclusion 

In this paper, the influences of Wheel Speed on the root 
geometrical dimensions for fabricating gas turbine blades 
using the design of experiments (DOE) have been 
reported. Experimental data is analyzed by analysis of 
variance and an empirical model. It is found that, 
increasing the wheel speed causes suitable dimensional 
changes for the root geometrical dimensions and achieves 
good tolerance. 

Finally, with regards to the large number of effective 
parameters in the creep feed grinding process, 
consideration of the creep feed grinding process through 
the design of experiments is shown to be the efficient 
method for achieving acceptable results. 
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Ultra-fine Finishing of Metallic surfaces with Ice Bonded Abrasive Polishing 
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Abstract. In this paper, a novel ice bonded abrasive polishing 
process proposed for producing ultrafine surfaces on metallic 
surfaces is presented. Ice bonded abrasive polishing setup was 
developed for conducting the experiments under cryogenic 
conditions. The novelty of the process lies in the method of 
preparing a cryogenic polishing tool by freezing a mixture of 
distilled water and ultrafine abrasive particles with suitable 
cryogenic fluids. Characterization of the tool, by mass balance 
method, ensured uniform distribution of abrasives throughout the ice 
matrix. Experiments were conducted on 304L stainless steel in order 
to examine the improvements in surface finish on work surfaces. 
Experimental studies have revealed the generation of ultrafine 
surfaces, yielding roughness values in nanometric range, with the 
adhesive action of ice and the abrasive action of material by fine 
abrasive particles. 

Keywords: Polishing, Ice Bond, Surface Finish 

1. Introduction 

Ultrafine surface generation processes have recently been 
the focus of attention due to requirements for mirror- like 
surfaces on components used in semiconductor, optical 
and micro-electro-mechanical systems. Realization of 
mirror-like finishes on surfaces is possible by using 
conventional polishing as well as unconventional 
polishing processes. Unconventional polishing processes 
make use of chemical dissolution, fluid, optical energies 
and a combination thereof for surface generation. These 
processes are capable of producing ultra-fine surfaces 
with close tolerances and minimal damage to polished 
surfaces. Hence they are preferred for high precision 
polishing application even though they exhibit poor 
material removal rate. On the other hand, conventional 
mechanical based, fixed abrasive polishing processes are 
energy efficient in producing fine surfaces but often 
necessitate dressing to maintain performance of the tool 
or polishing wheel.  

In order to meet ultrafine finishing requirements, 
efforts have been directed to developing energy efficient 
fixed abrasive polishing processes that could eliminate 
the need for dressing the tool. This led to the 

development of polishing tools capable of self dressing / 
replenishing during polishing with the fluids undergoing 
phase changes. Initially, an approach was proposed to use 
a frozen mixture of water and abrasives as self dressing 
polishing tool for polishing of glass and crystals [1]. 
Experiments conducted on silicon wafers with this kind 
of polishing tool i.e., frozen colloidal silica, proved the 
possibility of generating smooth surfaces with the finish 
of about 7 nm [2]. An attempt was made to use a colloidal 
Silica tool to conduct experiments on silicon wafers and 
zerodur glass. The finish on the surface was less than 
nanometer dimension after cryogenic polishing. The 
temperature in the polishing was maintained at minus 40 
degree Celsius by means of dry ice to ensure the rigidity 
of the tool [3]. Alternatively, the experiments were 
conducted on metallic materials (LY12 and YG6 alloys) 
using frozen water i.e., ice alone as a polishing tool. 
Though the polishing process took place for longer 
duration, the experimental observation showed 
considerable decrease in surface roughness values [4]. 
Recently, an ice bonded abrasive polishing (IBAP) setup 
was developed to conduct experiments on a few metallic 
samples such as copper, aluminium and mild steel. The 
results showed an improvement in surface finish with the 
possibility of nano level finish on metallic surfaces [5]. 
From the above discussion, it is clear that the studies on 
frozen fluid polishing process of metallic as well as non-
metallic materials are limited and deserve some attention 
to understand the process much better. Thus the present 
work is designed to understanding the ice bonded 
abrasive polishing process. 

In this paper, a novel ice bonded abrasive polishing 
process proposed for producing ultrafine surfaces on 
metallic materials is presented. It describes the polishing 
setup developed for conducting the experiments under 
cryogenic conditions and the method of characterizing the 
polishing tool. Experiments were conducted on 304L 
stainless steel samples to understand the effect of 
polishing load and rotational speed of the tool on the 
finish achievable with this process. 
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2. Development of Experimental Setup 

An ice bonded abrasive polishing setup was designed and 
developed with an aim of in-situ tool preparation and to 
provide suitable kinematics between the tool and work 
surface. The schematic diagram of IBAP setup is shown 
in the Figure 1. 

 
Fig. 1. Schematic illustration of IBAP setup 

The setup consists of base plate, supporting columns, 
platform, permanent magnet DC motor with step-less 
variable speed controller and dead weight mechanism to 
apply the load onto the work during polishing of 
specimens. The base plate and platform are firmly 
attached to the supporting columns. A permanent magnet 
DC motor is fastened to the bottom of the platform and its 
speed is controlled by means of a variable speed 
controller. The rotational speed of tool can be varied from 
60 to 600 rpm. An ice mould of 200 mm diameter with 
the liquid nitrogen retainer ring is directly coupled with 
motor shaft and is supported by an axial and thrust 
bearing in order to ensure enough rigidity and smooth 
running of the tool. 

 
Fig. 2. Experimental setup 

The dead weight loading mechanism meant for applying 
the normal pressure on the work surface consists of a 
pivot joint, swing arm, sliding bearing, vertical rod and 
dead weights. The pivot joint is used to rotate the swing 
arm in order to position the workpiece eccentrically from 
the centre of the ice mould. The sliding bearing is fitted at 
the end of the swing arm. A polished cylindrical rod 
assembled with a 14 mm ball bearing supports the 
workpiece against the tool. The polishing pressure is 
applied over workpiece by adding dead weights with a 
suitable fixture. Relative motion between the tool and the 

workpiece is maintained by means of dynamic friction at 
the contact zone. The operating temperature of the tool is 
maintained by pouring liquid nitrogen into the retainer 
ring and monitoring the tremperature by thermocouple. 
The complete experimental setup along with the 
controller is shown in Figure 1.2. 

3. Preparation and Characterization of Ice 
Bonded Abrasive Polishing Tool  

The first step in IBAP process is the preparation of 
cryogenic polishing tool by freezing the mixture of 
distilled water and ultrafine abrasive particles with 
suitable cryogenic fluids.  

 
Fig. 3. Schematic representation of structure of the IBAP tool 

Figure 3 shows a typical structure of an IBAP tool 
wherein the spatial arrangement of abrasives within the 
ice matrix is in a random state. There are certain issues, 
like uneven distribution, accumulation and partial 
separation of abrasives in the matrix material, which may 
arise while forming the tool. Therefore it is essential to 
know the distribution of abrasives in the ice matrix for the 
purpose of assessing the tool for ultrafine finishing 
applications. 

3.1 Preparation of Ice Bonded Abrasive Polishing 
Tool 

The fumed silica particles of 4 nm diameter dispersed in 
distilled water were thoroughly mixed by a magnetic 
stirrer to form the polishing slurry. The slurry is poured 
into the ice mould which is surrounded by liquid nitrogen 
whose temperature is around -196ºC. After 1-2 minutes, 
the frozen mixture of abrasives and water is formed 
within the setup and is as shown in Figure 4.  

 
Fig. 4. Frozen mixture of abrasives and water 
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3.2 Tool Characterization 

This section describes the evaluation of the abrasive 
particle distribution in the ice matrix and the method 
adopted for preparing the tool surface for performing 
actual polishing. 

 
3.2.1 Evaluation of abrasive distribution 
A cylindrical mould of 75 mm diameter and 125 mm 
height is filled with a mixture of 2% SiO2 by weight in 
distilled water. It is then immersed into a liquid nitrogen 
bath for 2-3 minutes. After taking the mould out of the 
liquid nitrogen bath, the mould is heated slowly to 
separate the tool from the mould. 

 
Fig. 5. Frozen mixture of water and SiO2 melting on a hotplate 

Figure 5 shows the frozen mixture of silica with distilled 
water melted on a hotplate and collected in a container. 
The molten mixture is poured into a 50 ml burette and the 
mass measurements are made with a high precision 
electronic balance having a least count of 0.01gm. The 
theoretical weight of 50 ml slurry is calculated by 
assuming the density of fumed silica as 2200 kg/m3. The 
theoretical and actual mass of slurry obtained at 2% 
abrasive concentration are listed in Table 1. 

Table 1. Comparison of mass of slurry before freezing and after 
melting of frozen tool 

Weight of 50 ml slurry (gram) Error in % 

Theo-
retical 

Before 
Freezing 

After 
Melting 

Before 
Freezing 

After 
Melting 

50.55 49.57 49.71 1.94 1.66 

50.55 49.49 49.73 2.10 1.62 

50.55 49.90 49.66 1.29 1.76 

50.55 49.64 49.68 1.88 1.72 

From the Table 1, it can be noticed that the deviations in 
the mass of slurry before freezing and after melting are 
nearly identical and are comparable with theoretically 
estimated values. The observed deviations are about 1-2 
percent thus indicating the uniform distribution of 
abrasive particles in the ice matrix. Since large 
temperature gradient exists between the liquid nitrogen 
and the polishing slurry, the abrasive particles in the 

slurry will freeze without any change in their spatial 
location. The observed deviations are mainly attributed to 
the loss of mass caused by abrasive particles sticking to 
walls of the mixing chamber and burette and the errors 
associated with measurement of 50 ml slurry in the 
burette. As the deviations are very small compared with 
the mass of abrasives present in the tool, they might not 
have a significant effect on polished surfaces. Therefore 
the IBAP tool can effectively be used for high precision 
polishing applications. 

 
3.2.2 Dressing 
The top surface of the tool will have certain irregularities 
due to inconsistent solidification of the water-abrasive 
mixture in the mould. As it could not provide a flat 
surface for polishing of work surface, the top layer of the 
tool was dressed to make it smooth and flat. This is done 
by melting the upper layers of tool with a warm flat plate 
pressed against the tool surface. In this manner, the 
frozen mixture of water and abrasives was made ready for 
scratch free polishing of materials. 

4. Methodology 

This section describes the method of preparation of the 
surface before polishing and the choice of process 
parameters chosen for this study. 

4.1 Workpiece preparation 

A thick disc shaped, 304L stainless steel (SS) workpiece 
with 25 mm diameter and 15 mm thick, was chosen for 
the ice bonded abrasive polishing studies. The work 
surface was machined on a high precision CNC lathe and 
ground with a surface grinding machine. Then it was 
rough ground with SiC 220 mesh size emery sheet in a 
Struers polishing machine until grinding marks had 
disappeared from the surface. Fine grinding was carried 
out with 9 micrometer diamond abrasives on a composite 
pad. Eventually, the initial surface for ice bonded 
abrasive polishing was prepared with 3 micrometer 
diamond abrasives using a polishing pad. 

4.2 Selection of process parameters 

The polishing tool, prepared by freezing the mixture of 
distilled water mixed with 4 nm Silica having 
concentration of 2% by weight, was used for polishing 
304L SS samples. The specimens were polished for a 
period of 15 minutes with the rotational speed of the tool 
varied in the range of 100, 200 & 300 rpm and a  
polishing load of 1, 2.5 & 5 psi. The tool was dressed 
before the start of each experiment. The specimen was 
positioned over the polishing wheel before commencing 
the polishing of samples. 

In this work, the finish on the work surface before and 
after polishing was measured by an optical surface 
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profiler. It is a non-contact, high resolution 3D surface 
measuring instrument that can measure the roughness in 
the range of submicron to a few micrometers. 

5. Results and Discussion 

 
Fig. 6. Effect of rotational speed of the tool on surface finish 

 
Fig. 7. Effect of rotational speed of the tool on surface finish 

 
a 

 
b 

Fig. 8. Surface topgraphy of 304L stainless steel samples a. before 
polshing; b. after ice bonded abrasive polishing 

Figure 6 and 7 show the effect on the surfact finish of the 
rotational speed of the tool and polishing load. The 
surface roughness of all the samples decreases 
substantially after 15 minutes polishing. The percentage 
of improvement in surface finish improves steadily with 
increase in polishing load whereas it decreases with 
increase in rotational speed of the tool.  

Figure 8 shows a typical surface topography observed 
on a 304L SS sample before and after IBAP. The final 
surface finish has reached value of 8 nm from 11 nm due 
to removal of certain micro peaks on it. Further it can be 
observed that this process did not induce any scratches on 
the base material due to soft action of silica particles 
along with bonding materials i.e., ice. 

6. Conclusion 

An ice bonded abrasive polishing setup has been  
developed to perform polishing experiments especially 
under cryogenic conditions, on stainless steel specimens. 
The method of preparing the ice bonded abrasive 
polishing tool has been discussed. The suitablility of this 
kind of tool for ultrafine surface generation applications 
is ensured by tool characteirzation. Results of nano level 
experiments on stainless steel have indicated that this 
fixed abrasive polishing process has the ability to 
generate ultrafine surfaces by bringing out new abrasive 
grits into action from time to time by way of the ice in the 
tool melting. 
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Abstract. Industry is continuously seeking to improve technologies 
in order to produce items of the highest standards of durability and 
quality whilst at the lowest possible cost. Moreover, climate change 
issues have led to a greater focus on greener manufacturing methods. 
This has posed a challenge to researchers as they try to invent new 
technologies or further develop existing ones. The Minimum 
Quantity Lubrication delivery method is one such technology. As 
the abrasive material removal process is extremely demanding in 
terms of thermal stability it consumes large amounts of coolants. 
There have been many attempts to reduce the amounts of fluids 
used. The MQL fluid delivery technique reduces fluid usage 
significantly from litres per minute to millilitres per hour. Whilst 
some researchers have tried to implement the MQL technique in the 
grinding process, there is still research to be done to fully understand 
MQL in the grinding process. This study has aimed to improve this 
understanding through comparative study and the collecting of data 
for grinding forces (and as a result their ratio), surface roughness 
and grinding arc temperatures. Three delivery methods were 
employed - conventional flood cooling, dry grinding and MQL 
delivery system. Taguchi method was used in respect to the 
comparison of the effects of the three delivery methods. MQL was 
found to perform in a very similar manner to conventional delivery, 
in terms of specific material removal rate and forces. In some 
specific conditions MQL achieved better results. Furthermore, good 
results for surface roughness and grinding temperature were 
obtained in an attempt to create an applicable regime table for MQL 
in grinding. 

Keywords: minimum quantity lubrication, MQL, near dry 
machining, grinding, forces, forces ratio, temperature. 

1. Introduction 

In grinding, a key objective is to maximise material 
removal whilst minimising wear of the abrasive. Heat 
generated during material removal may influence 
workpiece durability and fatigue strength, leading to 
deterioration in the workpiece quality. Therefore, a 
lubricant or coolant is often used to achieve reduced 
friction, lowered local temperatures and improved quality 
of the surface [1-4]. 

However fluids usage represents a significant part of 
manufacturing costs. It has been found [5-6] that coolant 

costs may be responsible for as much as 17 per cent of a 
total part manufacturing cost, whereas depreciation and 
waste disposal contributes for around 54 per cent of 
cooling costs. Furthermore, those fluids may have a 
detrimental effect on worker health as well as on the 
natural environment. 

Therefore large potential savings can be made for 
both – the economy and the environment if the amount of 
fluids used in grinding could be reduced. This has posed a 
challenge to researchers as they try to invent new 
technologies or further develop existing ones. Such a 
technology, almost nonexistent in grinding but well know 
in machining, is represented by Minimum Quantity 
Lubrication (MQL). 

In MQL a mixture of pressurised air and lubricant is 
delivered directly to a machining zone. This fluid 
delivery technique reduces fluid usage significantly from 
litres per minute to millilitres per hour [7-9]. Although 
relatively extensive research [7-11] has been undertaken 
concerning MQL applied to milling, turning and drilling, 
MQL in grinding remains little understood. The small 
number of research publications [7, 11-15] on the subject 
suggest that there is an applicable regime for MQL in 
grinding and some tentative explanations are presented. 

Results for MQL in grinding look promising. For 
instance Wojcik and Kruszynski [14] reported very low 
compressive stresses (high negative values) compared to 
conventional fluid delivery. Similar conclusions are 
coming from Silva et al studies [12, 13]. Moreover Silva 
et al stated wheel wear was reduced under MQL. 
Tawakoli et al [15] conclusions were that surface finish 
and quality of hardened steel are better when MQL 
technique is applied. Also, in MQL grinding the 
tangential forces are greatly reduced in comparison to 
fluid cooling. Therefore, further research is highly 
desirable and the aim of this study was to investigate new 
areas, previously never explored. 
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2. Experiment 

The purpose of this research was to study grinding 
performance under MQL and improve the understanding 
of Minimum Quantity Lubrication phenomena. The 
objectives of the project were: a comparison of MQL 
delivery conditions with conventional delivery and dry; 
measuring temperatures and evaluating them with 
existing thermal model; recognition of an applicable 
regime for MQL; identification of potential restrictions 
for MQL; analysis results in terms of the real depth of cut 
(RDOC).  

Using the data acquisition system and other available 
measuring tools, a measurement of the following 
parameters was undertaken: forces – normal and 
tangential, instantaneous power usage, temperature and 
surface roughness under following conditions: 

1. vs – wheel speed – 25 and 45 m/s, 
2. vw – worktable speed – 6.5 and 15 m/min, 
3. a – applied depth of cut – 5 and 15 μm, 
4. Material type – workpieces made of three materials: 

EN8 32±2HRC, EN31 62±2HRC and M252±2HRC, 
5. Wheel type – universal aluminium oxide WA 100 JV 

grinding wheel, 
6. Dressing – with multi-cluster diamond,  
7. Cut type – down grinding, 
8. Fluid delivery – conventional fluid delivery, dry 

machining and MQL. 

The real depth of cut was obtained during a separate 
procedure, using workpieces ground under the same 
experimental conditions. 

An Omega CO2-T thermocouple was adapted to a 
single pole arrangement to measure contact 
temperature. 

The study was performed on a Dominator 624 Easy, a 
CNC surface grinding machine. For the purpose of MQL 
delivery (at 33ml/h rate), Lubrimat L50 by Steidle was 
used with a purpose designed nozzle.  

Taguchi method was used for the experimental design 
resulting in creation L8 (27) orthogonal array.  

The experimental work was performed in three 
stages: 1) conventional flood delivery grinding (WET), 2) 
dry grinding (DRY) and 3) minimum quantity lubrication 
grinding (MQL). Each stage consisted of grinding three 
materials (EN8, EN31, M2) with all possible 
combinations of parameters according to the Taguchi’s 
array.  

The trials were repeated three times. The results 
presented here are a mean value of the three 
measurements. 

3. Results 

During the study the actual depth of cut was mainly 
dependent on the material but also on speeds and more 
importantly cooling type, i.e. WET, DRY or MQL. In the 

case of the 15 μm programmed depth of cut, the achieved 
depth varied between 3 μm to 13 μm. 

The actual depth of cut is represented by specific 
material removal rate Q'w. 

Only two out of twelve (two of three materials, two of 
eight process conditions) results are presented and 
discussed as representative for the study. 

3.1. Specific tangential force 

Due to the high speed of the wheel the tangential force in 
grinding is mainly responsible for power dissipation. 
Tangential force obtained during the study was 
recalculated to a specific tangential force (where Ft - 
tangential force, b - workpiece/contact width): 

 
(1) 

 
a 

 
b 

Fig. 1. Specific tangential force as a function of specific material 
removal rate. 

In Trial A (Fig. 1a) a hardened tool steel workpiece 
(M2) was ground. WET and MQL returned similar 
RDOC and therefore Q'w. However MQL produced lower 
Ft' compared to WET. This indicates the potential for 
MQL to compete with WET under this combination of 
material, wheel and workpiece speed. The high Ft' in case 
of DRY is attributed to the lack of lubrication.  
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In Trial B (Fig. 1b) mild steel was ground and rather 
low RDOC values were obtained in all cases. However, 
MQL Q'w results were kept on a reasonably high level 
when compared with WET. Also, in the MQL case a low 
Ft' can be observed. Such a good MQL performance in 
terms of cutting and energy efficiency may be a result of 
the combined effects of workpiece material hardness, 
which was relatively low in this trial, and good 
lubrication properties of the MQL oil. 

A low Ft' in the case of DRY is due to a very low 
RDOC obtained during the tests and leads to the 
conclusion that the DRY process was rather ineffective. 

3.2. Force Ratio - Tangential/Normal 

In Trial A, Fig. 2a the lowest value of force ratio is 
observed for MQL. This is indicative of a situation of 
good lubrication, relatively high specific material 
removal and reasonable penetration depth.  

 
a 

 
b 

Fig. 2. Force ratio as a function of specific material removal rate. 

In Trial B, see Fig. 2b, MQL is seen to yield an 
increased specific material removal rate and lower force 
ratio value. This would suggest that MQL is more suited 
to grinding of soft material in shallow cut with fine 
dressing than WET. Another outcome of these results is 
highly significant for MQL and it points strongly toward 
an applicable regime for MQL i.e. relatively shallow cut 
operations, for a range of material hardness. 

3.3. Surface Roughness 

Results for surface roughness (see Fig. 3a) again show the 
best MQL performance. 

 
a 

 
b 

Fig. 3. Surface roughness as a function of specific material removal 
rate. 

The combination of soft material, fine dressing and 
low wheel speed in Trial B (Fig. 3b) produced poor 
results for WET. This condition was favourable for MQL 
and again indicates a large potential for MQL, 
particularly when grinding softer materials (30-55HRC). 
It is anticipated, the surface roughness for MQL could 
have improved had efficient wheel cleaning been present. 

3.4. Temperature 

Measured temperatures are shown in Fig. 4. 
In Trail A (Fig. 4a) the temperature and Q'w achieved 

under WET and MQL were very similar, indicating 
comparable, and almost equal, performance of MQL to 
WET for the stated conditions. 

In Trial B (Fig. 4b) improved cutting efficiency in 
MQL is noticeable, whilst providing relatively low 
grinding temperature. This is due largely to the combined 
effects of lubrication (the lowest friction coefficient was 
recorded under MQL) and soft material. It is important to 
indicate, low DRY temperature is due to the process 
inefficiency, and therefore the grinding temperature was 
relatively high for the low Q’w value achieved. 
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a 

 
b 

Fig. 4. Temperature as a function of specific material removal rate. 

The reason for low cutting efficiency was reasoned to 
be the fine dressing parameters and soft workpiece 
material, which is also visible in Trial A (almost 60 per 
cent Q'w of WET/MQL with much higher temperature).  

4. Conclusions 

As a result of this study, the applicable regime for MQL 
in grinding was determined. Comparable or lower forces 
were produced by MQL with similar Q’w levels. MQL 
generated the lowest force ratio compared to WET and at 
similar level through all tests. Low grinding temperatures 
with MQL were observed indicating the capability for 
low process temperature thus avoiding thermal damage. 
Low roughness values were recorded with MQL. In 
general an improved or comparable performance to WET 
was obtained. Grinding temperatures at contact arc were 
measured for the first time in MQL. The study results 
were presented in terms of real depth of cut. 

5. Acknowledgment  

I would like to thank my Director of studies, Dr Michael 
Morgan, for his support and efforts put in this study. 
Gratitude is also due to Prof. Brian W. Rowe and Prof. 

Bogdan Kruszynski for their invaluable assistance and 
vital support. 

6. References 

[1] Rowe, W.B., Black, S.C.E., Mills, B., Qi, H.S., Morgan, M.N. 
(1995) Experimental investigation of heat transfer in grinding. 
Annals of the CIRP, 44/1, 329-332 

[2] Morgan, M N., Jackson, A R., Baines-Jones, V., Batako, A., 
Wu, H., Rowe, W.B. (2008) Fluid Delivery In Grinding. 
Annals of the CIRP, 57/1, 363-366, DOI: 
10.1016/j.cirp.2008.03.090 

[3] Batako, A.D., Rowe, W.B., Morgan, M.N. (2005) 
Temperature measurement in high efficiency deep grinding. 
Machine Tools & Manufacture, 45, 1231-1245 

[4] Marinescu ID, Rowe WB, Dimitrow B, Inasaki I 2004 
Tribology of abrasive machining process (William Andrew 
publishing) 

[5] Brinksmeier E, Heinzel C, Wittmann M 1999 Friction, 
Cooling and Lubrication in Grinding Annals of the CIRP. 
48/2/1999, pp 581-598 

[6] Brinksmeier E, Walter A, Jansen R and Diersen P 1999 
Aspects of cooling lubrication reduction in machining 
advanced materials, Proc Inst Mech Engrs Vol 213 Part B, pp 
769-778. 

[7] Weiner K, Inasaki I, Sutherland JW, Wakabayashi T 2004 
Dry Machining and Minimum Quantity Lubrication CIRP 
Annals – Manufacturing Technology, Volume 53, Issue 2, pp 
511-537 

[8] Klocke, F., Beck, T., Eisenblatter, G., Lung, D. (2000) 
Minimal Quantity of Lubrication (MQL) – Motivation, 
Fundamentals, Vistas. 12th International Colloquium, 929-942 

[9] Barczak, L.M. (2010) Application of Minimum Quantity 
Lubrication (MQL) in plane surface grinding. PhD Thesis, 
LJMU 

[10] Rahman, M., Senthil, K.A., Salam, M.U. (2002) Experimental 
evaluation on the effect of minimal quantities of lubricant in 
milling. International Journal of Machine Tools & 
Manufacture, 42, 539-547 

[11] Sreejith, P.S. (2008) Machining of 6061 aluminium alloy with 
MQL, dry and flooded lubricant conditions. Materials Letters, 
62/2, 276-278 

[12] Silva, L.R., Bianchi, E.C., Catai, R.E., Fusse, R.Y., França, 
T.V., Aguiar, P.R. (2001) Study  on  the  behaviour  of  the  
Minimum  Quantity  Lubricany  -  MQL  technique  under 
different lubricating and cooling conditions when grinding 
ABNT 4340 steel. Journal of the Brazilian Society of 
Mechanical Science & Engineering, 2, 192-199 

[13] Silvaa, L.R., Bianchi, E.C., Fusse, R.Y., Catai, R.E., Franc, 
T.V., Aguiar, P.R. (2007) Analysis of surface integrainy for 
minimum quantity lubricant - MQL in grinding. International 
Journal of Machine Tools & Manufacture, 47, 412-418 

[14] Wójcik, R., Kruszyński, B. (2003) Szlifowanie powierzchni 
płaskich z zastosowaniem minimalnego wydatku cieczy 
obróbkowej. XXVI Naukowa Szkoła Obróbki Ściernej, 221-
225  

[15] Tawakoli, T., Hadad, M.J., Sadeghi, M.H., Daneshi, A., 
Stockert, S., Rasifard, A. (2009) An experimental 
investigation of the effects of workpiece and grinding 
parameters on minimum quantity lubrication - MQL grinding. 
International Journal of Machine Tools & Manufacture, 49, 
924-932 
 



3–6 

Study of the Behavior of Air Flow around a Grinding Wheel under the 
Application of Pneumatic Barrier 

Bijoy Mandal1, Rajender Singh2, Santanu Das3, Simul Banerjee4 

1,4 Department of Mechanical Engineering, Jadavpur University, Kolkata, India 
2,3 Department of Mechanical Engineering, Kalyani Government Engineering College, Kalyani, India 

1bijoymandal@gmail.com, 2rsingh.iaf@gmail.com, 3sdas_me@rediffmail.com,4simul_b@hotmail.com

Abstract. In grinding process, a stiff air layer is generated around 
the wheel due to rotation of the porous grinding wheel at a high 
speed. This stiff air layer restricts fluid to reach deep inside the 
grinding zone. Conventional method of fluid delivery system is not 
capable of penetrating this stiff air layer, and generally, results in 
wastage of large amount of grinding fluid that leads to 
environmental pollution. Several attempts have been made to adopt 
certain means to improve better penetration of grinding fluid inside 
the grinding zone. In this work, formation of stiff air layer has been 
studied experimentally by measuring the variation of air pressure 
around grinding wheel periphery at different conditions. A 
pneumatic barrier set-up has been developed first time for restricting 
the stiff air layer around grinding wheel. The reduction of air 
pressure around grinding wheel has been observed at various 
pneumatic pressures. Using the pneumatic barrier, maximum 
reduction of air pressure up to 53% has been observed 
experimentally. This pneumatic barrier system reduces deflection of 
grinding fluid away from wheel, and hence, the reduction in wastage 
of grinding fluid, leading to less problem related to environment.  

Keywords: Surface grinding, Stiff air layer, Grinding fluid 
application, Pneumatic Barrier. 

1. Introduction 

Grinding is a machining process, where a high-speed 
rotating abrasive wheel is employed. It is associated with 
high specific energy requirement, and generation of high 
temperature [1]. Usually, in grinding, large amount of 
grinding fluid is applied for restricting thermal damages. 
Main difficulty of application of grinding fluid is 
formation of a stiff air layer around wheel periphery [1-
10] that restricts fluid to reach deep inside the grinding 
zone.  

Shibata and others [2] have stated that the layer of air 
close to the rotating grinding wheel is carried on the 
surface of the wheel due to friction of wheel surface with 
air, and is simultaneously driven outwards by the 
centrifugal force. Variation of air flow pattern around 
grinding wheel is reported [3-5] to be dependent on wheel 
roughness or wheel dressing conditions. The velocity 

profile of air layer is also observed to change along wheel 
width. While some researchers [2, 8-10] have noted that 
velocity of air layer is nonuniform over the wheel width, 
and peaks of air velocity or pressure is near to both sides 
of the wheel, other observations show [3- 6] the pressure 
to be maximum at the centre of wheel width. The 
distribution of air velocity or pressure in the radial 
direction changes exponentially decreasing with the 
distance from the wheel periphery [7-10]. The effect of 
rexin pasted grinding wheel on air pressure distribution 
has also been studied [9-10], and it is reported that less 
amount of air pressure around the rexin pasted wheel is 
built up compared to that of a normal wheel. 

Conventionally applied grinding fluid, in general, is 
not able to penetrate this stiff air layer, resulting in 
wastage of larger amount of the grinding fluid. Howes 
[11] has suggested that lubrication is more important than 
cooling in grinding, as it reduces the friction, and in turn, 
total specific energy input. To reduce grinding zone 
temperature effectively, cutting fluid is needed to enter 
the grinding zone. Akiyama et al. [12] have investigated 
to find out an ‘effective flow rate’ towards achieving this. 
20 – 50% of the supply flow rate has been estimated to be 
the effective flow rate. On the other hand, Engineer et al. 
[13] have reported that in flood cooling, only 4 to 30% of 
applied fluid can pass through grinding zone. 

Several other attempts [14-18] have been made to 
adopt some means such that grinding fluid can enter deep 
inside the grinding zone, and hence, the need of less 
quantity of fluid. Use of Z-Z method [1], scraper board 
[2], rexin pasted wheel face [14-16], specially designed 
nozzle [18], applying fluid in form of high velocity jet [1, 
15], etc. can give some favourable results. Ebbrell et al. 
[17] have suggested to place the fluid delivery nozzle 
between work surface and wheel centre line for obtaining 
better fluid penetration through grinding zone.   
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2. Objective 

In this work, formation of stiff air layer is studied 
experimentally by measuring the variation of air pressure 
around grinding wheel periphery at different conditions. 
A pneumatic barrier set-up is developed first time for 
restricting the stiff air layer around grinding wheel. The 
reduction of stiff air pressure around grinding wheel is 
observed at various pneumatic pressures. The effect of 
pneumatic barrier in fluid flow through grinding zone is 
also observed 
. 

 

                        Fig. 1. Experimental set-up 

             

      Fig. 2. Schematic diagram of the experimental set-up 

3. Experimental Details 

In the present work, the grinding wheel is fitted on a three 
axis CNC milling machine (Make- BFW, India, Model- 
Akshara VF 30 CNC). The wheel velocity of 20.9m/s has 
been chosen with a wheel diameter of 200mm. 
Specification of the wheel used is AA46/55K5V8. A 
special type calibrated probe, made indigenously, is used 
to measure air pressure at various points radially 
outwards from the wheel peripheral surface (R-axis) as 
shown in Fig. 1. The probe of 1mm outer diameter is set 
at 0.1mm distance from the middle position of wheel 
periphery. U-tube inclined manometer with water as 
manometric fluid and inclination angle of 15o is used to 
measure the air pressure.  

A pneumatic nozzle of 4mm internal diameter is 
placed on wheel face at different polar co-ordinates (r, θ) 
(Fig. 2). The polar angles (θ) considered are 30o, 45o and 
60o. The pneumatic nozzle is placed 10mm away from the 
middle position of the wheel periphery, so that curve 
radius, r becomes 110mm. The pneumatic nozzle is 
pivoted at P, and swivelled at an angle α. The axis of 
pivot is parallel to the grinding wheel spindle. The swivel 
angle (α) is taken as 0o, 30o, 50o, 70o and 90o. Through 

this nozzle, compressed air is supplied to block the stiff 
air layer before the probe. Compressed air is applied with 
pressure varying from 100 mm to 1600 mm of water. All 
the experiment sets are repeated twice and average values 
are shown in the plots.  

Another experiment is carried out using a Surface 
Grinding machine (Make- Maneklal & Sons, India, 
Model- Parrot) for observing the effect of pneumatic 
barrier on coolant flow at a wheel velocity of 30m/s. In 
this experiment, grinding wheel is tangentially placed on 
workpiece, and fluid is flown through the grinding zone 
at different flow rates. Grinding fluid is passed through 
nozzle having 6mm of outer diameter, and placed 10mm 
above the work surface. Pneumatic nozzle is positioned at 
35mm above work surface, and 10mm from wheel 
periphery at swivel angle (α) of 30o. The pneumatic 
pressure of 400mm of water is maintained through out 
these experiments considering substantial gain achieved 
at this moderate pressure that may be well suited 
commercially.  A special attachment is used to collect 
and measure the quantity of grinding fluid passing 
through the grinding zone. Each experiment is repeated 
two times. 

4. Results and Discussion 

First set of experiments is carried out at a constant 
grinding wheel velocity of 20.9m/s maintaining the 
position of the pneumatic nozzle (r, θ) at (110mm, 30o). 
The pneumatic pressure is varied from 100mm of water 
to 1600mm of water, and the swivel angle (α) of 
pneumatic nozzle is varied from 0o to 90o. Effects of the 
pneumatic pressure and swivel angle are shown in Fig. 3 
and Fig. 4. Substantial amount of reduction in air pressure 
at the middle position of the periphery of grinding wheel 
is achieved by using pneumatic barrier. From Fig. 3, the 
maximum reduction of air pressure at peripheral middle 
position of grinding wheel is observed at a swivel angle 
(α) of 50o with a pneumatic pressure of 800mm of water.  
From Fig. 4, it is seen that the maximum effect of 
pneumatic barrier is near about 53% at a pneumatic 
pressure of 800mm of water and at a α of 50o. Face of the 
pneumatic nozzle is pivoted at point P. Hence, line of 
action of pneumatic pressure is at a swivel angle (α) with 
the normal OP (Fig. 2). Line of action of pneumatic 
pressure is tangential at α= 65o. At an α= 0o, pneumatic 
air strikes the wheel perpendicularly. Therefore, the effect 
of blocking the tangentially flowing air, which is 
generated around grinding wheel, becomes less.  At α= 
30o and 50o, compressed air strikes the wheel at polar 
angles (θ +3o) and (θ +7o) respectively. At these swivel 
angles, effective penetration of stiff air layer by the 
pneumatic barrier is expectedly observed. However, 
increasing the swivel angle (α) beyond 500 causes large 
increase in the distance of striking of pneumatic air with 
wheel from the probe, and hence, the effect of blocking 
air layer around grinding wheel becomes less.   
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Similar experiment is carried out changing the 
pneumatic nozzle position at r=110mm and θ=45o, and 
results are shown in Fig. 5 and Fig. 6. From these figures, 
it is observed that the effect of pneumatic barrier is 
maximum corresponding to the pneumatic pressure 
(barrier) of 400mm of water onwards with swivel angle 
(α) of 50o. Comparable result is also seen at a swivel 
angle, α of 30o up to 1200mm of water pressure. 

Reduction in air pressure is also observed in Fig. 7 
and Fig. 8, where the pneumatic nozzle is placed at 
r=110mm, θ= 60o. It is observed that the maximum effect 
of pneumatic barrier is at an α of 30o, with the pneumatic 
pressure of 1600mm of water. Following the observations 
of the first set of experiments, it can be stated that 
maximum benefit of applying pneumatic barrier is at a θ 
of 30o and α of 50o. At higher value of θ, percentage 
effect of pneumatic barrier decreases, which may be due 
to large distance of nozzle from probe. At α= 30o, 
comparable results have been obtained at higher θ values. 

The second set of experiments is performed on a 
surface grinding machine to measure the fluid flow 
through the grinding zone. The effect of pneumatic 
barrier on flooded type fluid flow is shown in Fig. 9 and 
Fig. 10. It is found out that with the increase in fluid flow 
through nozzle, more fluid is passed through the grinding 
zone in both the conditions (Fig. 9). After applying the 
pneumatic barrier, the fluid passing through the grinding 
zone is increased substantially. Fig. 10 shows that at 
lower fluid delivery condition, percentage wastage of 
fluid is high. Wastage of fluid is reduced by applying 
pneumatic barrier in all the cases. Due to the application 
of pneumatic barrier, air layer generated around grinding 
wheel is suppressed above the fluid delivery nozzle, and, 
therefore, more fluid enters into the grinding zone. This 
finding may be effectively utilized in grinding for control 
of grinding temperature through providing less quantity 
of fluid. As a result, less pollution may be achieved.  

Some of the methods known for suppressing or 
penetrating the air layer, such as using a scraper board, 
applying specially designed nozzle, fluid jet, or z-z 
method, etc. face some practical problems of 
applicability. Few of these methods need applying large 
amount of fluid causing large wastage. The pneumatic 
barrier, on the contrary, can be easily applied and  
consumes minimum quantity of fluid.  
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Fig. 3. Plot of air pressure at the middle portion of wheel periphery 
with the applied pneumatic pressure at a pneumatic nozzle position 
r=110mm, θ= 30o with different swivel angles (α) 
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Fig. 4. Effect of pneumatic barrier in percentage at a pneumatic 
nozzle position r=110mm, θ= 30o with different swivel angles (α) 
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Fig. 5. Plot of air pressure at the middle portion of wheel periphery 
with the applied pneumatic pressure at a pneumatic nozzle position 
r=110mm, θ= 45o with different swivel angles (α) 
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Fig. 6. Effect of pneumatic barrier in percentage at a pneumatic 
nozzle position r=110mm, θ= 45o with different swivel angles (α) 
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Fig. 7. Plot of air pressure at the middle portion of wheel periphery 
with the applied pneumatic pressure at a pneumatic nozzle position 
r=110mm, θ = 60o with different swivel angles (α) 
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Fig. 8. Effect of pneumatic barrier in percentage at a pneumatic 
nozzle position r=110mm, θ= 60o with different swivel angles (α) 
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Fig. 9. Plot of fluid flow through grinding zone using flooded type 
coolant delivery system with a pneumatic barrier having pneumatic 
pressure of 400mm of water 
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Fig. 10. Wastage of grinding fluid in percentage using flooded type 
coolant delivery system, using a pneumatic barrier with 400mm of 
water pressure 

5. Conclusion 

Following conclusions may be drawn from the 
experimental investigation carried out. 

• The stiff air layer, formed around the grinding 
wheel, can be effectively suppressed with the use of 
pneumatic barrier. 

• The effect of pneumatic barrier depends on the 
location of pneumatic nozzle, swivel angle, and 
pneumatic pressure applied. The maximum effect of 
pneumatic barrier is found out at 800mm of water 
pressure with θ=30o and α=50o. 

• Fluid flow through grinding zone is observed to 
increase substantially with the application of 
pneumatic barrier that can effectively control  
grinding temperature, and thereby, may be applied 
effectively, when other known techniques such as 
use of scraper board, high velocity jet, etc. faces 
some practical difficulties to apply.  
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A cutting plane algorithm for solving single machine scheduling problems 
with uncertain sequence-dependent setup times 
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Abstract. In this paper, a variant of the single machine scheduling 
problem is considered in which the sequence-dependent setup times 
are assumed to be uncertain and they can take any real value from a 
closed interval. For tackling the problem, a mathematical model 
based on the robust traveling salesman problem is proposed for 
minimizing the makespan. Then, the proposed model is solved via a 
cutting plane algorithm. Finally, the computational experiments 
show the effectiveness of the proposed algorithm in comparison with 
a commercial optimization software generic branch & bound. 

Keywords: Scheduling, Single Machine, Sequence-Dependent 
Setup Times, Traveling Salesman Problem, Interval Uncertainty 

1. Introduction 

Among various types of scheduing problems, the single 
machine scheduling problem (SMS) is one of the most 
widely-studied scheduling problems. One of the main 
assumptions in SMS literature is the sequence-dependent 
setup times. The most widely considered performance 
criterion in the literature for single machine scheduling 
problem with the sequence-dependent setup times 
(SMSSDS) is the makespan. This problem is equivalent 
to the famous traveling salesman problem (TSP). 
Therefore, SMSSDS can be considered as a strongly NP-
Hard problem [1]. Some applications of this problem 
include chemical compound production, heating and 
cooling processes, and steel strips rolling. 

Various forms of SMSSDS have been studied 
recently. These studies include optimization of total 
weighted tardiness [2], considering the deteriorating 
effect [3], scheduling a single machine with maintenance 
and jobs due dates [4], proposing MIP model for 
capacitated lot-sizing in SMSSDS [5], considering past-
sequence-dependent setup times [6, 7], and finally 
considering the effects of learning and deterioration on 
SMS with past-sequence-dependent setup times [8]. In 
addition, the concept of uncertainty in SMS has recently 
received a lot of attention from researchers. Among these 
studies, processing time is one of the parameters mostly 

modeled uncertain via interval [9], stochastic [10], and 
scenario-based [11] modeling. 

The main purpose of this study is to model and solve 
the single machine scheduling problem with uncertain 
sequence-dependent setup times and makespan 
performance criterion. The uncertainty of each setup time 
parameter is assumed to be in an interval. For this 
problem, a robust counterpart mathematical model based 
on the robust TSP and a cutting plane algorithm is 
presented. To the best of authors’ knowledge, the interval 
uncertainty of sequence-dependent setup times has not 
been considered in the single machine scheduling 
problem literature. The main application of this problem 
is in industries having a heating process where each batch 
of products requires processing at a different temperature 
and the required time to prepare the furnace for the next 
batch of jobs (cooling or heating the furnace) is uncertain. 
The main reasons for setup time uncertainty can be 
attributed to errors in parameter forecasting/measurement 
and errors in implementation of plans [12]. 

The rest of this paper is organized as follows:. In 
section 2, the research problem and the main idea for 
tackling the problem is discussed. In sections 3 and 4, the 
deterministic and robust mathematical models of the 
research problem are presented. In section 5, a cutting 
plane algorithm is proposed. Finally, a computational 
experiment is conducted in section 6, and the conclusions 
are drawn in section 7. 

2. Problem Definition 

Consider a manufacturer with a single furnace used for 
processing various numbers of jobs. Each job has a 
processing time and a setup time. The required setup time 
for each job depends on the temperature of furnace used 
for the previous job. Hence the setup times are sequence-
dependent. Since the job orders are periodic, it can be 
assumed that the last job of the sequence will be again 
succeeded by the first job of the initial sequence. The real 
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value of each sequence-dependent setup time parameter 
can be described via a nominal value and a shift value 
representing the central value of the uncertain parameter 
and the maximum possible deviation of the parameter’s 
real value from the nominal value, respectively. 
Considering the above explanations, the purpose of the 
research problem is to find a sequence of jobs which 
minimizes the makespan considering the uncertainties of 
sequence-dependent setup times. 

As discussed in section 1, the deterministic version of 
SMSSDS is equivalent to TSP. Therefore, the robust 
counterpart of uncertain SMSSDS can be modeled via 
constructing a robust TSP model. Limited research has 
been done on robust TSP. These studies have focused on 
robust deviation criteria [13,14]. In this study, the budget 
of uncertainty concept [15] is used for modeling robust 
TSP. The budget of uncertainty can be defined as the 
maximum number of uncertain parameters which can 
deviate from their nominal values [15]. Increasing the 
uncertainty budget makes the corresponding robust model 
become more conservative and tends to minimize the 
worst-case scenario. On the other hand, with the 
uncertainty budget equal to zero, the corresponding 
robust model behaves the same as the nominal model. 

3. Deterministic Mathematical Model 

The single machine scheduling problem with sequence-
dependent setup times can be easily modeled as TSP. 
Consider the symmetric complete graph G = (N,E). In this 
graph, N = {0,1,…,n} is the set of all nodes (jobs), and E 
is the set of all of arcs connecting the nodes of G. The 
length of each arc represents the duration of setup for a 
job (destination of arc) considering the previous job 
(origin of arc). It is notable that since the sum of 
processing times in SMSSDS is a constant, the sum of 
processing times can be neglected. The objective of TSP 
is to a find tour with the least total time (least total setup 
times) in which the traveling salesman enters to each 
node exactly once and finally return to its starting node 
(completing all job). Considering tij as the setup time for 
job j considering job i is processed exactly before job j 
and xij as the binary variable representing the precedence 
of job j by job i, the mathematical model for the 
SMSSDS would be as follows: 

Minimize 
,

ij ij
i j N

i j

t x
∈
≠

∑  (1) 

Subject to: 

 1ij
i N

x j N
∈

= ∀ ∈∑  (2) 

 1ij
j N

x i N
∈

= ∀ ∈∑  (3) 
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1 , 2ij
i j S
i j

x S S N S
∈

≠

≤ − ∀ ⊂ ≥∑  (4) 

 { }0,1 ,ijx i j N∈ ∀ ∈  (5) 

In the above formulation, (1) minimizes the total setup 
time, and (2) and (3) requires the traveling salesman to 
enter and leave each node exactly once. Constraint (4), 
known as the subtour elimination constraint proposed 
originally by Dantzig, Fulkerson and Johnson [16], 
eliminates any tour having less than |N| nodes. Finally, (5) 
defines the decision variable type. It is noteworthy that 
the assumption of symmetric sequence-dependent setup 
time matrix does not limit the application of the proposed 
model and solution algorithm; also implementation of the  
necessary changes for the asymmetric version are trivial. 

4. Robust-Counterpart Mathematical Model 

Assume that the nominal value and shift value of each 
uncertain sequence-dependent setup time is represented 
via 

ijt  and 
îjt . Therefore, the real value of the uncertain 

parameter can be described via ˆ ˆ[ , ]ij ij ij ij ijt t t t t∈ − + . 

Considering J as the set of uncertain parameters, the 
budget of uncertainty, Г, can be selected from the interval 
[0,|J|]. Using a similar notation to [15] for defining 
supplementary variables, the robust TSP model with 
budget of uncertainty for traveling times is as follows: 

Minimize 
, ,

ij ij ij
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i j i j
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 0 , ,ijp i j J i j≥ ∀ ∈ ≠  (12) 

 0 , ,Z i j J i j≥ ∀ ∈ ≠  (13) 

5. Cutting Plane Algorithm 

In this section, a method for implementing the  Dantzig-
Fulkerson-Johnson subtour elimination con- straints is 
proposed in order to solve the uncertain SMSSDS via the 
cutting plane method originally proposed by Dantzig et 
al. [16]. Consider the mathematical model proposed for 
the TSP with budget of uncertainty for traveling times (6-
13). After relaxing constraint (9), the aforementioned 
model is reduced to the assignment problem with budget 
of uncertainty for assignment costs. If the solution of this 
problem has no subtour, then it would be a feasible and of 
course optimal solution for the original TSP with budget 
of uncertainty of traveling times. If the solution has one 
or more subtours, then one can add the required subtour 
elimination constraints to guarantee that the solution of 
the new model would not have the subtours of the initial 
solution. This process will be repeated until no subtour is 
present in the solution of the revised model (figure 1). 
This approach was initially proposed by Dantzig et al. 
[16] to solve the deterministic version of the traveling 
salesman problem with up to 49 nodes. Recently, 
Applegate et al. [17] have extended the application of this 
algorithm for solving the traveling salesman problem 
with one million nodes and more.  
 

Step 0. Build the model (6-8 and 10-13) based on the 
necessary data and name it P. 
Step 1. Solve P. 
Step 2. Identify the present subtours in solution of P and 
name the set containing nodes belonging to kth subtour as 
Uk. Name the set containing all of Uk sets as U. 
Step 3. If U is null, then stop. The solution of P is optimal 
for the problem (10-19). Else, goto step 4. 
Step 4. Add the necessary Dantzig-Fulkerson-Johnson 
subtour elimination constraints to P as follows and goto 
step 1. 

,
1

k

ij k k
i j U

i j

x U U U
∈
≠

≤ − ∀ ∈∑  

Fig. 1. The proposed cutting plane algorithm. 

6. Computational Experiments 

In this section, the effect of uncertainty on the objective 
function value and the solution of the research problem 
and also the computational power of the proposed 
algorithm are shown. Since there is no standard set of 
benchmarks for SMSSDS [19], 5 problem instances from 
the TSPLIB [18] are selected (table 1). The shift values of 
setup times are chosen randomly to be between 0.05 and 
0.15 of the nominal values. Also, the problem (6-8 and 

10-13) along with Miller-Tucker-Zemlin formulation of 
subtour elimination constraints [20] is solved for the 
purpose of comparing the proposed method CPU time 
with commercial optimization software CPU time. Hence, 
the CPU time of each method is limited to 3600 seconds. 
The proposed algorithm and model are implemented via 
GAMS V22.9 and run by a CPLEX optimization engine 
on a personal computer with a 2.2 GH CPU and 2 GB 
RAM. 

Table 1. Selected Problem Instances 

Problem 
Instance 

# of 
Nodes 

Det. Obj. 
Fun. 

Г 

burma14 14 3323 5 

bayg29 29 1610 11 

berlin52 52 7542 18 

eil76 76 538 32 

rd100 100 7910 49 
 
First, the amount of uncertainty budget effect on the 
objective function value is analyzed via a computational 
study on the first 8 nodes of berlin52 problem instance 
(Figure 2). It can be observed that along the increase in 
the budget of uncertainty, the objective function value 
increases. But after budget of uncertainty reaches 8 and 
more, the objective function value does not increase. This 
can be attributed to the fact any feasible TSP solution has 
|N| binary variables equal to one. This means that 
variation of at most |N| uncertain parameters would affect 
the objective function value. It is noteworthy that for Г 
equal to zero and 8, the objective function value is equal 
to the nominal and worst-case objective function values. 

 
Fig. 2. Berlin52 problem instance. 

Next, the effect of the amount of uncertainty budget on 
the solution is discussed. For this reason, the berlin52 
problem instance was solved for all possible integer 
values of Г ranging from 0 to 52. The results shows that 
the solution of the problem remains the same for Гs 
belonging to 4 sets including [0-2], [3-8], [9-35, 38, 43-
46, 48, 50, 52], and [36, 37, 39-42, 47, 49, 51]. Therefore, 
interval uncertainty has a direct effect on the solution of 
the research problem. 
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Finally, a computational experiment was run to test 
the computational power of the proposed algorithm (table 
2). The proposed algorithm has been able to solve all of 
the problem instances optimally in a reasonable amount 
of time. However, the generic branch & bound 
implemented via CPLEX was not able to obtain a feasible 
solution for large problem instances (eil76 and rd100) 
during the allowed CPU time and just solved small and 
medium sized instances in a reasonable amount of time. 
Hence, the proposed algorithm outperforms CPLEX for 
practical problem instance sizes from both solution 
quality and computational efforts perspectives. 

Table 2. Table with legends of one line 
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burma14 3551 0.56 1.32 

bayg29 1701 1.04 156.45 

berlin52 7977 1.98 212.18 

eil76 572 4.67 - 

rd100 8466 862.68 - 

7. Conclusion 

In this paper, the single machine scheduling problem with 
uncertain sequence-dependent setup times was studied. 
The main application of this problem is in industries with 
a heating process where each batch of products requires 
processing at a different temperature and the required 
time to prepare the furnace for next batch of jobs is 
uncertain. For this problem, a mathematical model based 
on robust TSP was proposed based on the uncertainty 
budget concept. Then, a cutting plane algorithm was 
developed to solve the problem for practical instances. A 
computational experiment showed that the proposed 
method can solve problems with up to 100 jobs in less 
than 15 minutes which is acceptable for real-world 
applications of the research problem. Developing 
algorithms based on branch & cut and metaheuristics for 
solving the research problem and also considering other 
types of uncertainty and robustness criteria are the main 
future research opportunities for this study. 
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Abstract. In this study, we developed a knowledge-based 
engineering (KBE) system to assist engineers in promptly predicting 
a near-optimal assembly sequence. Still further, a three-stage 
assembly optimization approach with some heuristic working rules 
was employed to establish the proposed system. In the first stage, 
Above Graph and a transforming rule were used to create a correct 
explosion graph of the assembly models. In the second stage, a 
three-level relational model graph, with geometric constraints and 
assembly precedence diagrams (APDs), was generated to create a 
completely relational model graph and a feasible assembly sequence. 
In the third stage, a robust back-propagation neural network (BPNN) 
engine was developed and embedded in the Siemens NX system. 
System users can easily access the volume, weight, and feature 
number through the Siemens NX system interface, input the related 
parameters such as contact relationship number and total penalty 
value, and predict a feasible assembly sequence via a robust engine. 
As such, three real-world examples were used to evaluate the 
feasibility of the KBE system. The results show that the proposed 
system can facilitate feasible assembly sequences and allow 
designers to recognize contact relationships, assembly difficulties, 
and assembly constraints of three-dimensional components in a 
virtual environment type. 

Keywords: knowledge-based engineering, assembly optimization, 
assembly sequence, BPNN. 

1. Introduction 

Assembly sequence planning (ASP) is a critical 
technology which achieves product design and facilitates 
realization. Product design is no more than an important 
determinant of a business’ competitiveness per concept 
generation, tests evaluation and customers’ 
communication. It was determined that 80% of the costs 
of a product's lifecycle occur during the initial design 
stage [1]. Design for assembly (DFA) focuses on product-
related factors such as size, weight, symmetry, 
orientation, and form features, as well as other assembly 
processes such as handling, gripping, and insertion [2]. 
Achieving the most effective assembly plan requires a 
significant amount of time to analyze the combinations of 
relationships of each component or part with the 

assembly process, which may include welding, soldering, 
adhesive bonding, wiring, press fitting, shrink fitting, 
brazing, riveting, and other mechanical or electrical 
fastening; the accomplishment of which numerous 
standard sequences can be employed without regard to 
the product configuration, material, or production 
quantity [3]. 

In generating assembly sequences, De Fazio and 
Whitney [4] adopted the exhaustive concept of Bourjault  
to obtain a complete set of assembly sequences. They 
generated sequences in two stages: creating precedence 
relations between liaisons (i.e., physical contacts) or 
logical combinations of liaisons in a product and then 
verifying the liaison sequence in terms of graph search 
theory. However, some components cannot be 
successfully assembled due to potential geometric 
constraints. Homen de Mello and Sanderson [5] made a 
representation of directed AND/OR graphs and 
disassembly concerns to create feasible assembly 
sequences. In addition, Kroll [6] used directed graph-
based procedures with conventional representations to 
reduce the number of sorting operations required. 
However, these direct approaches only apply to 
orthogonal assembly structures involving six orthogonal 
directions. 

The current essential technology, knowledge-based 
engineering (KBE), allows engineers to secure product 
knowledge and incorporate engineering domain skills 
based on design rules and powerful CAD/CAM 
applications which are utilized to design, configure, and 
assemble products. Examples of this include the so-called 
expert systems, web-based knowledge driven databases  
and Knowledge Fusion (KF) involving engineering 
know-how with a knowledge-based language, which 
captures both geometric and non-geometric attributes of a 
given part or assembly, writes rules and essentially gives 
us the ability to capture intelligence and engineering 
know-how, and becomes a critical part of the business 
strategy. Numerous researchers have employed an 
artificial intelligence (AI) tree search or graph-based 
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search methodology to generate diverse assembly 
sequences.  

Unfortunately, feasible assembly sequences for which 
the search space explosively increases as the number of 
design-in components grows are hard to find. To relieve 
this computational and combinational complexity, 
heuristic rules, ant colony optimization, the algorithm of 
Self-Guided Ants (ASGA), and genetic algorithms (GAs) 
are used in the search process [7]. Other studies used the 
Hopfield and BPNN to generate optimal or near-optimal 
assembly sequences [8]. However, they merely focus on 
mathematical model creation rather than constructing an 
engineering-oriented knowledge-based engineering 
(KBE) system. To meet this challenge, a KBE system 
was developed to assist engineers in promptly predicting 
a near-optimal assembly sequence through a three-stage 
assembly optimization technique with some heuristic 
working rules, which can facilitate feasible assembly 
sequences and allow designers to recognize contact 
relationships, assembly difficulties, and assembly 
constraints of three-dimensional (3D) components under  
the Siemens NX package. 

2. Working scheme and processes 

Generally, assembly sequence planning consists of 
feature-based assembly modeling, knowledge-based 
assembly sequence generation, and interactive assembly 
planning system demonstration. This study developed a 
three-stage integrated approach with some heuristic 
working rules to assist planners in generating the best, 
most-effective assembly sequence. In the first stage, 
Above Graph (i.e., the graph illustrates that a part located 
absolutely or relatively above the other parts) and 
transforming rules were used to create a correct explosion 
graph of the assembly models [9]. In the second stage, a 
three-level relational model graph, with geometric 
constraints and assembly precedence diagrams (APDs), 
was generated to create a complete relational model graph 
and a feasible assembly sequence. In the third stage, the 
BPNN engine via parameter optimization using the 
Taguchi method and design of experiment (DOE) was 
employed to predict the available assembly sequences. 
The aforementioned BPNN engine, created by a toy car 
model, as a learning (training) sample, and a toy 
motorbike model and a brushless DC fan as testing 
samples, was used to evaluate the feasibility of the 
proposed model in terms of differences in assembly 
sequences. 

The working concepts and procedures fall into two 
parts: the first is to construct a graph-based assembly 
sequence planning and the second is to develop a KBE 
system with an embedded robust BPNN engine. The 
proposed flow chart is shown in Fig. 1. A KBE system 
that renders an NX/KF-based operational interface to 
access the potential graphs and BPNN-related details via 
different types of databases is given in Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.  Flow chart of the proposed study 

 
Fig. 2. KBE model for assembly sequence planning 
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3. Illustrative manually-assembled examples for 
developing a KBE system 

An exploded view can be directly created from the Above 
Graph, which possesses the contact relationships of a 
spatial structure. Figure 3 shows the parts list, assembly 
codes, and exploded view. The validity of each exploded 
view can be confirmed by the contact relationships of the 
spatial structure and Above Graphs. Exact assembly plans 
can be derived by applying a correct exploded view. 
Figure 4 shows the complete relational model graph 
(RMG) and assembly precedence diagram (APD) for the 
proposed training sample of the case study; the entirely 
developed procedure can be in reference with [9] . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Parts list and exploded view of a toy car 

 

 

 
 
 
 
 
 

Fig. 4. The RMG and APD of a toy car 

A toy car was used as a training sample, while a DC 
brushless fan and a toy motorbike were employed to test 
and verify the samples. The characteristics of each 
assembly part include the number of the assembly 
incidence (AI), total penalty value (TPV), feature number 
(FN), weight, and volume. These characteristics are 
commonly regarded as the larger the better for the 
assembly sequence priority. The optimal assembly 
sequences resulting in information on five characteristics 
of the toy car, motorbike, and DC brushless fan are given 
in Tables 1, 2, and 3, respectively. 

 
Table 1. The optimal assembly sequence of a toy car  

 

 

 

 

 

 

 

 
Table 2. The optimal assembly sequence of a toy motorbike 

 

 

 

 

 

Table 4 The optimal assembly sequence of a 

DC brushless fan 
 
Table 3. The optimal assembly sequence of a DC brushless fan 
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4. Operational procedures of the KBE system 

In this section, two real-world products, a brushless DC 
fan and toy motorbike, are presented to demonstrate ASP 
by the KBE system. The operational procedures are  

Fig. 5. Operational procedures of the KBE system 

shown in Figure 5, and are composed of five steps. 
  
Step 1.Access geometric information in the KBE database 

on feature numbers, weight, and volume created 
by the NX CAD modeling system. 

Step 2.Input the contact relationship number and TPVs to 
formulate the training and testing data using the 
UI-style NX tool. 

Step 3.Construct BPNN engines by implementing BPNN 
training and test processes using the NX KF 
language. 

Step 4.Automatically build the explosion views and 
generate assembly sequences in terms of “Above” 
rules of the explosion graph and APD precedence 
relationships. 

Step 5. Conduct an entire ASP simulation through steps 
1~5 as instances of interest for an 11-piece DC 
brushless fan and a 17-piece toy motorbike 
respectively represented in Figs. 6 and 7. 

 

 
Fig. 6. ASP generation of a DC brushless fan 

 
Fig. 7. ASP generation of a toy motorbike 

5. Conclusions 

Theoretically, an assembly plan can be optimized based 
on factors of the shortest assembly time and assembly 
sequence optimization. However, there are uncertain 
factors prior to the determination of the optimized 
assembly scheme and the completion of the jig and 
fixture. The system proposed in this paper adopts a three-
stage integrated assembly planning approach to express 
the complexity of the assembly relations and evaluate the 
feasibility of the respective assembly sequences in the 
design phase. The experimental results for the case study 
verified the feasibility of the KBE system, which 
facilitates the DFA in potential applications of 3D 
component models to facilitate the manual or automatic 
assembly in a virtual environment. 
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Product Family Modeling and Optimization Driven by Customer 
Requirements  
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Abstract. One key aspect to improve networked product 
customization efficiency is to establish optimized and integrated 
product family models. Based on analysis of the composition of 
product family, a function and structure skeleton model (FS-SKM) 
is presented to reduce modeling workload. To quickly model FS-
SKM on product resources in distributive enterprises, an intelligent 
modeling algorithm is presented.  Due to dynamic varieties of 
customer requirements, a dynamic clustering algorithm is presented 
for persistent implementation of rapid product customization. 
Finally, Paving Machinery Product is used as a study case to  
illustrate the effectiveness of the proposed approaches. 

Keywords: mass customization, product customization system, 
supply chain, SMEs, product family, modeling, optimizing 

1. Introduction 

With the increasing complexity of Product structure in 
21th century, distributed production is a principal mode 
in manufacturing. Small to medial sized 
enterprises(SMEs), which account for 90 percent in 
Chinese manufacturing, are the key members of supply 
chain of complex products. Product resource from SMEs 
can be integrated into a sharing product platform to 
efficiently implement rapid customization. Networked 
product customization system is a bridge connecting 
customers with enterprises, and also integrates the 
internal/external information of enterprises. Product 
family modeling is one key technology of implementing 
networked product customization. Any customized 
product is designed based on customer’s requirements. At 
present, market pattern in manufacturing has been 
changing from relatively stable to dynamic. The dynamic 
customer requirements lead to the dynamic product 
family. Extensive literature in product family modeling is 
based on single enterprise’s internal product resource 
without considering the distributed production and 
dynamic product family as time goes on. Existing product 
family modeling methods do not work well on the sharing 
product platform.  

In order to efficiently implement rapid customization 
of complex products, an integrated sharing product 

customization service platform was deeply studied in 
[1][2]. In this paper, according to the dynamic customer 
requirements and the distributed production of complex 
products, an innovative method for product family 
modeling and optimization is investigated.  

2. Product Family Expression 

With the increasing complexity of products, the main 
goal of mass customization design is to establish 
modularization for product family orienting to customer 
segmentation[3]. Product family is a cluster of relative 
products with the same or similar function, structure and 
performance. Product family model is composed of 
function model, theory model and structure model[4]. 
Product family structure is the kernel of design for mass 
customization. Product family structure model is a cluster 
of structure of similar products. It represents the 
composition of the relationship between components. 
Product family structure is usually organized using a tree 
structure, and modelled upon function and theory. 

Establishing a full product family model for products 
with diverse types and complex structure not only brings 
heavy workload, but also leads to inefficient 
configuration. In product design theory, the skeleton 
generally represents the backbone structure of the 
product[5]. In order to reduce the workload of modeling 
product family and directly provide customers functional 
customization on sharing product platform, a function and 
structure skeleton model(FS-SKM) is proposed. Object-
oriented modeling is adopted and FS-SKM is expressed 
using six elements as follows. 

{ ,_,_,_:: FSSKMNIDSSKMIDSKMSKMFS =−  

}DISSKMFASSKMCISSKM _,_,_             (1) 

Where IDSKM _ is FS-SKM identifier which is different 
from other FS-SKM, NIDSSKM _ is node identifier set 
which contains all node identifiers of the FS-SKM, 
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FSSKM _ is function set, CISSKM _ is configuration 
interface set of FS-SKM nodes, FASSKM _ is functional  
attribute description set of FS-SKM nodes, and 

DISSKM _ is the set of  internal/external data exchange 
interfaces. 

Considering that the total function of any product is 
combined by lower subfunctions, FS-SKM can be 
expressed using tree-like hierarchical structure shown in 
Fig 1. 
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Fig. 1. FS-SKM tree-like hierarchical structure 

Each node in the hierarchical structure tree of FS-SKM 
(Fig. 1) corresponds to a function and structure model 
(FSM). As the basic component of a product of FS-SKM, 
FSM is a genuine link interface between customers and 
enterprises. FSM is denoted using six elements as below. 

FIDFSMNFSMIDFSMFSM _,_,_(::=  

    )_,_,_ DISFSMCIFSMFASSM        (2) 

Where IDFSM _ is FS-SKM Identifier which is different 
from other FS-SKM, NFSM _ is the name of FSM, 

FIDFSM _ is the parent-node identifier, FASFSM _ is 
functional attribute description set of SKM nodes, 

CIFSM _ is configuration interfaces, and DISSKM _ is 
internal/external data exchange interface for FSM. 

3. FS-SKM modeling and Optimizing 

3.1 FS-SKM Integrated Modeling  

There are two major approaches for product family 
modeling. One approach is to design product family at the 
development time for new products. The other approach 
is to reconstruct product family by reorganizing some 
already designed products. Product family design on 
sharing product platform is to reconstruct FS-SKM from 
existing products which are integrated from distributive 
SMEs. In order to intelligently create FS-SKM, ID3 
algorithm[6] is applied and FS-SKM instance study 
method is presented.  

At the beginning of study, FS-SKM is an empty 
decision tree. It needs to train an instance to predict how 
to divide the products according to functional attributes of 
the entire instance space. The set of product instances can 
be denoted as  

{ }( )121 ≥= nx,,x,xX n ， 
Where ix is the ith instance, n is the total number of 

product instances. Let W denote window size and 1X  
window. FS-SKM intelligent modeling steps are given as 
follows. 

Step 1. Select a random subset 1X  with W-scale 

from product instance X . 
Step 2. Calculate classified information entropy by 

utilizing ID3 algorithm. 
Step 3. Choose the maximum value of classified 

information entropy as the standard to select test 
attributes for each FSM, and form the decision tree of 
current 1X  window. 

Step 4. Sequentially scan all the training instances and 
identify the exception of current decision tree. If no 
exceptions, instance training ends.  

Step 5. Combine some training examples of current 
window and some exception found in step 3 and form a 
window. And then go to step 2. 

3.2 FS-SKM Dynamic Optimization 

Since customer’s requirements are dynamic as time goes 
on, the initially established FS-SKM will become 
inaccurate after a period. Therefore, in order to 
persistently implement rapid deployment design, it needs 
to carry out dynamic analysis of customer requirements 
and to provide optimization strategies of current FS-SKM 
for SMEs. 

Considering the dynamic characteristics of customer’s 
requirements and the tree structural characteristic of FS-
SKM, ant clustering principle of self-aggregation[7] is 
applied to dynamic clustering of customization customer 
requirements. 

First, build an ant tree for FS-SKM by applying the 
basic idea that ants construct tree according to 
classification model. Each FSM on FS-SKM place an ant. 
Functional attributes are taken as the pheromone 
produced by ants. 

Second, build a customer product platform P through 
the root 0a  of FS-SKM ant tree. All discrete 
customization customers spread randomly on the platform 
P. There will be a number of customization customers 
randomly distributed on the platform P as time goes by. 
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Fig. 2 Customer’s product requirements dynamic clustering 

Clustering process is given as follows. The first ant is 
directly connected to the root node 0a  (see Fig. 2). Then 
moveing ants gradually determine their own position on 
the root node 0a or other node of FS-SKM ant tree 
according to the value of functional attribute similarity. 
At proper time, create new nodes and sub-functional 
structure tree until all moving ants are connected to FS-
SKM ant tree. 
 
 

4. A Case Study 

Following this paper, product family modeling of paving 
constructury machinery is taken as a case to verify the 
effectiveness of proposed approaches. The properties of 
power type, operation type of paving, paving way, and 
the paving size are the main impact factors of function 
modular design of paver product families. Those 
properties are taken as classification properties to extract 
functional attributes of FS-SKM. Utilizing the FS-SKM 
instance study method based on ID3 algorithm, the 
functional attributes (Table 1)  and paver FS-FSM (Fig. 
3) are generated. In Fig. 3, the labels on the two-node 
connection line are the functional attributes with the 
largest information entropy. 

Take functional attributes as pheromone produced by 
ants. Let paver FS-FSM (see Fig. 3) to be classification 
mode. Dynamic clustering analysis of customization 
customer's requirements is carried out by using ant 
clustering principle of self-aggregation. The analysis 
results of customization customer's requirements dynamic 
clustering see Fig. 4. The results show following 
optimization strategies which impel SMEs optimizing 
current FS-SKM of paving construction machinery. Table 
2 gives the Meaning of Abscissas in Fig. 4 

Table 1.1. FSM Functional attributes of paver product family 

FSM_ID FSM_FID Functional Attribute 

1 0 Paving operations 

11 1 Stabilized soil, Paving operations 

12 1 A variety of materials, Paving operations 

13 1 Cement concrete, Paving operations 

14 1 Asphalt, Paving operations 

111 11 Hydraulic Transmission, vibratory rolling,  Stabilized soil, Paving operations 

112 11 Hydraulic Transmission, Tyred rolling, Stabilized soil, Paving operations 

121 12 Large-scale, Hydraulic Transmission, Traffic Road, Sliding mode, Paving operations 

122 12 Medium-scale, Pairs of vibrator compaction, Bridges, Sliding mode, Paving operations 

123 12 Small-scale, self leveling, Highway, Sliding mode, Paving operations 

131 13 Movable leveling, Electric Power, Cement concrete, Paving operations 

132 13 self leveling, Diesel Power, Cement concrete, Paving operations 

133 14 Microcomputer control, Large-scale, Multifunction, Asphalt, Paving operations 

141 14 Microcomputer control, Medium-scale, Multifunction, Asphalt,, Paving operations 

142 14 Full hydraulic drive, Small-scale, Multifunction, Asphalt, Paving operations 

 
Table 1.2.  The Meaning of Abscissas in Fig. 1.4 

Abscissa 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

FSM_ID 11 12 13 14 111 112 121 122 123 131 132 141 142 143 
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Fig. 3 FS-FSM of  paver on sharing product platform 

 
Fig. 4  Dynamic Clustering Analysis of Customized Customer’s 

Requirements 

1. Abscissa 1,3,5,9,10,11 show a clear upward trend 
in customer demand. It indicates these points, 
corresponding to FSMs with FSM_ID of 12, 13, 
111, 123, 131, 132 in Table 1, are the current 
market leading products. To persistently 
implement rapid customization design, 
enterprises should analyze the FSM  and suitably 
optimize product family models with a minimum 
of product variants to meet the current market 
customer demand. 

2. Abscissa 7,12,13,14 show a slowly growth in 
customer needs. It indicates that those points, 
corresponding to FSMs with FSM_ID of 
121,141,142,143 in Table 1, are not favoured by 
customers. Enterprises do not need to spend 
energy and time to redesign these FSMs to avoid 
increasing the customization design cost.  If there 
are still only a very small number of 
customization customers of those FSMs after a 
considerable period of time, those FSMs can be 
considered as an individual module and cut off 
from FS-SKM. 

 

3. In addition, at the moment there is a new 
customer clustering model FSM above the 
location of the horizontal axis 15, and it is 
quickly increasing as time goes by. When the 
FSM's customers continue to grow to a certain 
amount, enterprises can consider whether it is 
necessary to develop and design a new product 
family. 

5. Conclusion and Future Work 

This paper has proposed an innovative product family 
model of FS-SKM for reducing product family 
modeling workload.  Instance study method upon ID3 
algorithm is applied to generate FS-SKM at sharing 
product platform for SMEs. Considering the dynamic 
customer requirements as time goes on, a dynamic 
clustering algorithm of customer  requirements is 
presented to provide optimization strategy of product 
family for SMEs. The proposed approaches have been 
successfully applied in construction machinery to help 
SMEs persistent implementation of rapid product 
customization. 

In the future, product family configuration model, 
configuration method, and optimization algorithm will be 
investigated. 
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Abstract: Deep drawing and injection molding play an important 
role in industrial production processes for many products. For 
competitive processes, the availability is a major leverage. The 
approach described in this paper uses the application of sensors on 
molds, dies and machines to monitor the condition and thereby 
provide a basis for internal and external services such as condition 
based maintenance and an accelerated try-out period. Sensors that 
offer the metrological basis for condition based surveillance are 
available, but are not sufficiently deployed in production, yet. 
Research has to be done to investigate effective and efficient 
combinations of different sensors applied to the production systems. 
Within this approach the signals of sensors are combined to gather 
relevant information of the tools’ and machines condition to increase 
the availability of the complete manufacturing system. For deep 
drawing and injection molding, relevant condition data can be 
gathered and transformed in continuative steps to valuable 
information and knowledge about the condition to improve the 
availability of the analysed manufacturing processes. 

Keywords: Condition Monitoring; Product-Service-Systems; 
Sensors; Tool- and Die Making; Availability 

1. Introduction 

The tooling industry plays a key role within production 
industry as surveys show [1], [2], [3]. This is a result of 
the tooling industries position in the industrial value 
chain between product development and production and 
its responsibility in terms of time, costs and quality 
(Fig 1).  
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Fig 1. Position of tool and die making within the  
industrial value chain. 

Increasing supply from Eastern Europe and Asia keeps 
the branch under pressure with an above-average decline 
in prices [4]. Plain differentiation in prices has not 
worked out in recent years. One solution to improve the 
competitive position is to increase the availability of the 
manufacturing system. Molds and dies serverely 
influence the availability but the influence of the 
machinery like presses and injection molding machines 
should not be forgotten, as surveys show, the avoidance 
of downtime is one important goal which has to be 
achieved to improve the competitiveness [5]. 

2. Avoiding Downtime is Crucial 

The main reasons for downtimes of presses for metal 
sheet forming are technical failures (Fig 2) [6]. The 
following example out of car body production illustrates 
the importance of avoidance of downtime. In May 2005 
at a major automotive company several shifts with over 
12.000 employees were affected and 2.000 cars could not 
be manufactured because of an unexpected downtime in 
one stamping plant [7]. 
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Fig 2. Reasons for down times of presses [6]. 
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The metrological approach to increase the availability of 
the manufacturing system is to monitor the condition of 
key components. Damages can thus be detected before 
breakdown or the breakdown can even be avoided.  
The impact of this approach increases even more if the 
condition monitoring serves as technological base for 
maintenenance related services. These services extend the 
existing physical products with services, to a product-
service-system with a higher value for the clients by 
targeting the following potentials [8], [9]: 

• Reduction of downtimes caused by component 
wear out or failure. 

• Scheduling maintenance measures to non-
production times. 

• Optimized spare parts management. 
A main restraint for the services based on sensor 
information is the existing shortage of life cycle and 
process data, which is in general neither gathered nor 
communicated [2]. Only this feedback enables a learning 
production which is capable to persist in competitive 
markets. 

3. Knowledge Feedback in Production 

In production, knowledge can be acquired in various 
ways through production metrology. Production 
metrology’s task is the acquisition of quality features of a 
measurement object. The typical measurement object is 
the work piece [10]. During and/or after manufacturing 
the specified inspection characteristics have to be 
checked. This inspection reduces the likeliness to deliver 
scrap parts to following process steps. Other objects can 
also be measurement devices or tools and machines in 
order to provide effective and efficient production 
processes; it is relevant to expand the focus of knowledge 
acquisition on the entire manufacturing chain [10]. Fig 3 
shows the cycle of knowledge feedback in manufacturing. 
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Fig 3. Knowledge feedback in production. 

Therefore one relevant focus of knowledge acquisition in 
manufacturing is to ensure the availability of the 
production machines. Because the sources and also the 
forms of appearance of knowledge are various, it needs to 
be processed and evaluated to obtain a maximum benefit. 
Knowledge is context-sensitive and in particular 
dependent on the receiver. Therefore it needs to be 
processed and forwarded in a comprehensible manner. 

Knowledge can be processed by extension and fusion, 
e.g. to key indicators, which make rapid access to the 
concentrated knowledge possible. The backward chain 
enables communication by a continuous knowledge 
feedback to the various steps of production and can 
therefore generate benefit by diverse measures. The 
acquired and processed knowledge can be applied to 
improve the production chain. This feedback of 
knowledge enables continuous learning processes in 
production [11]. 

4. Structured Procedure to Find the Influencing 
Factors for Availability 

The metrological bases, e.g. robust and reliable sensors 
for an adequate monitoring of mechanical stresses and 
strains on the molds and dies or the acceleration and 
acoustic emissions of the moving components are 
available, but until now have been applied infrequently. 
There is a lack of studies on how to combine and fuse the 
knowledge gained by various sensors. But only a holistic 
approach, which combines the monitoring of all 
important influencing factors, allows conclusions about 
the condition of the manufacturing systems condition. 
A structured approach to enable a reliable sensor 
selection is to identify the main influencing factors on the 
molds and dies availability systematically. Quality 
management provides various tools that can be used and 
adapted here. The used analyzing process consists of the 
sequential execution of tools already known in quality 
management (Fig 4). This process can be performed for 
example in one or several workshops with groups of 
experts. It is useful to run this process with all 
stakeholders separately and consolidate the results 
afterwards to obtain a transparent result. 
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Fig 4. Process of finding the main influencing variables. 

In a first creative gathering, a group of experts discusses 
influencing factors. To admire a more reliable result, all 
available information of the machinery and process has to 
be gathered and analyzed in advance. The result of this 
step is a list of influencing factors based on expert 
knowledge and the available information like 
maintenance reports. In the second step the influencing 
factors have to be prioritized. One appropriate tool is the 
pair wise comparison. This is a structured method to 
obtain a ranked list of the influencing factors. This is 
done by the pair wise weighting of the importance of each 
factor with the other factors [12]. In the third step a 
modified Quality Function Deployment (QFD) with its 
tool House of Quality is used to extract the disturbance 
variables which affect the availability. In general, QFD is 
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used to realize the customer’s wishes and quality 
specifications adequately [12], [13]. The central matrix in 
the House of Quality is used to find out the strengths of 
the relationship between disturbance variables and the 
influencing factors for the availability. The results of the 
QFD can be visualized clearly with the Pareto- or ABC-
analysis which show the ranking of the disturbing 
variables and their cumulative percentage [13]. At this 
point, for each group of stakeholders a structured set of 
influencing factors on the availability and the 
corresponding disturbance variables exist. In the next step 
these have to be consolidated for each group of 
stakeholders. A good method is the Affinity Diagram. 
This is a tool to structure a confusing quantity of facts 
and ideas under topics to reach a clear structure and 
wording [13]. Based on the results of the steps before, an 
Ishikawa Diagram is drawn to visualize the relation 
between the causes and the availability of the analysed 
system. 

5. Exemplary Discussion of Condition Monitoring 
Signals 

Based on the described analysis the sensors for the 
condition monitoring can be selected and applied. Below 
the main objective, to increase the availability, two sub-
objectives can be defined as follows: 

• The reduction of time needed to optimize the 
mold or die try-out period.  

• The reduction of downtime in production. 
For both objectives, the procedures to deal with the 
sensor data in order to learn more about machinery and 
tools condition are equal. After the sensor selection and 
application on the dies and molds, process data has to be 
accumulated to define reference signals, a “digital finger 
print” of process, machine and tool. This is needed to 
reach reliable measurement data and to detect changes in 
process or condition with the sensors. The next step is the 
monitoring of the behavior in production to identify 
signal patterns of incidents. The exclusive use of test 
stands is not effective because the combination of real 
production influences heavily affect the measurement 
conditions. Therefore the analyzed acquisition of 
measurement data runs always parallel with the part 
production and real optimization processes. 

The following sections deal with three examples for 
the impact of sensor application to determine the condi-
tion of the manucturing systems for deep drawing and 
plastic injection molding in order improve the availabil-
ity. For example at hydraulic presses the condition of the 
hydraulic oil is an important indicator of the machine 
state. The hydraulic process constantly induces ageing of 
the oil for example caused by shearing actions and liquid 
and solid contamination. The knowledge of the contami-
nation allows initiating maintenance actions on time 
based on the real condition of the oil. The same applies 
on the long run to the temperature of components like 

pumps and valves. Wear-out of valves and pumps results 
in friction which causes increasing temperautre levels. 
Preliminary analysis of the sensor data indicates that the 
failure of some of the components is perceivable several 
days before. On the short run during undisturbed opera-
tion the temperature profile of these components varies 
little. But in case of some malfunction the temperature 
profile gets unstable and the level raises (Fig. 5). In this 
case one of the two parallel operating pumps which pump 
the hydraulic oil through the heat exchanger had a mal-
fuction. Caused by the relatively low and constant charge 
of the press this malfunction didn’t influence the opera-
tion. Without the temperature sensors the malfunction 
would have been undetected for a longer time. 
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Fig 5. Temperature profile of the components of a hydraulic press 
during operation and operation with under malfunction 
 
The current state of the art on optimization processes of 
deep drawing dies needs a lot of time, presses and highly 
skilled experts to reach production ready dies. This 
optimization process is not just part of the tool making 
process; often it is part of maintenance processes after 
severe technical failures, too. For deep drawing dies, the 
results show that sensors are capable to shorten the 
optimization period. With piezoelectric sensors applied 
on the die, it is possible to detect the stresses and strains 
on it caused by the metal forming process. Fig 6 shows 
the normalized signal of a piezoelectric force sensor 
applied on a blank holder. 
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Fig 6. Fact based optimization of forming parameters during try-out. 
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Due to the size of the tools, it is possible to detect the 
differences between different locations on the dies 
component, e.g. the blank holder. The sensors enable a 
fact-based and therefore shortened optimization period. In 
the shown example the forming force is reduced between 
the parameter sets 1 and 2 to centre the forming process 
between the determined limits of a stable process. 
For injection molding tools the results focus on sensors 
for the monitoring of components which have a strong 
influence on the availability. An early detection of 
uprising damages reduces the problem of unplanned 
downtime. This supports the producing company to 
reschedule production, plan maintenance actions and 
order spare parts. Even if a downtime cannot be avoided, 
a significant reduction is realistic with an early detection 
of incidents like cracks in heavy loaded components. 
Fig 7 shows the trend of the maximum and minimum 
peaks of a sensor which detects the deformation of a 
locking component of an injection mold. The constant 
trend of the peaks, which represents a constant 
deformation of the component during production changes 
at that time the crack appears. The crack allows a 
significant higher deformation of the locking component. 
In this case the initial crack doesn’t affect the production 
process. It is possible to run the process at least some 
days with the damaged component. But due to the 
monitoring the producing company is able to reschedule 
the production and initiate maintenance operations well 
before the breakdown occurs. 
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Fig 7. Detection of a crack in a locking component. 

6. Summary 

The availability of manufacturing is a key factor in 
competition for producing companies and the supplying 
tool and die makers. Condition monitoring of important 
components in combination with sensor based process 
monitoring enables effective and efficient maintenance 
measures reducing the unplanned downtime caused by 
technical failures. The base for a fitting sensor concept 
has to be a detailed analysis of the weak spots of the mold 
and dies concept. One feasible way to analyze the 
influencing factors uses the knowledge of experts to 
identify the relevant factors. The potential of condition 
monitoring on the availability of the detemined systems 
has been exemplarily demonstrated. 
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Abstract. The Product-Service Systems (PSS) concept requires 
effective management of resources and supply networks in the long 
term which involve greater uncertainties than that in the production-
based system commonly found in manufacturing companies. This 
calls for a tool capable of evaluating the impacts of the shift of the 
business strategy to tactical and operational levels to help firms 
make decisions. The demand signals between production-based 
systems and PSS are typically different due to the customer 
involvements in service activities after product selling. For this 
reason, existing decision making tools in the production-based 
context may not be capable to suitably model PSS businesses. 
Simulation techniques can be used prior to the physical design of 
complex systems that incorporate internal interactions between 
entities in supply networks. This paper explores the application of 
simulation modelling within the PSS context. The current state of 
simulation modelling of PSS is summarised and the simulation 
parameters typically used in PSS modelling are described. The 
analysis shows various shortcomings of work in the literature. 
Existing simulation modelling approaches should, in fact, be 
enhanced to address different levels and types of performance 
measures required in PSS. 

Keywords: Product-Service System, Simulation, Modelling 
technique. 

1. Introduction 

A Product-Service System (PSS) is an integrated product 
and service offering that delivers value in use (Baines et 
al, 2007). The system typically consists of physical 
products and associated services to support the use of the 
products. Figure 1 illustrates the difference between 
traditional purchasing of product and the product-service 
buying. Traditionally, a customer buys a photocopier 
hence owns it. During operations of the photocopier the 
customer needs to maintain and supply the spare parts. In 
PSS business model, the customer buys the photocopy 
capability from that photocopier and pays only when 
using it. The ownership of the photocopier remains with 
the manufacturer. The manufacturer supplies the 
appropriate types of photocopier depending on the needs 
and requirements of the consumers. It is also the 

manufacturer’s responsibility to service the machine, 
supply the spare parts, repair and even dispose the 
photocopier at the end of its life.  
 

 
 

Fig. 1. (a) Traditional purchase of photocopier; (b) purchase of 
product-service bundle (Baines et al, 2007). 
  
The complexity of modelling PSS can be higher than the 
traditional production-based system due to several issues. 
First of all, the demand signal in the PSS business 
depends on data from the asset (Baines et al, 2009) and 
customer involvement during the use phase (De Coster, 
2008). These factors complicate the forecasting process. 
Prior to the design process, designers are faced with 
challenges to design for the whole product lifecycle and 
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infrastructure (Azarenko et al, 2007) instead of only a 
single production system. Designers need to take in 
account interactions between other stakeholders in the 
supply network. For this reason, traditional production-
based design methodology is not appropriate for 
application in the PSS context (Weber et al, 2004). A 
dynamic simulation modelling tool is often required to 
handle these complexities which are greater and different 
in nature from that of the production-based system. From 
the PSS viewpoint, simulation modelling is a powerful 
tool to exploit when investigating the transformation from 
product-selling organisation to PSS organisation. This 
paper therefore explores the current state of simulation 
modelling of PSS. 

A number of modelling techniques of PSS already 
exist in PSS literature. This paper sets out to investigate 
these techniques and each model’s objectives, (in 
Sections 2 and 3). Parameters of the simulation models 
found in the PSS literature are summarised in Section 4. 
Gaps in the current simulation modelling of PSS and 
opportunities for future research are described in Section 
5. 

2. Modelling in PSS and its purpose 

In this paper, a model is defined as a representation of the 
system under study, and simulation is concerned with a 
technique of studying the system’s dynamic behaviours. 
Thus, simulation and modelling can be used to gain 
insights into the impacts of variables on the entire system 
and so to predict the likely performance of the system. 
This section examines existing literature in order to 
understand the extent to which the models can be used in 
the PSS context. 

Since the PSS concept is relatively young, a 
modelling method is essential to design it. Several 
attempts have been made to establish guidelines and open 
platforms, such as the MEPSS project to provide 
structures for PSS implementation (Tukker and Tischner, 
2004). By considering a system as a combination of 
product, service, and actor elements, the modelling 
approach can be initiated from three perspectives. First, a 
system is modelled based on product or system lifecycle, 
in which the associated activities, services and actors are 
added to. The second approach considers flows of service 
processes and activities, and often assumes that the 
system can be designed by separating the service 
component from the product component. The last group 
views entities as objects in the whole network, which can 
include products, services, actors, or combinations of 
them, and defines the interaction between these objects. 

Fujimoto et al (2003) and Aurich et al (2006) 
followed the first approach. Fujimoto et al (2003) divided 
a model into lifecycle process, product and user sub-
models. A network of process such as manufacturing, 
operation, recycling, and remanufacturing was first 
represented. The product model consisted of modules 

modelled by sets of attributes whilst the user model 
allocated customers according to types of packages and 
their behaviours. The paper evaluated the economics and 
environmental impacts of the proposed offering against 
other business models. Aurich et al (2006) separated 
product design activities from service design activities. 
The inputs and outputs of the processes were first 
captured then the tasks in each process module that 
depend on similar resources or could be performed 
simultaneously were joined to form the product-service 
integration. 

The second approach was adopted by Morelli (2002) 
and Alonso-Rasgado et al (2004). Both applied the 
service blueprinting technique developed by Shostack 
(1982) in an attempt to model service operations. The 
flow of activities in a system was modelled and separated 
by the line of visibility to customers. Morelli (2002) 
designed a specific solution for PSS whereas Alonso-
Rasgado et al (2004) developed general methodologies to 
design their solutions.  

The majority of publications applied a third approach, 
and most of the workers in this group developed 
techniques to design PSS. The exception is Evans et al 
(2007) who applied solution maps to design a supply 
network resulting in a higher level of sustainability 
benefit. The rest of this group applied service modelling 
techniques (e.g. Morelli, 2006; Hara et al, 2009; Sakao 
and Shimomura, 2007; Komoto and Tomiyama, 2008), 
and ontological representation (e.g. Kim et al, 2009). The 
models obtained from the PSS literature mostly require 
further development. In addition, existing tools, such as 
the Service Explorer, include implicit evaluation the 
dynamic system 

3. Simulation in PSS 

This section discusses the simulation of PSS focussing on 
the usability and applicability of the techniques. 

Simulation has been used to improve efficiency, 
reduce costs, and increase profitability in both 
manufacturing and service sectors (Robinson, 1994). The 
technique has benefits over other analytical methods due 
to its dynamic evaluation feature, which allows ‘what-if’ 
analyses to be made prior to the changes of requirements. 

Publications on the simulation of PSS typically cover 
techniques such as discrete-event simulation (DES), 
agent-based simulation (ABS), and system dynamics 
(SD). Within the DES, Alonso-Rasgado et al (2004) 
programmed a list of events in a service support system, 
whereas Fujimoto et al (2003) and Komoto et al (2005, 
2008) simulated PSS using a Life Cycle Simulator (LCS). 
The LCS simulated stochastic behaviours of component 
lifetime distribution and dynamic changes of behaviours 
of actors. Actions performed by actors were described as 
events and triggered in the product lifecycle and allowed 
economical and environmental impacts to be calculated 
based on the occurrence of these event.  
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The model of Komoto et al (2005) was developed 
from a set of PSS objects: service, service provider, 
service receiver, PSS events and product, linked together 
to form transitions. The events consisted of generation 
and elimination, deterioration and recovery, whilst the 
product element comprised operation-critical modules 
and lifetime-critical modules. Descriptions on state 
change were programmed. Later, Komoto and Tomiyama 
(2008) proposed a service CAD tool to integrate and 
generate scenarios.  

Unlike DES, ABS models interactions between agents 
rather than flows of processes. Buxton et al (2006) used 
the AnyLogic package to examine dynamic behaviour of 
a market and assessed the agent’s performance in the 
context of an aero-engine value chain business 
environment. These agents included the marketplace, the 
OEM and the engines themselves. The model 
incorporated all activities during the whole lifecycle of 
the engines. The run time of fifty years provided long 
term implications of strategic decisions taken earlier. 

Bianchi et al (2009) investigated the transition from a 
product-oriented manufacturer to a PSS provider. Success 
and failure factors were captured using qualitative SD but 
then modelled them quantitatively using Repast. Product-
oriented manufacturers and PSS providers were 
represented as stocks, whilst transition to PSS rate and 
fail rate were denoted as flows. The rate of the transition 
was investigated. 

4. Factor analysis 

The input and output parameters corresponding to the 
simulation models obtained from the literature are 
described below. By considering a system consisting of 
product and service elements, the input parameters can be 
recognised as properties attached to those elements. Some 
factors, that cannot be segmented as a product (P) or 
service (S) related, are categorised as system (SYS). The 
combination of these parameters results in the model’s 
outputs (O).  

Fujimoto et al (2003) P: price, product development 
cycle, failure change rate, weight, material, lifetime, 
recyclability, process energy,  process costs. S: monthly 
fee, collection rate, product change fee. O: waste amount, 
energy assumption, revenue, profit. 

Alonso-Rasgado (2004) S: time taken to perform the 
service. SYS: the quality and flow of information. O: 
performance level (functional reliability), resource level. 

Komoto et al (2005)  P: module and process costs, 
lifetime, wear out time, capacity, failure rate, price, 
reparability, reusability. S: activity costs, service fee. 
SYS: number of operations, usage rate O: total cost, 
occurrence of PSS event. 

Buxton et al, (2006) P: engine flight hours, engine 
flight cycles. S: customer characteristics. SYS: sales 
frequency, volumes, usage characteristics O: break even 
point, net present value, cash flow. 

Komoto and Tomiyama (2008) P: lifetime, rate of 
failure occurrence, market size, interval of function 
release, newness, functionality. S: preference of user to 
service type. SYS: duration O: life cycle cost. 

Bianchi et al, (2009) SYS: initial members, aptitude 
to PSS transition, disappointed with PSS, barriers to PSS, 
intensity and duration of incentives, first time of 
activation. O: number of product-oriented manufacturers, 
number of PSS providers. 

It can be seen that a high variety exists in input 
parameters. Product’s lifetime, process cost, failure rate 
and price can be found repetitively in the product 
element. Only a few of the service inputs have been 
found in relation to product inputs. However, Bianchi et 
al (2009) shifted their focus towards top business level, 
rather than operational level. In all, the measures can be 
classified as being economical, environmental, financial, 
and operational. Still, the majority are at the  operational 
level, except those from Bianchi et al (2009) and Buxton 
et al (2006). In other words, the DES models are 
interested in the detail level of abstraction whilst those of 
SD and ABS look at high level abstraction. 

5. Discussion and conclusions  

This paper investigates the current state of simulation 
modelling of PSS. Relevant PSS literature has been 
identified and thoroughly analysed. Input and output 
parameters have been captured to enable factor analysis. 
The results reveal several shortcomings in this area.  

First of all, the use of visual and interactive 
simulation tools in PSS modelling is still limited. This 
function can enhance understanding of the model and the 
results, improve communication between parties, and 
simplify model validation and experimentation. Service 
Explorer, Repast, and AnyLogic could support this but 
Service Explorer shows no explicit means to handle the 
dynamic nature of PSS quantitatively. Although LCS can 
evaluate dynamic performance, it is based on a pre-
defined set of rules. Consequently, it may not be efficient 
to cope with emergent behaviours of multiple the actors 
typically found in the PSS environment. 

Another shortcoming concerns the performance 
measures. No single model allows different level of 
measures (operational, tactical and strategic) to be 
assessed and furthermore no service measure has been 
addressed. In addition, the main focus of input parameters 
still relies on the product in comparison with the service 
element. Simulation models for the availability/capability 
contracts are also lacking.  

Despite the presence of hybrid simulation in 
manufacturing and service organisations, very few that 
can be found in the PSS domain include different 
hierarchies in decision making. Also, there is no clear 
source that compares different simulation techniques (SD, 
DES and ABS) in terms of suitability to PSS.  
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The shortcomings in simulation modelling of PSS 
literature open up opportunities for future research. To 
this end, a multilevel evaluation simulation model in 
which a focus is shifted from product-based systems will 
be developed. This should significantly contribute to the 
development in this area. 
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Abstract. In this paper, the impact of radio frequency identification 
(RFID) deployment at an airport baggage handling system is 
investigated.  The impact of number of RFID readers at different 
power levels with varying conveyor (i.e., baggage handling 
conveyors) speeds on timely delivery of baggage is studied via a 
simulation.  Unlike typical simulation studies related to RFID 
deployment where any read-rate issues are often ignored, this study 
captures read rate in a realistic manner in the simulation model by 
incorporating the effect of 1) number of RFID tags in the 
interrogation zone, and 2) time that RFID tags spend in the 
interrogation zone.  The layout of the baggage handling system 
(BHS) at the Hong Kong International Airport and data pertinent to 
its RFID deployment in 2005 are used to build the simulation model.  
The study shows that operational visibility to manage timely arrival 
of bags at their gates can only be obtained by finding the right 
combination of number of readers, reader power levels, and 
conveyor speed, not by operating with the highest possible number 
of readers for maximum read rate at the fastest conveyor speed for 
maximum throughput. 

Keywords: radio frequency identification (RFID), baggage handling 
systems, tracking and tracing using RFID. 

1. Inroduction 

Radio frequency identification (RFID) technology 
enables electronic labeling and wireless identification of 
entities, which facilitates visibility by providing real-time 
data on location and time.  A typical RFID system 
consists of three components: (1) An electronic data 
carrying device, called a transponder or tag, (2) Antennas 
and readers that facilitate tag interrogation, and (3) 
Software, called middleware, that controls the RFID 
equipment, manages the RFID data, and distributes 
information to other remote data processing systems by 
interfacing with enterprise applications. An RFID system 
can be considered a wireless communication system since 
the reader communicates with the tags by using 
electromagnetic waves at radio frequencies. RFID 
systems can be categorized as active and passive systems. 
In an active system, the tag (i.e, active RFID tag) has its 
own power source, which is a battery, enclosed in the 
transponder housing. In a passive system, the tag does not 

have its own power source; instead it draws power from 
the reader’s radio signals. Passive tags are inexpensive 
compared with active tags.  

2. Literature Review 

From tracking-only applications to complex tracing 
implementations, there are numerous areas, such as 
manufacturing, logistics, healthcare, or baggage handling 
as in the case of this paper, which can benefit from RFID 
(Brewer, Sloan, and Landers, 1999; Lee, Cheng, and 
Leung, 2004; Michael and McCathie, 2005; Mills-Harris, 
Soylemezoglu, and Saygin, 2007; Saygin, Sarangapani, 
and Grasman, 2007; Buyurgan et al. 2009).  For an 
extensive review of RFID-related literature, please refer 
to Chao, Yang, and Jen (2007) and Ngai et al. (2008). 

The commercial aviation industry is another area of 
application for RFID deployment.  Specific applications 
include baggage handling systems (BHS), airport 
security, passenger check-in and tracking, and airport 
equipment maintenance.  Ouyang et al. (2008) present an 
RFID reader design and its application for BHS.  As a 
part of a larger European project (EU FP-6 program), 
McCoy, Bullock, and Brennan (2005) investigate an 
automatic tracking system for luggage and passengers, 
along with its system protocols, to improve airport 
efficiency and security using RFID technologies. A 
similar study was presented by Wyld, Jones, and Totten 
(2005), which examines the use of RFID in airport BHS 
and security.  In their paper, Wong et al. (2006) discuss 
the impact of radiated emission from RFID systems used 
at the Hong Kong International Airport.  

Read-rate is the ratio of the number of tags that are 
read over the total number of tags in the interrogation 
zone of an RFID reader antenna.  Read-rates are affected 
by frequency interference and tag interference, under a 
common definition of reader collision, which occurs 
when multiple readers are deployed in a working 
environment; signals from one reader may reach others 



140 C. Saygin and B. Natarajan 

and cause interference (Yu, 2003; Han, Li, and Min, 
2004; Cha et al., 2006).  Frequency interference occurs 
when readers operating in the same frequency channel 
introduce high noise levels at each other and jam the on-
going communication with tags. Tag interference occurs 
when tags are being read by multiple readers 
simultaneously regardless of the differences in frequency.  
When tags are located too close to each other and/or 
interfering with the content of the entity that they are 
located on, such as water or metal surfaces, tag collision 
occurs. Another factor is tag congestion, which occurs 
with too many tags in the interrogation zone not staying 
there long enough for the reader to identify all of them.   

In this study, reader collision (frequency and tag 
interference) is avoided by not allowing the interrogation 
zones of readers to physically overlap.  Tag collision is 
assumed to be resolved during the “tag / baggage 
compatibility” phase of the design process, therefore no 
tag collision occurs.  Tag congestion, however, is a 
function of conveyor speed, number of bags in the 
interrogation zone, and range of the interrogation zone, 
which is the scope of this paper. 

3. Airport Baggage Handling Systems 

When baggage on a belt conveyor is sorted using bar 
code labels, the bar code reader must be able to precisely 
locate and read the baggage tag. The “line of sight” 
requirement of barcode systems makes RFID a feasible 
alternative to baggage tracking since RFID does not 
require line of sight.  However, as it is discussed in 
Section 2, RFID systems are potentially prone to lower 
read rates due to many factors that affect the operating 
range including tag orientation, overlap with other tags, 
environmental noise, absorption, reflection, shadowing, 
interference, and the effects caused by the presence of 
metallic material, etc. 

 
 

Fig 1. Read range of a reader 
 
In an airport BHS, the main operational objective is to 
ensure that checked bags are transported without much 
human intervention to the gates in a timely manner for 
loading on the airplane.  Therefore, reliable and timely 
identification of baggage is the key to achieving the main 
operational objective.   

In a BHS that uses passive RFID tags, RFID readers 
need to access and identify tagged bags moving on 

conveyors.  The formulas used in this study (described in 
this section) are adopted from the ISO/IEC Technical 
Report #18001 (2004).  The parameters are shown in 
Figure 1. 

 
The communication time, TC, between a reader and a 

tag can be estimated, not considering the internal 
processing time of both the reader and tag, as follows: 
 

(1) 
 

Dr is data transmission rate (bps) and DC is data 
capacity of communications (bit).  ACN is the number 
(count) of reads between the reader and the tag.  For 
instance, if a tag is required to be identified twice while in 
the interrogation zone, then the value of ACN is two. 

While in the interrogation zone of a reader, a tagged 
bag moves a distance of L on the conveyor at a speed of 
Vtag, which is the speed of the conveyor.  Therefore, the 
time a tag remains in the interrogation zone of a reader, 
TR, can be calculated as follows: 
 

(2) 
 
An RFID reader also requires a certain amount of time to 
detect a tag, Tdct, in its interrogation zone before 
identifying the tag.  Therefore, the total time needed by a 
reader to detect the existence of a tag and identifying the 
tag is simply TC + Tdct. Hence, this requirement can be 
combined with Eqn 2: 
 

(3) 
   
 

When there are multiple tagged bags, Ntag, on the 
conveyor line in the interrogation zone of a reader, then 
the total time required to access all the tags can be 
calculated as follows: 
 

(4) 
 

Read range is dependent on the transmitter power output 
of the reader and in the case of passive tags, on the 
energizing requirements of the tags. Tag size plays a 
major role in determining read range. The smaller the tag, 
the smaller the energy-capture area, therefore the shorter 
the read range.  For a given power setting of a reader and 
a tag, the read range, r, can be defined as follows 
according to the Friis free-space equation (Friis, 1946): 
 
 

(5) 
 
where λ is the wavelength, Pt is the power transmitted by 
the reader (Watts), Gt is the gain of the transmitting 
(reader) antenna (dBi), Gr is the gain of the receiving 
(tag) antenna (dBi), Pth is the threshold power (Watts) to 
activate the tag, and τ is the power transmission 
coefficient that ranges between 0 and 1. The Friis free-
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space model basically represents the communication 
range as a circle around the reader. If a tag is within the 
circle, it is detected by the reader. Otherwise, the tag is 
not detected. 

4. Simulation Model 

With an annual passenger throughput of over 40 million 
in 2008, Hong Kong International Airport (HKIA) is one 
of the world’s busiest airports. The total length of the 
conveyor system used in HKIA’s baggage handling 
system is 24 kilometers, which includes a combination of 
109 straight and 12 circulating conveyors. 

Rockwell’s ARENA simulation package was  used to 
develop a simulation model of HKIA’s baggage handling 
system.  Similar to the actual operation at HKIA, 
circulating conveyors are used for bags that have not been 
identified on straight conveyors.  If a bag is still not 
identified after making three loops at a circulating 
conveyor, then it is sent to the manual recovery conveyor 
to be identified manually. 

Three factors and three levels for each factor (i.e., 27 
combinations) are selected in this study: 

No. of RFID reader antennas: 121, 145, and 254 
Power setting on each reader: 2, 3, and 4 Watts 
Conveyor speed: 2, 3, and 5 m/sec (equal to Vtag) 

These factors and their levels yield a combination of 27 
scenarios.  The minimum number of RFID reader 
antennas is 121 since each one of the 109 straight and 12 
circulating conveyors requires at least 1 reader. The 
second level of number of readers is 145, which includes 
a reader for each straight conveyor and 3 readers on 
circulating conveyors (3 x 12 = 36).  Finally, 254 readers 
include 2 readers on each straight (2 x 109 = 218) and 3 
readers on circulating conveyors. 

Three performance measures are used to benchmark 
the performance on 27 scenarios in order to investigate 
the impact of the levels of each factor: 

Effectiveness Ratio (ER):  Effectiveness ratio is the 
main operational performance measure in the airport 
baggage handling system. It is the ratio of the total 
number of bags reaching their gates to the total number of 
checked bags. 

Average Travel Time (ATT): It is the average time a 
bag spends in the baggage handling system and 
successfully makes it to its gate. 

Utilization Rate (UR) of Manual Recovery Station: 
Utilization of the manual recovery station is the ratio of 
the busy hours identifying bags to the total number of 
available hours, which is 18 hours per day.  Utilization 
rate shows the level of human intervention in the 
identification process. 

Table 1. Simulation Results (Average of 8 replications) 
Scenario* ER (%) ATT (min) UR (%) 

2P_2S_121R 88.0 36.4 40.8 
2P_2S_145R 89.4 49.5 39.1 
2P_2S_254R 91.4 54.4 38.0 
2P_3S_121R 82.5 61.8 49.2 
2P_3S_145R 94.8 67.2 45.4 
2P_3S_254R 97.1 64.1 44.4 
2P_5S_121R 86.3 56.2 50.7 
2P_5S_145R 93.2 68.2 46.2 
2P_5S_254R 96.1 65.9 49.3 

    
3P_2S_121R 90.1 29.3 38.1 
3P_2S_145R 93.0 38.2 35.7 
3P_2S_254R 97.8 42.3 34.1 
3P_3S_121R 88.3 51.7 43.9 
3P_3S_145R 99.1 54.7 39.4 
3P_3S_254R 98.8 51.6 38.0 
3P_5S_121R 89.7 50.7 47.9 
3P_5S_145R 97.5 51.3 39.3 
3P_5S_254R 98.7 50.1 38.1 

    
4P_2S_121R 92.6 24.5 33.8 
4P_2S_145R 93.7 31.7 34.2 
4P_2S_254R 97.9 38.5 33.9 
4P_3S_121R 90.4 37.3 34.5 
4P_3S_145R 99.3 40.9 35.6 
4P_3S_254R 99.8 44.0 34.8 
4P_5S_121R 91.4 43.0 37.7 
4P_5S_145R 97.5 34.8 37.3 
4P_5S_254R 99.8 42.5 36.6 

*P: Power, S: Conveyor Speed, R: Number of Reader Antennas 

5. Simulation Results 

The simulation results, in terms of the three performance 
measures, are shown in Table 1.  The scenario with the 
lowest setting is 2P-2S-121R (P: Power, S: Conveyor 
Speed, R: Number of Reader Antennas), which yields ER 
= 88% (i.e., 4,800 bags out of 40,000 bags/day do not 
make it to the gates on time), ATT = 36.4 minutes, and 
UR = 40.8 %.  2P-2S-121R is not a viable option.  The 
performance of 2P-3S-121R is worse than 2P-2S-121R: 
ER = 82.5%, ATT = 61.8 minutes, and UR = 49.2%.  
Running the conveyor at 3 m/sec, as opposed to 2 m/sec, 
has an adverse effect on identification of bags via RFID.  
Both ATT and UR are higher, which means more bags 
spend time in the circulation conveyor, as well as on the 
manual recovery station.  Increasing the power level from 
2 to 3, which is the scenario 3P-2S-121, slightly improves 
the performance: ER = 90.1%, ATT = 29.3 minutes, and 
UR = 38.1%. 

The scenario with the highest setting is 4P-5S-254R, 
which yields ER = 99.8% (i.e., only 80 bags out of 
40,000 bags/day do not make it to the gates on time), 
ATT = 42.5 minutes, and UR = 36.6 %.  Although 4P-5S-
254R seems to be the obvious solution, it is critical to 
investigate other options with slower conveyor speeds 
and fewer number of reader antennas.  The statistical 
analysis of the scenarios 4P_5S_254R, 4P_3S_254R, 
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4P_3S_145R, 3P_3S_145R, 3P_3S_254R, and 
3P_5S_254R shows that in terms of the difference in ER 
values, these scenarios are statistically not different.  
Therefore, the scenarios with 98.7 < ER < 99.8 are 
possible alternatives to 4P-5S-254.  For instance, 4P-3S-
254R shows that bags spend slightly more time (ATT = 
44 min) on the conveyor (since the conveyor speed is 
slower) and the manual recovery station is utilized 
slightly less (UR = 34.8%) since more bags are identified 
on the conveyors; probably due to the slower conveyor 
speed, the reader antennas were able to identify these 
bags while they were on the straight conveyors. 

Due to maintenance and possible interference reasons 
and to keep the system as reliable as possible, it is 
advantageous to reduce the number of antennas without 
losing much performance.  3P-3S-145R shows similar 
performance characteristics as 4P-5S-254R, at a lower 
power setting, slower conveyor speed, and with 109 
fewer reader antennas.  The difference in ER of both 
scenarios is only 0.7%. 

In general, different combinations of levels of each 
factor can yield similar ER values.  The scenarios 2P-5S-
145R and 4P-2S-145R have ER of 93.2% and 93.7%, 
respectively.  In 2P-5S-145R, low power level (P=2) and 
high conveyor speed (S=5) make it difficult to identify 
bags on straight conveyors. This deficiency is 
compensated by utilizing the circulating conveyors and 
the manual recovery station.  Therefore, high ER level is 
maintained through identifying bags on circulating 
conveyors (ATT = 68.2 min) and at manual recovery 
station (UR = 46.2%); in other words, bags spend more 
time in the BHS.  When the conveyor speed is reduced to 
2S (i.e., tags move slower in interrogation zones) and the 
power level is increased to 4P (i.e., larger interrogation 
zones), the scenario 4P-2S-145R has an improved 
capability to identify bags on straight conveyors, which is 
shown by reduced ATT of 31.7 minutes and reduced UR 
of 34.2%. In other words, although both scenarios yield 
almost the same ER value, 4P-2S-145R has additional 
benefits. 

6. Conclusions 

The identification capability of the BHS studied in this 
paper is a result of its ability to identify tags via RFID 
technology on straight and circulating conveyors, as well 
as at the manual recovery station for the bags missed on 
conveyors.  Overall, the effectiveness ratio increases as 
the identification capability increases.  However, 
identification on circulating conveyors adds to the travel 
time and identification at manual recovery station adds to 
its utilization rate.  Therefore, ideally, the objective is to 
achieve the highest effectiveness ratio (ER) with the 
shortest average travel time (ATT) and the lowest 
utilization rate (UR) at the manual recovery station.  The 
controllable factors that affect the identification capability 
are (1) the conveyor speed, which determines the time a 

tag stays in the interrogation zone, (2) the reader antenna 
power level, which determines the size of the 
interrogation zone, and (3) the number of reader antennas 
in the system that increases the likelihood of not missing 
tags.  Hence, the simulation data must be analyzed from 
this perspective. 
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Abstract. Decision-making in product quality is indispensable in 
order to keep product development at the lowest risk. Based on 
discussion of the deficiencies of Quality Function Deployment 
(QFD) and Failure Modes and Effects Analysis (FMEA), a novel 
decision-making method is presented concentrated on the knowledge 
network of failure scenarios. An ontological expression of failure 
scenario is presented together with a framework of failure 
knowledge network (FKN). A case study is provided according to 
the proposed decision-making procedure based on FKN. This 
methodology is applied in the Measurement Assisted Assembly 
(MAA) process to solve the problem of prioritizing measurement 
characteristics. A mathematical model and algorithms of Analytic 
Network Process (ANP) are introduced into calculating the priority 
of manufacturing characteristics. Therefore, this study provides a 
practical approach for decision-making in product quality. 

Keywords: Decision-making in product quality, Failure knowledge 
network, Decision-making model, Analytic network process 

1. Introduction 

The inner and outer environments where the products are 
being designed and developed are complex and variable. 
Within such creative and uncertain surroundings, 
potential risks can never be fully avoided or mitigated [1]. 
Risk assessments are required at critical decision-making 
points to keep product development at the lowest risk. 
Traditionally, this decision-making process is 
implemented qualitatively by subject matter experts. 
Among the numerous research papers available in 
manufacturing system and process planning, most of 
them focused on the operations which are directly related 
to the processing phases [2] and only a few discussed the 
decision-making and optimization in terms of global 
quality. 

Failure knowledge can be employed as a quantitative 
methodology for decision-making in product quality. 
Different types of failures, which lead to breakdowns of 
certain functions, emerge in product processes and 
enterprise departments with respective possibility during 
the life cycle of past analogous products. The correlation 
degrees for each failure with different manufacturing 
characteristics, such as product functions, product 

components, product processes and organizations 
structure, are essential parts of failure knowledge. 

By observing the knowledge network of failure 
scenarios, it is important to examine the perceived weight 
of manufacturing characteristics obtained from the market 
and customers and compare them with the overall 
consideration at the time of task launch. The decision-
making in product quality based on failure knowledge is 
composed of the following six tasks: (i) predicting and 
identifying risks and faults, (ii) analyzing the cause and 
mechanism of the past similar failures, (iii) presenting 
optional proposals, (iv) selecting the optimal scheme, (v) 
conducting the designated plan, and (vi) verifying the 
execution results. 

In this paper, a quantitative approach for decision-
making in product quality is proposed. An ontological 
expression of failure scenario is presented together with a 
framework of failure knowledge network (FKN). The 
decision-making process in product quality based on 
FKN is discussed in detail and a case study is provided.  

2. Failure knowledge 

The main reason why similar failure cases are repeated in 
practice is that the knowledge of past failures is not well 
expressed to related people [3]. In order to utilize the 
knowledge of past failure cases, an efficient and unified 
method has to be provided for communicating failure 
experience.  

2.1 Expressions of failure cases 

Many organizations have constructed databases that store 
failure information in addition to manuals, documents and 
procedures [4]. However, because of poor transferring of 
failure information to other part of the organization, the 
failure knowledge is not effectively communicated and 
same failures repeat. 

Failure Modes and Effects Analysis (FMEA) is a 
method to identify and prioritize potential failures in 
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products or processes, and has been widely applied to 
acquire and update failure knowledge within the 
organization [5]. The advantages and disadvantages of 
FMEA are also extensively examined in both industry 
and academia. The traditional FMEA uses three factors, 
Occurrence, Severity, and Detection, to determine the 
Risk Priority Number (RPN), which can address and 
prioritize the potential failures rapidly. However, it has 
remarkable drawbacks: there are deficiencies in the 
relationship expressions between different failure 
components. As a result it can not be used as a technique 
for knowledge formulation. In order to make up this 
deficiency, failure scenario is introduced [6] and the 
ontological view of failure scenario is shown in Fig. 1. 

 
Fig. 1. Ontological view of a failure scenario 

Failure scenarios of mechanical products refer to any 
customer-perceived deviations from the ideal function of 
the product, including overload, impact, corrosion, 
fatigue, creep, rupture, deformation, cracking, and so on. 
There are four entities engaged in a failure scenario: 
functions, components, processes and organizations. The 
“component” entity is the carrier of the failure. The 
amount of failure types regarding one component is finite 
[7], and different types of failures have conjunctions if 
they are related to the same component. The conjunctive 
failures are subject to certain variations of product 
characteristics, which play a important role in the 

occurrence of conjunctive failures. The “function” entity 
is to record connections between the failure and 
functions. When the failure takes place, it is usually 
followed by a breakdown of the corresponding function, 
and other failures will be stimulated if no measure is 
adopted. On many occasions a function is interfered by 
different failures with respective probability, and the 
breakdown of this function can also arise many other 
failures. The “processes” entity is to trace the 
chronological progression of the failure. A failure can be 
regarded as a unified process, through which input leads 
to output. As a developing failure becomes evident, the 
effects will be exposed firstly, and the actions will be 
taken after analyzing the causes to deal with the event. 
The “organizations” entity should be regarded as a 
monitor to take care of the failure scenario. Each 
individual in the organization has different roles with 
different responsibilities during the failure process. Their 
respective actions and behaviors, as well as the failure 
status, were supervised and classified to construct and 
improve the quality system. 

2.2 Failure knowledge network 

In order to structure the failure knowledge, we conduct 
researches on the connection between characteristics 
system and triggers, as well as the connection between 
characteristics system and results. Once the relationship 
has been identified, it is possible to view the failures, 
effects, causes, and actions in terms of characteristics, 
with a trigger leading to a result. 

Generally, failure scenarios are induced by 
unexpected variations of certain manufacturing 
characteristics during the product development, including 
design, processing, assembly and validation. For that 
reason, the relationship between failures and 
characteristics of both processes and products, as well as 
experiences dealing with the analogous failures 
processes, are invaluable knowledge for new product 
development. This failure knowledge network (FKN) 
comprises: (i) the connection between failures and 
product functions, (ii) the relationship between failures 

 
Fig. 2. A schematic of FKN 
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and product components, (iii) the correlation between 
failures and organizations, (iv) the association between 
failures and product processes, and (v) the conjunction 
among different failures. 

As shown in Fig.2, FKN can be described as a four-
dimensional matrix, including components, functions, 
processes and organization. Each element in the matrix is 
a failure scenario and represents the related failures 
within the corresponding dimensions. The conventional 
factors of failures are embodied in the representation, 
including event, detection, effect, severity, solution 
weight, cause, monitor, reappearance, operation, 
efficiency and precaution. The indexes of the factor are 
provided by subject matter experts and engineers 
according to the degree of correlation between 
corresponding characteristics and failures. 

3. Decision-making based on failure knowledge 
network 

Traditionally, quality function development (QFD) is 
employed in decision-making process to map customer 
requirements to characteristics of design, processing, 
assembly and validation, known as a top-down approach, 
in which the qualitative requirements of customers are 
allocated into the quantitative weights of manufacturing 
characteristics during product development [8, 9]. A 
novel approach based on failure knowledge is proposed in 
this paper, which enables to select the optimal scheme by 
analyzing the correlation among similar product failures, 
as well as the relationship between the failures and the 
manufacturing characteristics. 

Here, we propose the use of the analytic network 
process (ANP) [10] to incorporate the dependence issues 
between the failures and manufacturing characteristics in 
Decision-making model. ANP differs from analytic 
hierarchy process (AHP) in that it allows the inner 
dependence within cluster and outer dependence among 
clusters. Based on the hierarchy structure, one can thus 
calculate the weights of manufacturing characteristics by 
ANP method. It provides a complete structure to find the 
interactions between elements and clusters from 
problems, and then deduce the priority and proportion of 
each scheme. The ANP method includes two parts: (i) the 
first part is control hierarchy, which refers to the network 
relationship of guideline and sub guideline, influencing 
the internal relationship of systems, (ii) the second part is 
network hierarchy, which refers to the network 
relationship between elements and clusters.  

As shown in Fig. 3, the representation of decision-
making model is based on two parts: decision-making 
targets and failure knowledge network. The decision-
making targets include precaution targets, monitor 
targets, control targets, and improvement targets. The 
structure of failure knowledge network includes a cluster 
of failure scenarios and four other manufacturing 

characteristics clusters, namely, functions, components, 
processes and organizations. 

 

 
Fig. 3. Decision-making model 

The first step of the decision-making methodology is 
identification of the related failures and characteristics. 
The second step is determination of the characteristics 
importance of the clusters. Next, the body of the house 
will be filled by comparing the characteristics with 
respect to each target or characteristic. Finally, the 
interdependent priorities of the characteristics by 
analyzing dependencies among the targets and 
characteristics will be obtained. The supermatrix 
representation of the decision-making model can be 
obtained as follows: 

 
Fig. 4. Decision-making supermatrix 

As shown in Fig. 4, W11, W22, …, W66 are the inner 
dependency matrices of the targets and characteristics 
respectively. The other matrices are outer dependency 
matrices including the column eigenvectors with respect 
to each target or characteristic. 

4. Experimentation and case study 

The weight of each characteristic has to be decided before 
measurement resource planning [11], so the decision-
making model is employed to express the relationship 
between the measurement characteristics and failure 
scenarios. In the case study, the decision-making target is 
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to prioritize the measurement characteristics of the large 
aerospace parts and sub-assemblies in the Measurement 
Assisted Assembly (MAA) process. Four measurement 
characteristics, seal gap, aperture gap, aperture step, and 
location are set to cluster MC, and two related failure 
scenarios are selected as cluster FS. From the hierarchy 
structure, cluster FS is the control level, cluster MC is 
regarded as the network level. By extracting information 
from the failure knowledge network, one can obtain the 
pairwise comparison matrix, and then evaluate its 
eigenvectors to group into the supermatrix in Fig. 5. 

 

 
Fig. 5. Decision-making supermatrix in MAA 

To group the supermatrix, first transform them into a 
weighted supermatrix. The constringent supermatrix in 
Fig.6 is obtained after multiplying the weighted 
supermatrix until its constringency, and it can show the 
weight of each measurement characteristic. The following 
procedures of measurement planning can be conducted 
thereafter. 

 

 

5. Conclusion 

Our study shows that the knowledge from past failures of 
analogous products is very useful for decision-making in 
product quality. This research has set up a failure 
knowledge based framework for decision-making in 
product quality, and embodies its materialization to 
calculate the priority and lower the risk of manufacturing 
characteristics during new product developments. 
Methodologies developed include (i) identifying 
relationship between the failure scenario and 
manufacturing characteristics, (ii) defining failure 
knowledge network according to the quantitative factor 
obtained above, and (iii) employing ANP method to 
deduce the priority and proportion of each scheme. Future 
work for our research is the construction of an IT-

assistant system that helps to conduct decision-making by 
making use of the failure knowledge. 
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Abstract. The primary objective of the research is to investigate 
how to estimate disposal costs being undertaken in defence 
electronic systems by the Original Equipment Manufacturer (OEM) 
and subsequently to ascertain a novel approach to predicting their 
end-of-life (EOL) cost. It is intended that the OEMs can utilise this 
method as part of a full life cycle cost analysis at the conceptual 
design stage. The cost model should also serve as a useful guide to 
aid decision making at the conceptual design stage. The novelty of 
this research is that it identifies the significance of disposal costs 
from the viewpoint of the OEM and provides a generic basis for 
evaluation of all the major EOL defence electronic systems.  

Keywords: end-of-life, concept design, disposal cost 

1. Introduction 

Until recently traditional options for EoL processing of 
waste electrical and electronic equipment (WEEE) like 
landfill and incineration have prevailed [1]. These options 
are a concern due to depleting raw materials, pollution, 
and overflowing waste site .  It is well known that Japan 
has a proactive attitude to electronics recycling [2]. With 
the Home Appliance Recycling Law in 2001, Japan was 
one of the first countries to put producer responsibility of 
electrical and electronic equipment (EEE) into law. The 
EU followed up by publishing several directives to 
restrict the quantity and nature of waste arriving at 
landfills.  The WEEE directive [3], for example, requires 
member states to recycle and recover 50 to 80 per cent of 
household WEEE and holds the producers of EEE 
financially responsible. In addition to legislative reasons, 
OEMs have a higher incentive to design with EoL in 
mind due to the opportunity costs attached to changing 
consumer perspectives.  This has lead to an increasing 
adoption of “design for environment” to add value by 
marketing environmentally friendly products.  
Complementing this is the electronic product 
environmental assessment tool, which provides a way to 

compare electronic products based on environmental 
performance through eco-labelling [4].  In competitive 
markets this puts pressure on OEMs to proactively take-
back and recover their products at EoL.   

Confronted with these issues, OEMs are reacting to 
the need to implement ‘life cycle thinking’ [5].  
According to British Standard BS 8887 [6] and Cheung et 
al [7], the lifecycle is defined as the “whole life of the 
product from concept to end-of-life”.  It follows that, 
addressing the entire product lifecycle requires the need 
for adopting an approach to life cycle cost analysis. The 
proposed method discussed in this paper will be used to 
predict the end-of-its-life in terms of costs so that it can 
be used to assist the designers to make design decisions at 
the conceptual design stage.  In particular, the method can 
be used to predict how viable for remanufacturing, 
recycle and refurbishing or simply send it to a landfill. 

2. Methodology of the New Approach 

The method presented in this section is generic in that it 
can be applied to all major EoL process options. Thus it is 
applicable to all EEE in general and not a specific 
category or type of product. 

2.1 Cost categories 

Cost categories are linked to the activities that make up 
the EoL process being modelled. In general, preparation 
for repair, refurbish and remanufacture include the 
following process activities [6]: 
• Disassembly / Inspection / Testing / Cleaning 
• Component exchange, retrieval, or reprocessing  
• Assembly, including recombination of parts from 

different cores 
At the next level down, cost categories are measurable 
resources required to complete the above sub-processes 
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and can be divided into fixed and variable costs. The 
main resources have been identified as: 
• Labour: to carry out all manual tasks e.g. 

disassembly, cleaning, etc (variable) 
• Replacement components: required where used 

components are not economically viable to make 
reusable given the required specification (variable) 

• Consumables: lubrication and cleaning solutions 
(variable) 

• Overheads: Equipment, energy, etc (fixed) 

2.2 Cost elements 

Using a cost element concept, cost categories can be 
linked to the physical make-up of the product. As shown 
in the example in Figure 1, [8]. 
• Product broken down into lower indenture levels 
• Life cycle phase when modelled activity occurs 

Cost Categories

Product / 
Work 
Breakdown 
Structure

Lifecycle Phases Example of a lifecycle 
element- Transformer

Disposal 
cost for 
example

Multi-Function Display Unit

A Typical Defence Electronic System

Cost Categories

Product / 
Work 
Breakdown 
Structure

Lifecycle Phases Example of a lifecycle 
element- Transformer

Disposal 
cost for 
example

Multi-Function Display Unit

A Typical Defence Electronic System

 
 

Fig. 1. Cost element concept (Adapted from [7]) 
 

The steps that make up preparation for reuse apply to the 
product at different indenture levels. This is depicted by 
cost elements in Figure 2. 
 

Fig. 2. Cost elements in preparation for reuse  

3. Product-Assembly Level Cost Elements  

The cost elements at these levels are dominated by 
disassembly and assembly. Disassembly is a common 
precondition for recycling or reuse of any component or 
subassembly within a product [9]. Disassembly is 
currently manual and incurs high costs [10]. The extent to 
which a product requires disassembly, and subsequent 

reassembly, so that components of interest are separated 
is the disassembly depth. 

3.1 Disassembly depth factor  

Disassembly cost is commonly considered proportional to 
disassembly time, where the constant of proportionality is 
the labour rate [11], [12].  Disassembly time depends on 
disassembly depth which can vary depending on the EoL 
option. To account for this a simple disassembly depth 
factor is presented that models disassembly depth at an 
assembly level. The factor represents the disassembly 
depth necessary to reach targeted components or parts. In 
the case of remanufacture the product is completely 
disassembled, [6], [13] thus the factor is 1. The 
disassembly factor (f) is calculated as follows: 

Total number of assemblies 
Number of assemblies to disassemble 

f =  
   (1.1)              

 
An assembly will require disassembling if it satisfies 
either or both of the following conditions:  
• Contains one or more target components 
• Contains lower level assemblies that contain target 

components  
The assemblies to disassemble can be determined 
manually by filtering the initial BOM for the target 
components, identifying the assembly information for 
each target component, and visually analysing the 
assembly structure by counting the assemblies satisfying 
the above conditions. Figure 8 illustrates the assembly 
structure of a hypothetical product containing target 
components.  
 

Assembly Level 2

Assembly Level 3

Assembly Level 1

Assembly Level 0
Top Level Assembly

Assembly (or 
subassembly) 

Assembly 
containing target 
component(s) 

Assembly to be 
disassembled 

Assembly Level 2

Assembly Level 3

Assembly Level 1

Assembly Level 0
Top Level Assembly

Assembly (or 
subassembly) 
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containing target 
component(s) 

Assembly to be 
disassembled 

 
 
Fig. 3. Assembly layout of hypothetical electronic product 
 

The disassembly depth factor for the example in Figure 3 
is f=9/15 = 0.6, assuming that: 
• Each assembly takes the same time to disassemble. 
• Disassembly separates an assembly into its 

constituent components and lower level assemblies. 
• The time to separate one or more target components 

from an assembly is equal to the time to disassemble 
the assembly. 

• If an entire assembly is targeted, the model treats it 
as a component. 
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3.2 Component level cost elements 

As shown in Figure 2, the costs incurred here are 
typically inspection, cleaning, and component 
replacement, retrieval and reprocessing/rework. These 
costs vary greatly with the component of interest. 
Depending on the nature of the component, these costs 
should be estimated accordingly by the OEM. However, 
as emphasized by Zhou et al. [14], a common relationship 
between these costs and the component of interest is 
component condition.  Therefore, this can be modelled to 
aid cost estimation per component. 

4. EoL Process Options 

EoL options are identified from the viewpoint of the 
OEM as shown in Figure 4. An OEM can either 
implement the take-back and processing of its own EoL 
products or allow for a non-own-branded Third party 
organisation (TPO) to arrange this. With the former, it is 
assumed that the OEM will have in mind key components 
of interest. In the case of repair, refurbish and 
remanufacture these components are addressed to ensure 
that the reused product meets a given specification. In the 
case of recycling, the components of interest are those 
that have significant inherent value in their material or 
reuse respectively. When left to a Non-own-branded 
TPO, the OEM has no interest in the EoL product and 
simply pays the necessary fee for obligatory treatment, 
recovery and safe disposal. Non-reusable or -recyclable 
materials and components will eventually end up in the 
collective waste management sphere and be disposed of. 
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Fig. 4. Options for EoL 

5. Cost Equations 

A cost equation for each of the three options is presented 
in this section. The majority are distinguished based on 
current global definitions.  

5.1 Refurbish 

According to Zhou et al. [14], electronic product failure 
rate follows an exponential distribution. This is 
commonly applied to electronic components too. It can be 
inferred from BS 8887-2:2009 [6] that refurbishment 
addresses major components that are not expected to meet 
a certain specification at product EoL. Regardless of 
whether some components have failed, they will be 
targeted for refurbishment. The likely condition of a 
target component at the time of expected product EoL can 
be concluded from failure rate data. If the target 
component is in good condition at product EoL then a 
relatively minor refurbishing cost would be incurred e.g. 
cleaning.  In contrast, a failed target component will incur 
higher refurbishing costs e.g. repair, replacement, etc. 
The likely cost to refurbish, according to component 
failure/degradation rate data, is estimated to be 
somewhere between these two extremes.  

The profit and cost to refurbish the product can 
therefore be estimated using the following equations [15]: 
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• i(target component)  k( number of target components) 
• Cgood =expected number of ‘good products’ among ‘n’ 
• Cfailure = number of parts to be inspected for failure   
• t = expected life time of a product (usually per million 

depends on λ) 
• λ = degradation rate (failure per million hours) 
• L = labour rate / f = disassembly factor 

5.2 Remanufacture 

Like refurbishment, remanufacture primarily addresses 
components within a product that are not up to 
specification [15]. A remanufactured part or component 
will generally conform to a higher specification. 
According to Zussman et al [16] if component life 
expectancy is less than twice that of the product life 
expectancy then it may be the cause of renewed product 
failure after repair and diminish the value of the product 
for reuse. Therefore, to ensure that a remanufactured 
product is of at least the same reliability as a newly 
manufactured product, any target components with a 
component/product life ratio of two or less must be 
attended to for either remanufacture or replacement.  

The profit and cost of remanufacture is estimated 
using the following equations [11]:  

 
Crm = ((Td + Ta) * L * f) + (Pf * Cf) + (Ppd + Pf * Ppe - Ppd * Pf * Ppe) * Cp   

      (1.3) 
• Crm  = remanufacturing cost / L = labour rate 
• Td = disassembly time / Ta = assembly time 
• Pf = probability of fastener failure in disassembly 

and assembly / Cf  = cost of fastener failure 
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• Ppd = probability of part failure in disassembly and 
assembly 

• Ppe = probability of part failure in fastener-method 
extraction  

• Cp = cost of part failure / f = disassembly factor 
The end result is to use the ‘cost values’ obtained from 
landfills to compare with the least value obtained from 
recycling, remanufacturing and reconditioning.  

5.3 Recycle 

To reclaim material value within the EoL product it is 
assumed that components made from or containing 
valuable material are of interest. These components are 
therefore targeted and removed from the product via 
disassembly. The condition of the removed components is 
not important as the recycler is only interested in the 
material content. The value of the component is the price 
that the recycler is willing to pay for it per mass of the 
desired material [5, 10]. For target components that only 
partially contain valuable material, the material weight is 
obtained from supplier data. The profit and cost of 
recycling the product is estimated using the following 
equations [11]: 

• Parts i  = the number of parts of type i  
• W i (kg) = the weight of type i parts 
• MV m (£/kg) = the mass material value of the parts 
• RT i (hr) = the time necessary to remove one type i 

part, and / w ($/hr) = the hourly wage 
• Oci = Opportunity cost / f = disassembly factor 

5.4 Collective waste processing (landfill)  

Under the WEEE directive OEMs are obliged to take on 
the finance of treatment, recovery, recycling and safe 
disposal of their EEE at end of life. In all member states a 
collective approach has been adopted. For either 
Business-to-Business or Business-to-Consumer EEE, cost 
of treatment and recovery is determined by mass. The 
cost of treatment per product can therefore be estimated 
using the following cost equation: 

 
 Ctreatment = M*Rc            (1.7) 

• Ctreatment = cost of treatment per product 
• M = mass of product 
• Rc = treatment rate per product category 

6. Conclusion 

A method of predicting the EoL of EEE based on 
disposal cost modelling has been defined. The method is 
being developed using excel spreadsheets and its 

associated macro to calculate the disposal costs. This will 
be used to determine a satisfactory solution of whether 
the EOL parts of a defence electronic system are viable to 
be remanufactured, reconditioned or recycled from an 
early stage of a design concept. A selected subsystem of a 
defence system will be used as a case study. 
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Abstract. Many microparts including the parts used as MEMS 
components require assembly using parallel assembly techniques. 
MEMS packaging, including the Wafer Level method, is a 
prominent process that has been considerably investigated in recent 
years. In wafer level packaging, either an alignment template (AT) 
must have special receptor sites according to the micropart geometry 
and its material or the microcomponents should have additional 
features like circular and cross pegs for shape recognition stage. In 
this article, a modular AT which comprises of a microfixturing cell 
with electrothermal microclamps is presented for positioning and 
holding microcomponents for later processes like flip chip bonding. 
The microparts are distributed on the microfixture buffer on a rotary 
table. After that piezoelectric vibration is induced, stimulated 
microparts are trapped between the microclamp arms. Then 
electrical current is applied to create in-plane thermal expansion of 
the arms. Using this procedure, a micropart is positioned properly 
and trapped. The rotation of the table continues to lead other 
microparts to their own positions but the trapped microparts stay 
standstill. This method enjoys the advantage of omitting the receptor 
sites. Moreover, in conventional methods, these receptor sites should 
be designed according to the parts’ shapes and their materials. In this 
novel approach, not only identical clamps are used for diverse 
assembly configurations, but also the technique is capable of being 
used for different types of microcomponent materials. Just true 
positioning of the clamps provides required theme of assembly. 
Finite element analysis is used to simulate the whole procedure.          

Keywords: Microfixturing, Microclamp, MEMS, Microfixturing 

1. Introduction 

Volume production of microproducts is proliferating 
these days. Microassembly is a fundamental issue in this 
context and is required in both packaging of micro-device 
chips and integration of complex hybrid microsystems. 

Current micro-assembly technologies can be 
categorized as micromanipulator based assembly, wafer-
to-wafer devices transfer, fluidic shape-directed self-
assembly, and capillary-driven self-assembly. Each of 
these assembly techniques has its limitations which are 
investigated in [1] with details. A wafer-level packaging 
strategy for micro device chips based on uniquely 

orienting self-assembly is presented with the following 
steps: 1) bulk parts are uniquely face-oriented and spread 
in a single layer; 2) parts are palletized onto an alignment 
template having an array of receptor sites; 3) parts are 
anchored one-to-one to receptor sites; 4) each anchored 
part is fixed to a unique in-plane orientation [2].  

Due to limited research in microparts workholding, 
parallel assembly techniques merits further investigation. 
Discussed in this paper, is a novel method for designing 
of microfixturing cell for aligning of microparts to 
provide primary level positioning in wafer-level 
packaging strategy. In this construction, microclamps 
functions are used to locate the parts in the cell. In the 
next section the principal of microclamp performance in 
investigated. 

2. Electrothermal Microclamps   

The microclamp is a device which can be used for 
locating and holding micro-electro-mechanical-systems. 
Electrothermally actuated microclamps provide large 
driving force and sufficient driving distance for some 
applications. While these microclamps are easy to 
control, they can also work in high temperatures.  

In the method used in this paper, six pairs of 
microclamps with electrothermal actuation in a 
microfixturing cell are used to parallel assembling of six 
microparts with 380*380*20 µm size. The configuration 
of clamps in the cell, secures the accuracy of precisely 
positioning the microparts.  

Resistive joule heating is typically used to power 
these clamps. The clamp structure is comprised of a thin 
arm connected to a wide arm, flexure, and two anchors as 
shown in Fig. 1. In addition to providing mechanical 
support, the anchors also serve as electrical and thermal 
connections. When voltage difference is applied to them, 
current flows through the arms. Due to width difference, 
the thin arm heats up specifically more than the wide arm 
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because of having higher resistance and it leads to non-
uniform resistive joule heating in the structure. Superior 
elongation of the thin arm is the consequence of this non-
uniformity and is responsible for in-plane bending mode 
of the microclamp. 

2.1 Principal of Microassembly 

The assembly process exploits four steps (Fig. 1): Bulk 
parts are fed on the substrate buffer. In this level, if 
microparts themselves are featured with special connector 
pads, there is a need to use a fit part feeder; 2) ultrasonic 
vibration is induced via piezoelectric pad to reduce the 
troublous forces in microscale. Then microparts are 
distributed to their prearranged positions between two 
clamps; 3) Voltage difference of 15 volt is applied to the 
anchors and symmetric in-plane bending of angular 
exposured microclamps, trap the microparts (Fig. 2), 4) In 
the last stage, the aligned microparts are transferred to the 
main assembly board which is loaded by solder bumps or 
other bonding elements via flip-chip technique. 

 

 
  

Fig. 1. Four stages of assembly process, A. Parts are feeded on the 
buffer, B. Parts are positioned by inducing ultrasonic vibration on 
rotary table,  C. Actuated microclamps trap the parts, D. Flip-chip 
technique transfer parts to main assembly board. 

 

 
Fig. 2. The microclamp dimensions (µm). After applying voltage 
difference, The microclamps locate the parts by In-Plane deflection. 

2.2 Piezoelectric Actuation System 

In micro scale, adhesion could be due to van der Waals, 
electrostatic forces or surface tension. To overcome these 
deterrent issues which inevitably exist between 
microparts, substrate and microclamps, ultrasonic 
piezoelectric vibrations are induced to silicon substrate. 
The periodic separation of microparts in small increments 
of time, is substantiated via ultrasonic sinusoidal 
vibrations and this helps the microparts better float on 
buffer surface. Two d.o.f rotary table with angular 
movement is used to guide and align the parts to their 
positioning regions. This table, makes it convenient to 
have access to away positions on substrate (Fig. 3). 
 
 

 
Fig. 3. The piezoelectric actuation set up   

3. Design Strategies and Advantages  

The integrated design developed in this article, eliminates 
Alignment Template (AT) in the last stage of DUO-
SPASS or semi-DUO-SPASS processes and the main 
board of assembly directly finishes wafer level 
packaging. 

In DUO-SPASS and Semi-DUO-SPASS processes as 
described in [2] in detail, an agitated air/water interface is 
used to uniquely face-orient bulk parts having a single 
hydrophobic face;  after that a hydrophobic carrier wafer 
palletizes the parts in an air environment, orbital shaking 
drives the parts until they are anchored to receptor sites; 
finally, gravitational force uniquely align the parts. The 
need of having a hydrophobic or hydrophilic layer used in 
DUO-SPASS is omitted via this method so it is able to be 
used to assemble different materials without patterning 
such layers. In addition to this, the disadvantage of using 
Semi DUO-SPASS for microparts which are subjetc to 
ruin in contact with water, is not of concern. The first 
level of assembly in other methods, is shape recognition 
that necessitates precisely producing of special features 
like cross or circular pegs. These additional features 
require microfabrication processes with high accuracy.  
[2]. There are situations in which it is not possible to add 
these features to microparts or it’s a costly procedure. 

According to [1], most types of microchips have 
rectangular shapes due to mechanical dicing along 
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straight lines, but neither fluidic shape-directed self 
assembly nor capillary-driven self-assembly can align 
them to unique in-plane orientations. In this novel 
method, true positioning and orientation of microparts 
with distinct shapes on different locations on substrate is 
guaranteed just via choosing appropriate contact points 
between parts and clamps for parts trapping in line with 
selecting proper parameters to provide suitable thermal 
expansion of clamps according to the assembly theme. 
Contact points are of great importance to prevent sticking 
between the part and clamp. Decreasing the contact 
between the micropart and the clamp body, the clamps 
have angular exposure to each other and the full contact 
of the micropart side is subsided by corners contact. This 
strategy is highly efficient in the flip-chip step of the 
assembly process.  

With respect to the size of clamps and microparts in 
this paper, when the clamps are not actuated, they do not 
let the microparts move between clamps in different 
locations. This advantage is paramount to reduce 
assembly time. There comes a situation in which the 
material of the micropart is as the same as the 
microclamp. In such cases, applying negative voltage to 
thick arm anchor prevents occurring short circuit. 

3.1 Fabrication Considerations and Analysis 

The material considered for fabrication of microclamp 
and substrate is silicon. Reaching to a suitable bonding 
between anchors and substrate, it is necessary to use two 
different types of silicon known as p-type and n-type. In 
this case, the pair of clean, mirror-polished silicon 
surfaces are brought to contact at room temperature after 
hydrophilic surface formation. Bonding strength reaches 
the fracture strength of silicon bulk after heating the 
surfaces in 1000 oC [10].  

In order to evaluate the feasibility of the conceptual 
design, a transient electrothermal actuation analysis is 
carried out considering the actuation sequence and 
duration of complete cycle. A commercially available 
finite element software is used to simulate the clamp 
behavior [11]. The output of interest throughout the 
analysis is the relationship between input current and 
clamp displacement.  

In this article, identical to [3], constant value of 
electrical resistivity is used to cross out the dependence of 
this characteristic to fabrication material doping level. 
The constant material properties are summarized in 
Table 1.  

On the other hand, In comparison with conduction 
along the arm, Surface heat transfer by convection takes a 
substantial amount of heat. Different values of thermal 
conductivity (K) over temperature, as noted in Table 2 
have been considered. As indicated in Table.2, thermal 
expansion coefficient (α) increases with temperature; 
Young’s modulus decreases with temperature rise, 
consequently, the product of Young’s modulus and 
thermal expansion coefficient which is responsible for the 

thermal stresses remains almost constant [5].  In other 
words:  

 ctettE ≅× )()( α  (3.1) 

Table 1. Thermophysical properties of silicon [3]. 

Property Value        

Young’s modulus 
Poisson ratio 

Electrical Resistivity 
Emissivity 

Air conductivity 
Specific Heat 

169 GPa 
0.3 

4.2e-4 ohm m  
0.7 

0.265 Wm-1K-1 [4] 
730 Jkg-1K-1  

 

Table.2. Thermal conductivity [8] and thermal expansion 
coefficients of silicon [9]. 

T(K) K (Wm-1K-1) α(µmm-1K-1) 
300 
400 
500 
600 
700 
800 
900 
1000 
1100 
1200 
1300 
1400 
1500 

146.4 
98.3 
73.2 
57.5 
49.2 
41.8 
37.6 
34.5 
31.4 
28.2 
27.2 
26.1 
25.1 

2.568 
3.212 
3.594 
3.831 
3.987 
4.099 
4.185 
4.258 
4.323 
4.384 
4.442 
4.500 
4.556 

 
Discretizing the geometry of the model, in line with 
assuming constant convective heat transfer coefficient (h) 
under specific temperature for each segment, lengthwise 
coefficients of fluid film are obtained through empirical 
correlations of horizontal plate outlined in [4]. The 
corresponding values of film coefficients used in 
simulation are described in Table.3.  

4. Analysis Results 

Results showed that time constant of operation is 0.5s for 
a complete cycle of holding and releasing the micropart 
and corresponding tip deflection of 17 µm for each clamp 
obtained. According to the results, microclamp anchors 
conevniently trap the microparts by 2.5 degree rotation in 
the cell. Maximum temperature with the magnitude of 
892.6K appeared amidst of the thin arm. Displacement 
and temperature plots of the microclamp are illustrated in 
Fig. 4 and Fig. 5 respectively. 
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Fig. 4. Displacement contour under applied voltage of 15 V, 
Mamimum displacement is 17µm. 

 

Fig. 5. Temperature contour under applied voltage of 15 V, 
Mamimum Temperature is 892.558 K in the middle of the thin arm. 

5. Conclusion 

The novel design and finite element investigation of a 
microfixturing cell equipped with electrothermal 
microclamps was discussed in this report. Easy-
controllable designed microclamps emerged as 
appropriate devices to ensure accurate locating and 
holding of microparts. The analysis helps to find four  
proper contact points for positioning the micropart. The 
temperature and scale-dependent boundary conditions  
that yields the desired displacement according to an 
applied voltage, are investigated.  

The function of the device, operating temperature and 
its performance ratio, depends on thermal boundary 
conditions at microclamp anchors. Heat loss to substrate 
via these anchors showed to be the dominant mode of 
heat transfer. The design can be used for parellel 
micsroassembly purposes in manufacturing of MEMS 
devices.  
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Table 3. Convection (fluid film) coefficients (Wm-2K-1) in terms of temperature (K). U.upper surface of  horizontal hot plate, L. lower surface 
of horizontal hot plate [4]. Refer to Fig. 1.2 for description of the design parameters. 

T(K) 

 

Wide arm 

   U          L 

Thin arm and flexure 

            U                L 

End connection 

U          L 

Vertical wall 

 

Anchor 

U 

300 
500 
700 
900 

1100 
1300 
1500 

   12.1      13.9 
   38.2      40.1 
   41.9      44.2 
   44.1      46.8 
   45.3      48.3 
   46.5      50.2 
   46.8      51.3 

         18.2             22.9 
         60.8             70.5            
         66.3             77.3 
         69.5             81.5 
         72.5             84.2 
         73.4             87.5 
         74.0             88.6 

15.8      25.3 
51.4      74.5 
56.5      81.9 
58.9      86.6 
61.3      90.1 
63.0      92.8 
64.1      94.6 

937 
1198 
1400 
1603 
1801 
1994 
2185 

10.5 
35.2 
38.4 
40.5 
41.6 
42.3 
42.7 
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Abstract: Most mechanical and electrical products have multiple 
quality characteristics (QCs) in practice. Since the traditional 
Taguchi method only focused on one characteristic to control 
quality of products, the methods of multiple QCs evaluation have 
become very important for complex manufacturing products. This 
paper presents an effective evaluation method for quality of 
computer numerical control (CNC) machining centers by using 
fuzzy matter element (FME),  analytic hierarchy process (AHP) and 
information entropy. In this study, the multiple-attribute evaluation-
making (MAEM) model was built by FME and AHP. Then, 
information entropy and AHP were adopted to compute the weights 
of the evaluation indexes of multiple QCs. Finally, these weights 
were applied to indicate the accurate quality level of CNC 
machining centers by compound FME. An example of quality 
evaluation for CNC machining centers was given to illustrate the 
effectiveness and feasibility of the proposed method. 

Keywords: Machining centers; Quality characteristics; Fuzzy 
matter element; Analytic hierarchy process 

1. Introduction 

Nowadays, the excellent product quality is becoming the 
key in competing with others in the market because of 
global economic integration. The superior product 
quality means lower manufacturing cost and shorter 
manufacturing time in manufactures. Thus, the high-
quality products with a lower price and appropriate time 
contribute immensely to the progress of manufacturing 
organisation in the world market. On the other hand, a 
product should have the quality of which characteristics 
are required to satisfy the customers’ needs and 
expectations. These QCs are shown in product 
specifications as customers perceive, each of which has 
to satisfy specification request. As a result, some 
strategies are needed for the quality of manufacturing 
products satisfying the needs of customers at large. 
Rapid development of computers and advanced 
manufacturing technologies (AMTs) has resulted in a 
high range of CNC machining centers using. There are 
multiple QCs of CNC machining centers defined by the 
manufacturers and their customers. Considering multiple 

QCs, the quality evaluation of CNC machining centers is 
a very complex decision-making process. Many methods 
are applied to evaluate quality based on arbitrary 
importance weights to QCs. However, the task of 
calculating weights becomes more difficult for the 
increasing number of QCs.   
The present paper reports that there are four main 
evaluation methods for quality of CNC machining 
centers: AHP and fuzzy comprehensive evaluation 
technique [1],  AHP and grey theory [2], fuzzy AHP [3], 
rough set theory and genetic algorithms [4], and so on. 
The quality of CNC machining centers can be evaluated 
as the degree to which a particular program complies 
with consumer demand regarding QCs [5].  
In this paper, a synthetic method is presented to solve 
fuzzy evaluation problems of quality of CNC machining 
centers based on FME, AHP and information entropy. 
Firstly the MAEM model of both quantitative and 
qualitative QCs was established for quality evaluation by 
using FME and AHP. Then, the weight coefficient of 
evaluation indicators was calculated based on 
information entropy and AHP. Finally we applied the 
comprehensive method to evaluate the quality of nine 
CNC machining centers in the case study. 

2. Quality evaluation model based on FME 

In this paper, the multiple QCs evaluation model was 
built based on FME theory. The matter element analysis 
integration with fuzzy mathematics were introduced to 
evaluate the quality of CNC machining centers. 

Step 1. The definition of FME 

If the name of the matter is regarded as M, one of its 
characteristics is c, the value of characteristic of matter c 
is x, the value of characteristic n of matter m is ( )v x , then 
the  matter element can be written as follows [6]: 
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1 1

2 2

( )
( )

( )i i

M c v x
c v x

R

c v x

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

                            (1) 

The ordered group triples R is named as the matter 
element. When the value of ( )v x  is fuzzy, it is called the 
fuzzy matter element [7].  

Step 2. Building the compound FME 

If matter M is described by n characteristics and given as 
the characteristics of corresponding fuzzy values, R is 
called n dimension FME. Ordinarily, supposed n-
dimension matter elements of m matters are combined 
together, then a multidimensional matter element mnR is 
written as: 

1 2

1 11 21 1

2 12 22 2

1 2

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

m

m

mn m

n n n mn

M M M
C v x v x v x

R C v x v x v x

C v x v x v x

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

          (2) 

Where Mm is the mth matter, Cn is the nth characteristic, 
( )mnv x is the fuzzy value of characteristic n of matter m. 

Step 3. Calculating the preferred membership grade 

The preferred membership grade is subject to the 
corresponding fuzzy value of each assessment indicator 
in standard samples. Generally, if ( )mnv x  is an ordinary 
mathematical function expression, the excellent 
dependent degree function is calculated as follows by 
using linear dependence relation Eq.( 3) and (4). 
The bigger, the more preferred assessment indicator can 
be calculated as follows： 

/ maxij ij ijX Xμ =                        （3） 
The smaller, the more preferred assessment indicator can 
be calculated as follows: 

min /ij ij ijX Xμ =                         （4） 
Where ijμ is the fuzzy value of characteristic j of matter i; 

ijX  is the value of characteristic j of matter i; max ijX  and 

min ijX  represent the maximal and minimal value of the 
ith object; i=1,2,….n, j=1,2,….m. 

Step 4. Standard FME and difference square FME 

The fuzzy matter element composed of mnR is named as a 
standard form. Then, the difference square compound 
fuzzy matter element RΔ  can be calculated as follows: 

1 2

1 11 21 1

2 12 22 2

1 2

m

m

m

n n n mn

M M M
c

R c

c

Δ

⎡ ⎤
⎢ ⎥Δ Δ Δ⎢ ⎥
⎢ ⎥= Δ Δ Δ
⎢ ⎥
⎢ ⎥
⎢ ⎥Δ Δ Δ⎣ ⎦

                        (5) 

Where 2
0( )ji i jiv vΔ = − , i=1, 2, …, n; j=1, 2, …, m. 

Step 5. Calculating euclid approach degree  

Considering the weight coefficient of assessment 
indicator, information entropy and AHP methods were 
applied in this paper to determine the relative 
importance. Supposing 1 2( , , , )nW w w w=  indicates the 
weights of evaluating indicators. After the weights have 
been normalized, the compound FME is calculated by 
Eq.( 6) as following: 

1 2

1 2

m
H mn

j m

M M M
R W R

H H H Hρ ρ ρ ρ ρ
⎡ ⎤

= × = ⎢ ⎥
⎣ ⎦

     （6） 

The Euclid approach degree formula is used to calculate 
the approach degree of two matter elements in this paper. 
The jHρ is adopted to describe the Euclid approach 
degree, which can be calculated by Eq.( 7) as following: 

1
1

n

i i ji
i

H Wρ
=

= − × Δ∑                   （7） 

Where i=1, 2, …, n; j=1, 2, …, m; the〝×〞is algorithm 
M(·, +); iHρ reflects the mutual closeness between 
number n matter element and the standard matter 
element, bigger the value is, more closely the two will 
be, on the contrary, farther the two will be. Lastly,  the 
quality of CNC machining centers can be indicated 
by jHρ . 

3. Calculating synthesized weight by using 
information entropy and AHP  

3.1 Determining weight by information entropy 

Entropy is regarded as a precise measure of the amount 
of disorder [8]. The entropy can be used to show the 
information disorder degree in the information theory, 
and can determine the attribute importance of evaluation 
index [9]. 
After the judgment matrix normalized by using Eq.( 3) 
and (4), the entropy value of evaluation index is 
calculated as: 

ij ij
1

(h ln h ) / ln
m

j
i

E m
=

= −∑              （5） 

Where 
1

/
m

ij ij ij
i

h v v
=

= ∑ ;  i=1, 2, …, n; j=1, 2, …, m. 

The weight of entropy value is calculated as: 

1
W (1- E ) / (1- E )

n
e
j j j

j=
= ∑               （6） 

Where j
1

j=1,2, ,n; 0 w 1; w 1.
n

e e
j

j=

≤ ≤ =∑  

3.2 Confirming weight by AHP 

Analytic Hierarchy Process (AHP) is an effective method 
by which a rough result can be obtained. It can solve 
qualitative decision problems which can be represented 
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by a hierarchy [10]. Then, decision makers evaluate the 
elements by making multiple comparisons. Furthermore, 
AHP provides a useful mechanism capturing both 
subjective and objective evaluations for checking the 
consistency of the decision makers' estimate. AHP 
method is widely used in evaluation problems where 
information and priority weights of elements can be 
gotten from decision makers [11]. 
Firstly, a hierarchical structure of evaluation problems 
was built by using the AHP methodology. Secondly, a 
matrix of pair-wise comparisons of elements was 
constructed to respect to element in the level above. The 
values in each comparison matrix were defined 1, 3, 5, 7, 
9, respectively, with 2, 4, 6 and 8 as intermediate values 
for comparisons between two successive qualitative 
judgments. Lastly, the derived priorities were 
synthesized by decision-makers' judgments, and the 
weight was obtained by synthesizing results. 

3.3 Synthesizing the weights 

Supposing that the information entropy weight is 

1 2w ( , , , )e
mw w w=  and the AHP weight is 

1 2w ( , , , )a
mw w w= , the synthesized weight matched 

with the ith assessment indicator is calculated as follows: 

1

w =(w w )/( w w )
j

e a e a
i i i i i× ×∑              (7) 

Then, the synthesized weight is calculated by 
1 2W=( , , )mw w w . 

4. Quality evaluation for CNC machining centers 

The quality evaluation model for CNC horizontal milling 
machining centers was based on multiple QCs in this 
paper. The indicators for evaluating quality of CNC 
horizontal milling machining centers are Mean Time 
Between Failures (MTBF) (C1), Mean Time to Repair 
(MTTR) (C2), Availability (C3), Positioning Accuracy 
(C4), Positioning Repeatability (C5), Average Warranty 
Cost Rate (C6), Price (C7), Rapid Traverse Speed  
(X,Y,Z) (C8) and Main Motor Power (C9). The statistical 
information of nine indications of quality evaluation is 
summarized in Table 4.1. 
 
Table 4.1.  Quality evaluation elements of CNC machining centers 

C1 C2 C3 C4 C5 C6 C7 C8 C9 

900 6.6 95.3 0.02 0.05 9.5 33.6 30 7.0 

850 7.3 94.5 0.04 0.06 8.4 30.5 24 7.5 

750 8.8 90.6 0.03 0.07 7.8 33.8 28 8.5 

800 9.2 92.8 0.02 0.05 9.0 31.2 26 6.5 

950 7.8 95.8 0.04 0.06 9.2 28.8 24 7.0 

850 7.2 93.5 0.03 0.05 8.8 34.2 28 8.0 

750 7.0 96.8 0.05 0.08 8.2 29.5 30 7.5 

850 8.0 91.5 0.04 0.07 9.0 30.8 26 6.0 

900 8.5 92.6 0.02 0.05 8.6 31.2 28 8.5 

 
Then, mnR is calculated according to Eq (2.2) and (2.3) ,  

 
The RΔ  is figured up by Eq(2.5), RΔ = 

0.003 0.000 0.000 0.111 0.040 0.032 0.020 0.000 0.020

0.011 0.009 0.000 0.000 0.111 0.005 0.003 0.040 0.040

0.044 0.063 0.003 0.111 0.184 0.000 0.022 0.004 0.087

0.025 0.080 0.001 0.000 0.000 0.018 0.006 0.018 0.006

0.000 0.024 0.000 0.250 0.111 0.023 0.000 0.040 0.020

0.011 0.007 0.001 0.111 0.040 0.013 0.025 0.004 0.063

0.044 0.003 0.011 0.250 0.250 0.002 0.001 0.040 0.040

0.011 0.031 0.002 0.250 0.184 0.018 0.004 0.018 0.000

0.025 0.050 0.007 0.111 0.040 0.009 0.006 0.004 0.087

 

The weight of entropy value is calculated as : We =  
(0.036,0.072,0.008,0.444,0.276,0.022,0.021,0.039,0.082)  
The mutual comparisons of the nine indexs with respect 
to the overall goal are shown in Table 4.2. Thus, 

maxλ =9.7285,  CI=0.0911, RI=1.45, CR=0.0628＜0.10. 
 
 

0.947 1.000 0.995 0.667 0.800 0.821 0.857 1.000 0.857

0.895 0.904 0.986 1.000 0.667 0.929 0.944 0.800 0.800

0.789 0.750 0.946 0.667 0.571 1.000 0.852 0.933 0.706

0.842 0.717 0.969 1.000 1.000 0.867 0.923 0.867 0.923

1.000 0.846 1.000 0.500 0.667 0.848 1.000 0.800 0.857

0.895 0.917 0.976 0.667 0.800 0.886 0.842 0.933 0.750

0.789 0.943 0.894 0.500 0.500 0.951 0.976 0.800 0.800

0.895 0.825 0.955 0.500 0.571 0.867 0.935 0.867 1.000

0.842 0.776 0.916 0.667 0.800 0.907 0.923 0.933 0.706



160 G.B. Zhang, J.H. Pang, G.H. Chen, X.L. Ren,Y. Ran  

 

Table 4.2. Comparison matrices of nine indexs 

The weight of AHP value is calculated as Wa =  
(0.309,0.148,0.074,0.200,0.077,0.043,0.024,0.100,0.025)  
Then, the synthesized weight is calculated by We =  
(0.080,0.076,0.004,0.634,0.153,0.007,0.004,0.028,0.014)
So, the jHρ  is determined by the FME method with Eq. 
(2.6) and (2.7), W =  
(0.722,0.860,0.673,0.907,0.577,0.720,0.551,0.564,0.713)
The importance degree of nine CNC machine centers is 
shown in Table 4.3, and the quality of them  are sorted as 
M4＞M2＞M1＞M6＞ M9＞M3＞M5＞M8＞M7. 
 

Table 4.3. Importance degree of nine CNC machine centers 
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5. Conclusions 

The quality evaluation of CNC machining centers is 
becoming more and more important due to the sharp 
market competition. This study presents a fuzzy synthetic 
valuation method by using FME, AHP and information 
entropy, of which the calculation is easy to realize 
through the computer programming. This proposed 
method can also be used to evaluate the quality of other 
mechanical and electrical products. Furthermore, this 
method has been certified much more objective and 
reasonable because the evaluation results are more 
consistent with the physical fact. As a result, this method 
is effective and feasible in solving evaluation problems 
and can be widely used. 
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 C1 C2 C3 C4 C5 C6 C7 C8 C9 

C1 1 3 5 2 6 5 9 3 8 

C2 1/3 1 3 1/4 4 3 7 2 6 

C3 1/5 1/3 1 1/6 1 2 3 1 7 

C4 1/2 4 6 1 1 4 8 2 5 

C5 1/6 1/4 1 1 1 3 3 1/2 4 

C6 1/5 1/3 1/2 1/4 1/3 1 2 1/3 2 

C7 1/9 1/7 1/3 1/8 1/3 1/2 1 1/5 1 

C8 1/3 1/2 1 1/2 2 3 5 1 3 

C9 1/8 1/6 1/7 1/5 1/4 1/2 1 1/3 1 
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Design of a Meso-scale 3-axis Milling with Nanometer Accuracy 
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Abstract. The objective of this research was to develop a meso-
scale 3-axis milling machine with a nanometer resolution. The main 
elements of the Z-axis design of the meso-scale 3-axis milling 
machine are a pagoda structure, a high speed air bearing spindle, two 
HR8 ultrasonic motors, a laser diffraction grating interferometer 
system (LDGI) and a coaxial counter-balance system for the spindle. 
The optimal geometrical dimensions of the pagoda structure have 
been determined by ANSYS software. According to the simulation 
results, the maximum static deformation along the z-axis of the 
pagoda was about 5.05 nm. Vibration amplitude tests of the Z-axis 
of a micro-milling machine driven by either an ultrasonic motor or 
two ultrasonic motors have also been caried out to provide better 
design information for the Z-axis. The meso-scale 3-axis milling 
machine is equipped with an X-Y coplanar positioning stage with 
nanometer resolution, including the low-cost components and two 
ultrasonic motors, in order to reduce both the complexity and errors 
resulting from the combination of a long-stroke stage and short-
travel stage. The coplanar stage developed by Nation Taiwan 
University was integrated with two laser diffraction grating 
interferometer systems as displacement feedback sensors, so that a 
two-axis closed-loop control was possible. The positioning accuracy 
of the coplanar stage was about 200 nm after error compensation, 
base on the test results. A circular positioning test with the radius of 
100 μm using the stage developed was tested, and the overall 
roundness error was about 4.01 μm based on the preliminary test 
results. 

Keywords: Meso-scale 3-axis milling machine, pagoda structure, 
coaxial counter-balance system, laser diffraction grating 
interferometer system (LDGI), X-Y coplanar positioning stage 

1. Introduction 

Over the past decade, the demands for micro-mechanical 
devices have been increased in digital cameras, mobile 
phones, sensors, actuators and so on [1]. Thus precision 
manufacturing processes and machines are needed 
capable of  manufacturing microstructures with 3D 
complex shapes or free-form surfaces [2]. Therefore, 
there are more and more research projects focused on 
high precision machine tool design and manufacturing 
such as precision turning machines [3], precision grinding 
machines [4] and micro-milling machines [5].  
When designing a precision machine, there are four major 
subsystems have to be taken into account.  These are the 

mechanical structure, drive, spindle and control system. 
The mechanical structure design and analysis of a 
precision machine have been discussed in [6].  
The price of an ultra-precision manufacturing machine is 
generally more than NTD10 million. For that reason, the 
objective of this research is to develop an economically 
priced meso-scale 3-axis milling machine with a 
nanometer resolution. 

2. Meso-scale 3-axis Milling machine tool design 
and analysis 

2.1 The Meso-scale 3-axis milling machine tool  

Fig 1. illustrates the conceptual design of a high-precision 
micro-milling machine tool, including a pagoda structure, 
the high speed air bearing spindle, two HR8 ultrasonic 
motors, three laser diffraction grating interferometer 
systems (LDGI), a micro dynamometer, a coaxial 
counter-balance system, XY coplanar positioning stage, 
CNC controller and an industrial PC. Table 1. shows the 
specification of the high-precision micro-milling machine 
tool designed. 

 
Fig 1. Schematic of the meso-scale 3-axis milling machine tool and 
control system 
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Table 1. Machine specification 

Machine size (LWH) 500 mm × 500 mm × 600 
mm 

Working Range (XYZ) 25 mm × 25 mm × 10 mm 

Driven system Ultrasonic motor 

Spindle Speed range 80,000 rpm (Max) 

Resolution ±1 nm 

2.2 Z-axis design and analysis 

2.2.1  Optimal geometrical dimensions of the pagoda 
structure  

The design of the pagoda structure of the meso-scale 
machine tool must take into account the rigidity needed 
together with the strength needed to withstand the weight 
of the spindle system.  Advantage was taken of previous 
designs involving several different shapes of the  
structure, and ANSYS finite element analysis software 
was used to analyze these. The best pagoda structure was 
determined on the bais of the one that was the most stable 
[7]. The design includes some improvements to the 
features to clamp and integrate the new Z-axis high speed 
air bearing spindle. The optimal geometrical dimensions 
of the pagoda structure were determined by the ANSYS 
software. Fig 2. shows the new design of  the granite 
pagoda to locate and support the Z-axis spindle. The 
optimal geometrical values of the pagoda structure 
parameters are listed in Table1.2. 
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Fig 2. Pagoda and its main parameters 

Table 2. Optimal geometrical dimensions of the pagoda structure 

Each Part Size 

R 90 mm 

Beta 78 deg 

T 50 mm 

H 430 mm 

L 130 mm 
 

According to the simulation results, the maximum static 
deformation along the z-axis of the pagoda, under the a 
weight of 17.5 kg, was about 5.05 nm, as shown in Fig 3. 

 
Fig 3. The maximum displacement of the pagoda structure 

2.2.2 The high speed air bearing spindle clamp and 
driving mechanism in Z-axis 

There are four main parts in the design of the high speed 
air bearing spindle clamp and driving mechanism. These 
are the counterbalance system, LDGI, ultrasonic motor, 
and high speed air bearing spindle system, as shown in 
Fig 4.  The high speed air bearing spindle clamp and 
driver consists of two ultrasonic motors to drive the 
spindle clamp with a seesaw motion. A set of LDGI is 
used as a displacement feedback sensor with nanometer 
resolution to measure the displacement of the Z-axis and 
provide for close loop control. 

 
Fig 4. The high speed air bearing spindle clamp and driving 
mechanism in Z-axis 

2.2.3 The main Z-axis parts and preliminary assembly 
The studies described in the two previous sub-sections 
completed the Z-axis design. The parts were then 
manufactured aand assembled.   The assembled three-axis 
micro-milling machine tool is shown in Fig 5 in two 
forms, as a solid model, to the left, and as the actual built 
assembly.  The pagoda, the high speed spindle, the two 
HR8 ultrasonic motors, the LDGI [8] and the counter-
balance system can be seen. 



 Design of a Meso-scale 3-axis Milling with Nanometer Accuracy 163 

 
Fig 5. Assembled meso-scale 3-axis milling machine tool 

2.3 XY coplanar positioning stage design and analysis 

2.3.1 XY coplanar positioning stage design 
The coplanar stage developed by Nation Taiwan 
University was integrated with the two laser diffraction 
grating interferometer systems as the displacement 
feedback sensors. Two HR8 ultrasoinc motors are used as 
driving motors, and 8 linear guides are used to perform 
the coplanar movement without Abbe error[9]. The 
design of the XY-coplanar stage is shown in Fig 6. and 
the assembled coplanar stage is shown in Fig 7. 

 
Fig 6. The schematic of XY-coplanar stage 

 
Fig 7. XY-coplanar stage 

2.3.2  XY coplanar positioning stage tilting angle of 
stage at different positions 

After assembly, a laser interferometer (SIOS MI-5000) 
was used to measure the X- and Y-axis tilting angles. 
Fig 8. shows the measured results of pitch angles. The 
maximum tilting angles for X- and Y-axis within the 
travel of 22 mm, were about 5 and 4 arc-seconds 
respectively. The open loop positioing error for X- and 

Y-axis within the travel of 20 mm was about 0.205 
μm,  shown in Fig. 9. 
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Fig 8. X and Y pitch angle of stage at different positions 
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Fig 9. The XY-coplanar stage positioning error of open-loop tests 

2.4 System integration and test results 

2.4.1 Vibration amplitude test of the Z-axis 
This study investigated the vibration amplitude of the z-
axis clamp driven either by one ultrasonic motor or by 
two ultrasonic motors as the design reference. The result 
showed that the vibration amplitude using two ultrasonic 
motors is less than that using one ultrasonic motor, as 
shown in Fig 10. 
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Fig 10. The result of the Vibration amplitude test  

2.4.2 Positioning error test and circular positioning 
test of the XY coplanar stage 

To implement the closed loop control of the XY-coplanar 
stage, a NI DAQ 6259 was adopted in this project. The 
XY stage control flow chart for the coplanar stage is 
shown in Fig 11 [10]. The X-, and Y-axis of the coplanar 
stage were driven by ultrasonic motors, and through a 
DAQ device to capture the signal of the FPGA connected 
to the feedback signals of the LDGI and transform its data 
to the displacement of the stage. 
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Fig 11. The XY stage control flow chart 

 
The closed loop positioning errors of the X- and Y-axis, 
were about + 0.1 um within the travel of 11 mm, as 
shown in Fig 12 and Fig. 13, respectively, according to 
the test results. 
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Fig 12. X-axis positioning accuracy 
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Fig 13. Y-axis positioning accuracy 

A preliminary circular test has also been carried out in 
this study. The roundness error of the circular positioning 
test is about 4.01 um, as shown in Fig 14. 
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Fig 14. Circular positioning test with the radius 100 μm 

3. Conclusion 

A meso-scale 3-axis milling machine tool with a 
nanometer resolution has been newly developed. Some 
preliminary test results of the coplanar stage have been 
carried out. The maximum tilting angles of the new 
coplanar stage for X- and Y-axis within the travel of 
22 mm, were about 5 and 4 arc-seconds, respectively. 
The open loop positioing error for the X- and Y-axis 
within the travel of 20 mm was about 0.205 μm. The 
vibration amplitude of the Z-axis using two ultrasonic 
motors is less than that using one ultrasonic motor. The 
closed loop positioning errors of the X- and Y-axis, were 
about 0.1 um within the travel of 11 mm. The roundness 
error of the preliminary circular positioning test was 
about 4.01 um. The accuracy of the machine tool will be 
further improved in the future using an appropriate 
control strategy. 
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Abstract. This paper reports on a novel concept to design and 
realise machine tool structures focussing on improvements  related 
to the thermal and dynamic stability of the machine. These involve a 
large reduction in the mass of moving machine parts and an increase 
of their stiffness and damping to obtain excellent static, dynamic and 
thermal stability of the structures, features becoming a “must” to 
ensure excellent results in terms of technological and cost-saving 
design effectiveness. The authors have carried out a  thorough study 
of, and testing validation on, multifunctional material prototypes for 
the moving parts of Ultra High Precision (UHP) machine tools. Two 
types of multifunctional materials are considered: aluminium foams 
(AFS), based on sandwiches with cores made of metal foam (open 
cells), and corrugate-core sandwich panels. Both solutions have  
incorportated phase change materials (PCMs) in order to maintain 
the thermal stability when the environmental temperature changes. 
Additionally, the hybrid materials reduce the weight of the 
structures, increasing damping performance and guaranteeing an 
excellent stiffness. The study presents the experimental results and a 
comparison of the two implemetation materials suggested.  

Keywords: Multifunctional Materials, Machine Tools, Ultra High 
Precision Machining 

1. Introduction 

The introduction of multifunctional materials in machine 
tool (MT) design and building can offer important 
advantages in terms of specific stiffness, structural 
damping, dimensional and thermal stability [1], especially 
in micro/meso scale level (10÷10000 μm range) domain 
or Ultra High Precision (UHP) machining. This paper 
focuses on a well-known problem that affects  machining 
accuracy. This problem is the thermally-induced errors 
arising from thermal deformation of the machine 
elements caused by internal/external heat sources. There 
are several methods to solve this problem including 
temperature control, thermally stable structural designs 
and error compensation. In this context, a novel approach 
for thermal error reduction, based on an “a “passive” 
(self-adaptive) strategy, is proposed. This self-adaptive 
method consists of a new class of multifunctional 
materials based on metallic (Aluminium) foam and 

corrugate-core  sandwiches (Figure 1) impregnated with 
PCM (Phase Change Material) materials. These materials, 
used either as a filler or the core of sandwich structures, 
provide high stiffness-to-weight ratios together with good 
vibration damping properties and high thermal-stability. 
The structures describedrepresent a great challenge to MT 
sector and could open interesting perspectives for  
applications of advanced materials technologies within 
this sector. 
 

 
 
 
 
 

 

Fig. 1. Multifunctional materials: Al Foam and Al corrugated core 
sandwiches infiltreted by PCMs. 

2. MT multifunctional structures 

To study the proprieties and advantages of these classes 
of materials, authors have designed, realised and tested 
two prototypes of a moving MT structure ( the Z-axis, 
300x300x500 mm, of a precision milling machine) and 
compared the results with those of conventional 
materials. The first prototype consists of a structure of 
sandwiches with the core made of metal foam (open cells, 
density 20 ppi) material impregnated by a PCM wax 
Figure 1(a-b). 

Metal foams represent a class of materials with low 
density and novel physical, mechanical, thermal, 
electrical and acoustic proprieties[2]. They offer potential 
for lightweight structures, for energy absorption and 
thermal stability with low costs. These performances can 
be achieved thanks to their exceptionally high properties 
in term of stiffness-to-weight ratio and low density with 
good shear and fracture strength [3]. Metal foams have a 
cellular structure consisting of solid metal (aluminium) 

a

b 

c
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containing a large volume fraction of gas-filled pores. 
Their particular structure permits them to be impregnated 
by other materials (as liquids or foam) such as a PCM 
wax. The main features of these types of materials are the 
pore size and the relative density. The pores are 
polygonal openings and their size defines the number of 
pores per inch (ppi). The relative density is a fundamental 
property in order to determine the density of a foam. 
Using this information, it is possible to choose the most 
suitable type of foam and calculate the quantity of the 
PCM material that can be impregnated into the metal 
foam pores/cells. The main mechanical proprieties of 
metal foams are excellent stiffness, good shear and 
fracture strength, and high mechanical damping capacity, 
parameters that are required to ensure machining 
accuracy, especially in the submicron range.  
The second 3D beam considered is a structure based on 
sandwich panels with an Aluminium corrugated core. 
This material guarantees light-weight proprieties without 
impacting on the MT element stiffness. Corrugated core 
structures provide less efficient and highly anisotropic 
load support, and enable opportunities of incorporating a 
number of different functions in the same structure. In 
particular their shape features permit to be easily realised 
and impregnated by a PCM material (as liquid state), 
Figure 1(a-c). These features includes also acoustic and 
thermal insulation. Prismatic topology structures can be 
manufactured by sheet bending or progressive rolling 
operations, or by extrusion techniques. The corrugation 
approach is often preferred for low relative density 
structures made of alloys with high formability. 
Triangular, flat topped, square or sinusoidal corrugations 
represent different effective solutions to adopt in 
sandwich realisation. For both prototypes, the application 
of Phase Change Materials has been a good solution to 
solve the thermal issue in MT structure design and 
building [4]. PCMs take advantage of latent heat that can 
be stored or released from a material over a narrow 
temperature range (the so called “plateau”). These 
materials absorb energy during the heating process as 
phase change takes place and release energy to the 
environment in the phase change range during a reverse 
cooling process. The insulation effect achieved by the 
PCM depends on temperature and time. In particular, a 
PCM’s temperature remains constant during the phase 
change. This is useful for keeping the object (i.e. MT 
components or structure) at a uniform temperature [5-6]. 
In this study, the authors have used a paraffin wax with a 
melting point about 31°C, a heat capacity (latent heat) of 
130 KJ/kg and a density close to 0.89 Kg/l (solid state at 
25°C) to impregnate both hybrid prototypes [7]. The wax 
is an ecological heat storage material that  uses the 
processes of phase change between solid and liquid 
(melting and congealing) to store and release large 
quantities of thermal energy at nearly constant 
temperature. Other important proprieties are long life 
product, with stable performance through the phase 

change cycles, ecologically harmless and non-toxic and 
chemically inert. 

3. Multifunctional structures and their 
mechanical proprieties 

The main mechanical proprieties of these multifunctional 
structures are excellent stiffness, good shear and fracture 
strength, and a high mechanical damping, all proporties  
required to ensure machining accuracy, especially in the 
submicron range [8]. In order to evaluate these features 
and develop a comparison with other materials used for 
structural MT components, a theoretical study is 
undertaken. The study strategy was based on the 
evaluation of two parameters that can be considered merit 
indexes: the structural index and the damping coefficient. 
The structural index is given by the ratio between the 
cube root of the Young’s module E and the density of the 
material ρ [9-10]. This index involves the material mass 
and stiffness. For a prescribed stiffness, materials with the 
same structural index have the same weight. The weight 
is minimised (and the stiffness is increased) by selecting 
materials with large structural index values. The static, 
dynamic and mechatronic behavior of a structure can be 
translated into values for the structural index and 
damping. A comparison between steel, aluminium alloys, 
Mg alloys and metal foams has been developed. The 
values assumed by the structural index E1/3/ρ and by the 
damping coefficient η for these materials are given in  
Table 1.  

Table 1. Comparison of material indicators 

Material E1/3/ρ  [GPa1/3/Mg/m3] η 

Steel 0.77 6·10-4÷10-3 

Al alloys 1.5 2·10-4÷4·10-4 

Mg alloys 1.9 10-3÷10-2 

Al Corrug. 
Sandw 2.52 4·10-3÷10-2 

AFS 2.67 10-4÷10-3 

The materials characterized by the highest values of the 
structural index and damping coefficient are the 
Aluminium Metal Foam and Aluminium Corrugated 
panels. In the same way, Mg alloys have a high value of 
damping but they are extremely expensive, especially due 
to their high manufacturing costs. In the light of these 
considerations, the authors consider metal foam and 
aluminium corrugate materials as excellent candidates to 
enhance the static, dynamic and mechatronic behaviour of 
MT structural building [11-12]. Nevertheless the thermal 
issue has not been considered, but it is analyzed in a 
second phase by introducing PCM materials. 
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4. Thermal performance of multifunctional 
structures: experimental trials 

The main goal of this research is to develop a thorough 
thermal analysis of the prototypes infiltrated by the PCM 
when the environmental temperature is perturbed. In fact, 
main issue in UHP machining is errors in positioning on 
account of thermal deformation [13]. It has been 
demonstrated that errors due to thermal effects account 
for 30-70% of the total dimensional and shape errors of a 
workpiece in precision engineering [14-15]. In order to 
improve thermal accuracy, the authors have infiltrated the 
lightweight material with a PCMs wax with a typical 
melting point about 31°C. The experimental tests covered 
the prototypes previously described. The prototypes were 
tested in controlled environmental conditions, reducing 
the variabilities as a consequence. Thermal conditions 
were obtained and maintained by one thermal source (2 
kW), and measured using an infrared thermo-camera and 
a series of a thermocouples strategically positioned on the 
prototypes. In first test, the environment was held 
constant and the investigation was based on temperature 
trends rather than on static responses; the low variability 
obtained can be attributed to the repeatability of the 
experiments. Two observations seemed enough to assess 
thermal performances.  
The trends and responses in the first test were compared 
with the behaviours of the beams without PCM 
infiltration. The environmental conditions at the 
beginning of the experiment were close to 17°C. The tests 
ended after 18000 seconds and, in any case, after the 
melting completion of the PCM. The experiment was 
monitored since the external temperature of the beams 
impregnated with PCM reaches 40°C. Data collection 
was by an accurate data acquisition system (sampling 
frequency of 9Hz). Figure 2 gives the results of Test 1 
related to Aluminium Corrugate beams. The environment 
achieved 55°C after 25 minutes and maintains constant 
the temperature for 6 hours. The Aluminium corrugated 
core structure (without PCM infiltration) shows a similar 
trend. In contrast, the multifunctional structure, 
impregnated by the PCM materials, shows an important 
plateau trend.  

Fig. 2. Thermal data comparison: the Aluminium Corrugate 
beam with PCM (plateau line) and without PCM (dotted line) 
infiltration 

 

The plateau ends after completion of the PCM phase 
transition at approximately 67 minutes, then a linear 
increase (VarT equal to 0.039 °C/min) of the temperature 
is observed. 
The results of Test 1 are listed in Table 2. The 
considerable thermal gain due to the multifunctional 
material should be noted. The thermal gain is 
proportional to the temperature accumulated by the wax, 
quantifiable by the area included between the dotted and 
plateau  curves. 

The multifunctional material controls the temperature 
during the plateau. In this case, at the end of the plateau 
the temperature does not exceed 35°C, instead the 
structure without the PCM infiltration reaches 53 °C 
causing potentially relevant consequences on material 
distortion. From a MT point of view, this effect would 
lead to undesired shape errors on the workpiece [16-17]. 
In the same way, the authors carried out thermal trials on 
the Aluminium Metal Foam structures (Test 2), 
measuring the thermal gains between the prototypes with 
PCM and without PCM infiltration. The results are 
summarised in Table 2. The main indicators considered 
are:  

TM [minutes]: Time to PCM melting 
TP [minutes]: Duration of the plateau 
T40 [minutes]: Time to 40 °C 
VarT [°C/ minutes]: Trend of the speed increase after 
completion of the plateau 
AvgTs [°C]: Average difference between thermo-
points on the same surface 
ΔT [°C]: Temperature gain at the end of the 
experiment related to structures without PCM 
infiltration 

Table 2. Test 1 and Test 2 , Performance indicators 

Performance Indicator AFS Al Corrug. Sandw 

TM [minutes] 37 62 

TP [minutes] 87 115 

T40 [minutes] 300 260 

VarT [°C/ minutes] 0.039 0.048 

AvgTs [°C] 0.48 0.42 

ΔT [°C] 20.14 22.43 

 
It was noted that multifunctional structure has a plateau 
duration of 87 minutes limiting the thermal noises.  In the 
light of the results, the last step of the study was a direct 
comparison between the proposed multifunctional 
structures: aluminium foams (AFS), based on sandwiches 
with core made of metal foam (open cells), and corrugate-
core sandwich panels. Figure 3 highlights the 
multifunctional prototype behaviours when the 
environment temperature changes. For both 
configurations, the thermal gain is noted to provide a 
significant advantage in terms of thermal error reduction. 
Then, after the plateau, the temperature of the prototypes 
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increases with the same speed (close to 0.045°C/min). 
Figure 4 shows the amount of heat absorbed by the 
multifunctional prototypes during the experiments (it is 
calculated as the difference between the environment 
temperature and average temperature on the beams). This 
diagram is useful to understand the heat storage 
behaviour of the multifunctional materials when the 
environment temperature is perturbed. 

 

 
Fig. 3. Comparison between AFS structure (dotted line), Al 
corrugated structure (plateau line) and enviroment temperature 
(sketched line). 

 

Fig. 4. Heat storage of the multifunctional structures: AFS (dotted 
line) and Al corrugated (sketched line) structures. 

5. Conclusions 

This paper has presented an application of novel 
multifunctional materials to MT design and building. The  
case studies show the potentialities offered by the 
utilisation of these advanced materials in the MT sector. 
In fact, the combination of hybrid materials (Al metal 
foam and Al corrugated cores) allow increases in the 
damping of MT moving part structures reducing their 
masses and guaranteeing the stiffness. In the same way, 
the paper describes a study of the thermal stability of the 
MT structures using Phase Change Materials to 
impregnate the core of the sandwiches. Thermal 
properties and behaviours of the multifunctional material 
prototypes have been investigated experimentally. The 
thermal tests performed on the beams highlight a 
considerable thermal gain due to the multifunctional 
materials. Considering these thermal tests, developed in 
an appropriate room where the temperature was 
maintained in a specified range, the temperatures 
measured on the external surfaces of the innovative 
prototypes do not exceed 40°C, during the plateau phase 

and  for long duration time. Instead the beams without the 
PCM infiltration rapidly reach 50°C, causing potentially 
serious consequences in terms of distortions and shape 
errors during manufacturing. Using the materials 
invetsigated, it is possible to design innovative structures 
for moving MT parts or components that are able to 
maintain their temperature constant for long periods, even 
if there are many heat sources. It is clearly necessary to 
improve the design and production processes of these 
structures; nevertheless the structural properties presented 
are a milestone leading to further studies investigating the 
static, dynamic and thermal stability. 

References 

[1] J.C. Liang, H.F. Li, J.X. Yuan, J. Ni, 1997, A comprehensive 
error compensation system for correcting geometric, thermal 
and cutting force induced errors, International Journal of 
Advanced Manufacturing Technology 13 (10) 708-712 

[2] R. Ramesh, M.A. Mannan, A.N. Poo, 2000, Error 
compensation in machine tools - a review, International 
Journal of Machine Tools & Manufacture 40 1257–1284 

[3] M.F. Ashby, A.G. Evans, N.A. Fleck, L.J. Gibson, J.W. 
Hutchinson, H.N.G. Wadley, 2000, Metal Foams: A Design 
Guide, Butterworth-Heinemann, Oxford 

[4] M. Week, 1984, Handbook of Machine Tools: Metrological 
Analysis and Performance Tests, Vol. 4, John Wiley and 
Sons, New York 

[5] A. Merlo, D. Ricciardi, F. Aggogeri, R. Codini, F. Meo, L. 
Le Lay, 2008, Application of composite materials for light 
weight and smart structures design of high performance 
milling machines, in: Proceedings of the 13th European 
Conference on Composite Materials, Stockholm, Sweden 

[6] M. Week, P. McKeown, R. Bonse, U. Herbst, Reduction and 
compensation of thermal errors in machine tools, Annals of 
the CIRP 44 (2) (1995) 589–598. 

[7] Zalba, J.M.S.T. Marn, 2003, Review on thermal energy 
storage with phase change: materials, heat transfer analysis 
and applications, Applied Thermal Engineering, 23 251-283 

[8] Vinson JR. The behavior of sandwich structures of isotropic 
and composite materials. Technomic Publishing; 1999. 

[9] Mou J. A systematic approach to enhance machine tool 
accuracy for precision manufacturing. Int J Mach Tool Manuf 
1997;37:669–85. 

[10] L.J. Gibson, M.F. Ashby, 1997, Cellular solid, structure and 
properties, second ed., Cambridge University Press, 
Cambridge DeGarmo EP, Black JT, Materials and processes 
in manufacturing. 9thed. New Jersey: John Wiley&Sons; 
2003. 

[11] J. Bryan, 1990, International status of thermal error research, 
Annals of the CIRP 39 (2) 645–657 

[12] T.L. Schmitz, J.C. Ziegert, J.S. Canning, R. Zapata, 2008, 
Case study: A comparison of error sources in high-speed 
milling, Precision Engineering 32 126–133 

[13] R.H. Harding, 1967, Morphologies of Cellular Materials. 
Resinography of Cellular Plastics, ASTM-STP 414 

[14] J.J. Bikermann. 1973, Foams, Springer-Verlang. New York 
[15] E.A. Blair, 1967, Structures of foamed plastics. Resinography 

of cellular plastics, ASTM-STP 414, 84. 
[16] V.S. Deshpande, M.F. Ashby, N.A. Fleck, 2001, Foam 

topology bending versus streatching dominated architectures, 
Acta mater. 29 1035-1040. 

[17] M.F. Ashby, 1999, Materials Selection in Mechanincal 
Design, Butterwoth-Heinermann, Oxford. 



5–7 

Design Synthesis of a three legged SPS Parallel Manipulator 
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Abstract. This paper shows the design analysis of a non-
conventional parallel manipulator of 3-SPS (Spherical-Prismatic-
Spherical) configuration. This configuration is selected with the aim 
to enhance the manipulator workspace and dexterity in a table-top 
scale pod. The minimum number of limbs can be three in a parallel 
kinematic machine (PKM). The limb interference is reduced in a 
three limb structure unlike the six limbs configuration in the Stewart 
platform. In contrast, the stiffness is compromised in this structure 
as the platform cannot take load while standing on three ball joints. 
In order to deal with this issue, self-lockable spherical joints are 
designed to be incorporated into the 3-SPS system. The table-top 
size PKM manipulator is prototyped with the self-lockable spherical 
joints and its working performance is checked. 

Keywords: self-lockable joints, SPS, PKM manipulator. 

1. Introduction 

PKMs are conventionally used for high load capacity and 
are known for accuracy using low cost components [1]. In 
the micro domain or for small size applications like 
MEMS, the conventional Stewart-Gough platform 
concept is being exploited. The miniature hexapods are 
being designed for many applications like optics 
alignment, hand-held force-torque sensor [2] and for 
medical applications like spine assist robot [3].   

Most of the PKM applications are based on the 
conventional Stewart-Gough platform design. In the 
conventional six leg hexapod, the manipulator orientation 
capability is mainly restricted due to the limb 
interference. In order to improve the rotational capability,  
less number of limbs can be used. The minimum number 
of limbs in the PKM can be three. In a small size pod, 
large orientation capability is limited. The only way is to 
increase the size of the manipulator and the actuator 
travel range. This means that large orientations are not 
possible with a desktop size pod. This fact highlights the 
importance of the pod made up with a smaller number of 
actuators.  

The design concept is expected to be a six DOF 
(Degrees of freedom) system with reduced number of 
actuators which will present inherent issues that will need 

to be solved. It is desirable to use a complete ball joint on 
both sides of the limb irrespective of the challenges in 
regards to stiffness and workspace singularities. Ball 
joints on both sides and three number of limbs can be 
seen as the least constraint configuration in the PKM 
design. Also, this configuration may not be able to 
completely avoid uncontrollable motion. The ultimate 
objective is to make a physical prototype of such a 
manipulator having six DOF and is using three number of 
limbs and six spherical joints in the structure. The 
physical prototype will then be tested for its performance.  

Accurate DOF calculation is a conventional problem 
in PKM. Gogu [4] reviewed 35 different contributions for 
the quick calculation of DOF in PKM as there is no 
universally accepted method so far. Conventional 
approaches [5-7] generally constitute a quick calculation 
using a formula for mobility of a manipulator. Out of all 
the contributions, the Grubler-Kutzbach (GK) equation is 
currently in wide use for DOF calculation. Hunt [7] and 
Tsai [5] presented the mobility equation with some 
modifications of Grubler’s formula. 

p

p

i
dofc ffgnbM −+−−= ∑

=1

)1(   

(1) 

where 
nc  = number of connectors   
g   = number of joints  
fdof = DOF of ith joint 
b   = mobility number; b = 3 for planar mechanisms 

and 6 for spatial ones.  
fp  = Passive DOF about an axis, usually referred as an 

internal DOF that cannot be used to transmit motion or 
torque. 

Various configurations in PKM can be studied by 
altering the number of limbs and the type of joints. An 
overview of the PKM characteristics can be given using 
different types of joints and varying the number of limbs 
as shown in Fig. 1 Three properties are discussed. In the 
first row, all the kinematic limbs are SPS. In the lower 
rows, a mix of spherical and universal joints is used. The 
DOF of the manipulators are calculated using GK. DOF 
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is reducing considerably from top to bottom. From left to 
right, the number of legs is varied from 3 to 5 and the 
corresponding stiffness of the system will increase with 
the addition of each leg. In contrast, the workspace will 
shrink by adding more legs as each limb will put a 
constraint on the mobility of the mechanism. A trade-off 
is required between high stiffness and large dexterous 
workspace requirement. The best solution will be to use a 
three-legged system with all spherical joints to get full 
freedom with no mobility constraint. But the stiffness will 
be compromised in this scenario. To add stiffness to a 
system based on all spherical joints is a challenging 
design task that is addressed in the current research.  

 

                                                        
Fig. 1. PKM characteristics 

2. Modelling issues  

In the conventional Stewart-Gough platform, six DOF are 
achieved using six actuators and the resulting Jacobian 
matrix become square. However, the 3-SPS mechanism 
will lead to the rectangular Jacobian matrix that will 
require further transformation. The novelty of 3-SPS lies 
in the three limbs and six spherical joints which make it 
capable of having six DOF. However, uncontrollable 
motion may be generated and needs further consideration 
of special ball joints to make it workable.  

2.1 Position Analysis 

The three limbs are oriented at 120° apart as shown in Fig 
2. The upper platform radius is rp. For the lower platform, 
a bigger radius ‘rb’ is assumed. For this platform, the size 
ratio of rb/rp can be varied to check the influence of this 
variable on output characteristics such as workspace. Let 
us assume rb equal to 2×rp. Hence, the joint coordinates 
with respect to global reference ‘O’ for the upper and 
lower platform can be written as follows. 
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here ‘c’ and ‘s’ denote ‘cos’ and ‘sin’, respectively and γi 
is the inclination angle of the lower platform from the 
ground. The transformation rotation sequence is the same 
as given in [8]. The closed loop vector diagram gives the 
equation in vector term as depicted in Fig. 2. 
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The length of the ith limb is obtained by taking the 

dot product of the vector iiBA  with itself and taking the 
square root after expanding. 

 
Fig. 2. Three legged SPS mechanism 
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                                                            for i = 1,2,3. (5) 

 
where di denotes the length of the ith limb. Eq. 5) gives 
the inverse kinematic solution. There are two possible 
solutions for limb lengths at each given location of the 
upper platform. One of these solutions has a positive 
value whilst the other is negative. However, a negative 
limb length is physically not feasible. The vectors, ai, bi 
are given in eq. (2) and (3), whereas 

A
BR  being the 

transformation rotation matrix. 
The mechanism consists of an SS (Spherical-

Spherical) pair in each kinematic limb which is actually 
responsible for the manipulator six DOF and a difficult 
forward solution problem. Tsai [5] has formulated the 
direct solution for 6-SPS system. 12 equations are formed 
including six inverse kinematic equations. Large number 
of solutions is identified in solving 12 non-linear 
equations for 12 unknown variables (nine for rotation 
matrix and three translations). For the 3-SPS system, 
there will be only nine equations available, i.e., six 
orthogonal condition equations and three equations from 
inverse kinematics for the three limbs. Thus, only nine 
equations are available for the 12 unknown variables 
making the system unsolvable. Using Raghavan’s method 
[9], in which nine variables are required, only six 

DOF 

DOF = 6 DOF = 6 DOF = 6 

DOF = 6 DOF = 6 DOF = 6

DOF = 3 DOF = 2 DOF = 1 

STIFFNESS 

WORKSPACE
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equations are available, i.e., three equations from inverse 
kinematics and three from the trigonometric relations of 
the rotation matrix elements. This again makes the system 
unsolvable. The other practical way to do the forward 
motion in the robot is to use the hook-up table approach. 
A hook-up table is like a pre-knowledge database using 
the inverse solution. The controller then read the stored 
data for forward motion generation.  

2.2 Jacobian Analysis  

The manipulator is a six DOF system and has a motion in 
Cartesian space in all six axes. The SPS manipulator has 
three prismatic actuators. For the conventional Jacobian 
formulation, differentiating eq. (4) with respect to time 
yields the Jacobian with three actuators. 
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where ai and si denote the vector 
iPA and ii BA , 

respectively. However, the conventional Jacobian is 
composed of non-homogeneous units and lacks physical 
significance. To avoid the unit inconsistency problem in 
the conventional Jacobian matrix, Kim and Ryu [10] 
formulated a dimensionally homogeneous Jacobain 
matrix. The method defines the vector of kinematic 
parameters of three points anywhere in the same plane 
which carries the upper platform spherical joints. Using 
this technique, a homogeneous Jacobian is formulated for 
3-SPS system [11]. Dimensionally homogeneous 
Jacobian can be used for further analysis like condition 
number [12], Jacobian inversion and stiffness. But even 
the dimensionally homogeneous Jacobians are 
rectangular in size and matrix inversion of these matrices 
is not possible. Tucker and Perrira [13] showed that the 
generalized inverses can be taken in robotics for the 
rectangular matrices using the pseudo inversion 
technique. The Moore-Penrose generalized matrix inverse 
[14] is a unique n×m pseudo-inverse of a given m×n 
matrix.  Singularities can also be found using Jacobian 
inversion. Singular configurations are particular poses of 
the end-effector, for which robots lose their inherent 
rigidity. The singularity surfaces have also been formed 
by deriving singularity equations for parallel mechanisms 
[15]. However, singularity equations for six DOF 
mechanisms present a complex problem because the 
determinant of the Jacobian matrix becomes very 
complicated. 

3. Self-lockable spherical joints 

As expected that the stiffness is compromised in this 
system, because the system stands physically on three 
ball joints. The ball joints are chosen for their inherent 
characteristics of providing three DOF within a compact 
volume. However, the six balls can provide 

uncontrollable motion, e.g., while translating in any axis, 
error can be generated because of the unconstrained 
motion of balls. To overcome this, some sort of constraint 
or pre-load is required to minimize the error. In this 
scenario, it is required to design a spherical joint that 
allows free rotational movement around three axes while 
the manipulator is running and may stop it-self at any 
orientation when commanded to stop. Hence, the pre-load  
provide extra stiffness to the manipulator when the 
manipulator is running or stopped within the workspace. 
This special braking system is required in the 3-SPS 
system for the manipulator to work effectively. Also, 
some initial holding force will be required so that the 
manipulator can firmly stand at its starting position when 
the system is switched off and brakes are not applied. The 
ball joints are required to be made self-lockable. The self-
lockable spherical joint design can have many options in 
terms of concept and type of actuator selection. It is 
difficult mechanically to stop the ball completely from 
rotation. Fig. 3 shows two design concepts which fulfill 
the design requirement.  

Fig. 3(a) shows a sliced ball concept of the spherical 
joint. The concept shows that the two side flaps of the 
sliced ball are pushed by the inside actuator. The inner 
surface of the housing is the obstacle for the pushed flaps. 
The side flaps are pushed to the housing and the friction 
between the surfaces is responsible to stop the ball. The 
end result is a sudden brake or lock in the spherical joint. 
In Fig. 3(b), the design concept shows the ball supported 
by the holder strips. An electromagnetic actuator is 
positioned to stop the rotating ball. But rotational 
movement of the ball may not be stopped even if a high 
force is applied. To avoid the single point contact 
between the ball and the magnetic actuator, the magnet 
pole is machined to increase the effectiveness of 
electromagnetic actuator.  

The concept selection criteria is that the joint must be 
easy to make, assemble and function in a miniaturized 
size. The joint design must provide the table-top size 
manipulator with high speed within the workspace. A 
stiff spherical joint is required to operate in 
synchronization with the linear actuators. Fig. 3(a) shows 
a design option to be used with a solenoid or piezo type 
actuators. However, its manufacturing require a hollow 
ball to be sliced and a miniaturized actuator to be inserted 
inside the ball. In this case, the actuator push force is 
limited as the ball joint is required in a small size for a 
table-top manipulator. For these reasons, the concept 
presented in Fig 3(b) is found a better choice to 
prototype. 

 

  
Fig. 3. Self-lockable joint concepts 
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A commercially available electromagnet actuator is 
used having a diameter of 25 mm, maximum holding 
force of 130 N and operates on 12 V, normally used in 
door locks. The maximum holding force of the magnet is 
available only to mate with a flat face component. When 
the ball is placed on the pole of the magnet, the original 
electromagnet allows only single point contact with the 
ball which is not enough to  stop the ball from rotating. A 
spherical cavity is cut in the pole of the magnet to 
increase the surface area of the contact between the ball 
and the magnetic actuator. The ball is held with the actual 
holding force but all of this does not actually utilized to 
stop rotation of the ball. Only the tangential component of 
the holding force (FBt) is involved in stopping rotation of 
the ball as shown in Fig 4(a). The total tangential 
component of the magnetic holding force for the whole 
contact surface of the pole is found as 12 N which is only 
11% of the total holding force. The rest of the force is 
normal in direction and does not contribute to stop the 
rotation of the ball. 

 

  
 

Fig. 3. (a) Tangential and normal components of magnetic holding 
force (b) Different forces acting on the ball. 

 
Moreover, in the initial pose or for most of the machine’s 
life-time, the electromagnets will remain switched off.  
The manipulator needs an additional force that remains 
present all the time (both in on/off situations). But its 
magnitude should be such that the balls are allowed to 
move when the PKM is moving and also provide the 
manipulator with an initial stiffness so that the moving 
platform can stand on its own. For this purpose, friction is 
created between the ball and the housing. 

Fig 4(b) shows the components of the frictional and 
magnetic forces in the complete spherical joint design. 
The joint stiffness is comprised of its constituent 
components. Friction is provided from the upper ring as 
well as the magnetic cavity. The other contributing factor 
is the tangential component of the magnetic force. When 
the external force FA is applied on the ball joint from the 
PKM leg actuator, the ball will attempt to rotate. The 
rotation of the ball is challenged first at the upper ring 
where the frictional force FR will resist rotation of the 
ball. The second mating surface is between ball and the 
magnet. The friction force FM between the ball and 
magnet also provides resistance to the ball rotation. The 
third resistance is from the tangential component of the 
magnetic holding force FBt that is already calculated. FMN 

and FRN are the normal reactions. The total frictional 
force is found by adding FR and FM. Another externally 
applied load is Po which is the tightening force of the 
upper ring. At this place, nuts fasten the whole joint. 
Force and moment balance equations reveal that the 
applied force FA must be known to calculate nut 
tightening force Po. As an example, with FA equal to 40 
N, Po is found as 15 N and the torsional stiffness value is 
found as 30k Nmm/rad.  

Based on the design analysis for a complete spherical 
joint using the magnetic actuator, a prototype is built for 
which experimental testing was conducted. As mentioned 
before that the magnetic pole is machined for the 
spherical cavity, therefore, a perfect spherical cavity that 
can exactly match the ball profile cannot be expected.  

 

  

Stiffness vs position (z -axis)

100

105

110

115

120

125

130

135

140

145

150

0 10 20 30 40 50

z(mm)

St
iff

ne
ss

 (N
/m

m
)

 
Fig. 4. (a) Physical prototype of self-lockable ball joint (b) 3-SPS 

manipulator (c) Stiffness vs. position. 
 
Fig 5(a) shows a physical prototype of self-lockable ball 
joint. Whereas Fig 5(b) is showing the 3-SPS manipulator 
under load testing. The average stiffness of the 
manipulator in the z direction is found to be 132.5 N/mm. 
The trend in Fig 5(c) shows that the stiffness increases 
with height. Moreover, workspace limit check shows 
maximum x and y travel of ±75 mm and the maximum tilt 
of 22° around x and y axis, respectively. The accuracy 
tests of the machine are conducted using a CMM 
machine. The average positioning accuracy is found as 
57 µm whereas the best positioning accuracy is found as 
4 µm. 

The desktop size manipulator can be used for many 
light weight commercial and industrial applications. With 
an attached gripper, it is best suited for pick and place 
machines for small size product production line. The 
manipulator may also be used for machining and 
inspection usage by improving its accuracy and stiffness 
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further. It can also be used in medical surgeries for 
accurate cutting and placement.      

4. Conclusion 

3-SPS system is realized, designed and prototyped. The 
desired type of joint is not found commercially and is 
found to be a unique requirement because a non-
conventional PKM design is followed. The magnetic 
actuator based joint is found better on the basis of cost, 
stiffness and ease of manufacture as compared to other 
options. The designed spherical joint allows free 
rotational movement around three axes and is able to stop 
itself in any orientation. The joint size is appropriate to 
the size of micro machines and can even be used for other 
robotic applications. A workable three legged SPS 
manipulator is tested for workspace limit check, stiffness 
and accuracy and found useful for many applications.   
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Piezo-Metal-Composites as Smart Structures  

R. Neugebauer, L. Lachmann, W.-G. Drossel, S. Hensel, B. Kranz, M. Nestler 
Fraunhofer-Institute for Machine Tools and Forming Technology IWU, Chemnitz, Germany 

Abstract. In many applications, vibration and noise are unwanted, 
but often inevitable. For instance, for passengers in an automobile, a 
reduction of comfort for the passenger is a result. For products like  
high precision machine tooling,  the appearance of unwanted 
vibrations can cause negative influences on the quality of produced 
parts. Adaptronic devices can help to improve the vibration and 
noise behaviour of structures. Today the production of adaptronic 
structures consists of two process chains: Firstly, the fabrication of 
structural parts which occurs in a very efficient process with a low 
production time. Secondly, there is the functional integration step 
which normally takes place under laboratory conditions and needs a 
lot of production time. For creating a smart structure, the assembly 
of the structural part includes the use of a piezo-composite-module. 
The authors propose a new process chain for this with the material 
fabrication and functional integration taking place in one process. 
This can occur through a laminar piezo-module being inserted 
between two metal sheets and fixed by using a slow curing adhesive. 
After assembling the sandwich, the semi-cured adhesive allows 
forming of the sandwich with a reduced generation of tensile loads 
due to friction between the metal sheets and the piezo-module. As a 
last step in the process chain, the adhesive fully cures and giving a 
high stiffness coupling . Experimental tests have been performed to 
characterize the functionality and to examine the process limits. 
Numerical studies have evaluated the stresses and strains in the 
piezo-module during the forming. 

Keywords: piezoceramic fibre, macro fibre composite, MFC, 
adhesive bonded sheets, piezo-metal-compound, deep-drawing, 
representative volume element, RVE, capacitance,  measurement 
methods 

1. Design and manufacturing of Piezo-Metal-
Compounds 

In order to create shaped intelligent structures, the authors 
propose the integration of piezo-modules, especially 
macro-fibre-composites (MFC), between two metal 
sheets. The joining of the three elements  takes place by 
the use of a 2K-adhesive, which surrounds the MFC and 
connects it the sheets. To obtain the desired shape, 
forming takes place when the adhesive has still a low 
viscosity. Using this approach, the strains resulting from 
the friction between the  layers during forming can be 
reduced significantly. Hardening of the adhesive finishes 
after the forming operation has been performed. The 
approach also enables forming to occur without 

destruction of the brittle piezoceramic fibres. The method 
described allows the production of intelligent, shaped 
multilayer-compounds in one process chain. More details 
of the manufacturing are presented in [1] and [2]. 

2. Forming operations with different MFC 
positions 

To get information about tolerable MFC loads during 
forming, studies with different geometries and a variation 
of MFC position were applied. Furthermore different 
punch and die geometries allow an increasing number of 
possible forming loads. The production of rectangular 
cups offers the possibility to place the MFC in regions 
with higher or lower forming loads. Two rectangular 
punches, with a width of 120 mm x 80 mm and a double 
curvature of 100 mm respectively 250 mm on the top of 
the punch are used. Fig. 1 shows the tool system and the 
geometries of formed parts with both types of punch. The 
MFC are integrated in the cup bottom as well as in the 
upper and the lower radii on the long vertical side of the 
cup. The aim is to detect possible defects caused by the 
forming process. Furthermore the functionality of the 
specimen is to be characterized. 

 
Fig. 1. Tool system and formed parts 
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3. Test of functionality 

The usability of the manufactured specimen as a sensor 
device depends on the functionality of the compound 
after forming. For its characterization, different tests can 
be performed. One method uses the measurement of 
capacitance. MFC consist of a network of small capacitor 
cells connected in parallel (fig. 2) [3]. The summation of 
all capacitances leads to the total capacitance of the MFC. 

 
Fig. 2. Schematic builtup of MFC capacitance [3] 

Every capacitor cell, which means exactly one part of one 
piezofibre, located between a pair of positive and 
negative electrodes, can be described in simplified terms 
as a plate capacitor, because the influence of the adhesive 
can be neglected. If this capacitor has no damage (fig.  3. 
left), its capacitance is calculated with eq. 1. If a crack is 
induced by too high forming loads, the capacitance is 
reduced (fig. 3, right). 

 
Fig. 3. Influence of cracks on capacitance CPZT 

Like a plate conductor with an additional dielectric of 
lower permittivity ε, the capacitance CPZT of the capacitor 
cell is reduced because of a serial connection of the 
broken PZT-fibre with a vacuum inside the crack. Its 
capacitance is computed with eq. 2. 

                       
d
AC rPZTPZT ⋅⋅= εε 0  (1) 
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A crack of 10 µm in the middle of such a capacitor cell, 
leads to a reduction of capacitance by about factor 38 in 
this cell. Summation of capacitances of intact and 

damaged cells results in a reduced total capacitance in 
comparison to a non-damaged MFC. The detection of a 
reduction of the total capacitance during the forming 
process enables a prediction of induced cracks and a 
damage of electrodes of the MFC. If no reduction is 
detectable, no cracks or defects of contacting are 
expected. 

Another possibility for the characterization of 
functionality is to deflect the compound by a defined 
displacement. Simultaneously the electrical answer is 
measured. If the stiffness of the specimen (for example 
for bended specimen) allows an elastic deformation with 
little forces, a shaker is used (fig. 4). 

 
Fig. 4. Test of sensor functionality (bending specimen) 

A defined displacement of one end of the specimen 
causes a strain of the integrated piezoelement. Because of 
the direct piezoelectric effect, electric charges are induced 
which are visualized by a voltage metering on an 
oscilloscope. If the stiffness of the formed specimen is 
very high, e.g. for rotationally symmetric structures, only 
a little displacement is possible in the elastic strain range, 
whereby high forces are necessary. Therefore the 
generation of a defined displacement can be performed e. 
g. with a static materials testing machine (fig. 5). To 
generate a measurable electric signal, a high traverse 
velocity is necessary. Moving with high velocities and 
small traverse path in the range of a tenth of a millimetre 
is not possible because of the position resolution of the 
machine. Therefore only lower velocity ranges were used. 

 
Fig. 5. Test of sensor functionality (with a rotationally symmetric 

structure) 

Result of this is an elastic deformation of the specimen. If 
the traverse is now moved away quickly, the specimen 
springs back in its unstressed condition. During this, the 
MFC is getting stretched and an electric charge is 
induced. The generated voltage signal is displayed on an 



 Piezo-Metal-Composites as Smart Structures 177 

oscilloscope. The amplitude (y) and the time (t) of the 
voltage signal (fig. 6) depend largely on parameters: 
displacement of the specimen/traverse path, traverse 
velocity, functionality of MFC and the geometry of the 
part. 

A closer examination of the area below the voltage 
peak gives information on the electric charge, generated 
by the piezo element. The higher the degradation of 
MFC, the lower is the generated electric charge. Different 
velocities from 10 mm/min to 100 mm/min were used. 
The area below the peak is constant, whereby the duration 
of the signal peak increases and the maximum peak 
decreases in case of lower velocities. 

In order to vary the loading on the inserted MFC, 
different geometries and positions were determined. The 
functionality of the specimens is characterized by the 
measurement of MFC capacitance during the forming 
process and the evaluation of the electric charge 
generated by a defined elastic deformation of geometry 
after the forming process. Table 1 shows the averaged 
values for capacitance after forming, the remaining 
functionality (capacitance after forming divided by 
capacitance before forming) and an equivalent for the 
generated electric charge by a defined elastic 
deformation. 

 
Fig. 6. Signal output of sensor functionality test 

It is shown that forming is possible without a damage of 
MFC (M8528-P1) in the case of positioning the patch on 
the top of the punch. Even a position in the upper and the 
lower radii on the long vertical side of the cup allows 
forming with a reduction of capacitance of 25 %. All of 
these specimens can be used as a sensor device. 

4. Numerical investigation 

Deep drawing with punch radii of 100 mm and 250 mm 
were numerically simulated. The comparison of 
experimentally and numerically determined punch-force-
displacement curves shows good agreement. In the rear 
region, the simulation force curve for the radius of 
100 mm is located below the experimental one. The 
possible reason is a development of micro-wrinkles, 
which can only be modeled by a massive increase of 
mesh density in the forming simulation. With the method 
[4], detailed described in [5], a back-transformation of 
forming loads is possible to evaluate the stresses acting 
on the piezoceramic fibre. In accordance with the 
experimental results, bending over double-curvatured 
punches with bigger bending radii of about 250 mm 
produces low load levels (max. 90 MPa) which result in 
zero function degradation. The load level for the 100mm 
radius punch leads to a maximum fibre stress in the fibre 
direction of 580 MPa (basic stress level: 450 MPa). 

Fig. 7. Deep drawing - punch radius 100 mm 

Fig. 8. Deep drawing - punch radius 250 mm 

Table 1. Different specimen and function analysis 

Specimen Averaged 
Capacitance after 

forming [pF] 

Averaged remaining 
functionality [%] 

Averaged electric 
charge equivalent 

[mVs] 

R100, M8528P1, top of punch 3815 100 477 

R250, M8528P1, top of punch 3700 100 633 

R100, M2814P1, upper radius 582 90 268 

R100, M2814P1, lower radius 620 73 135 
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Fig. 9. Fibre stress in fibre direction - punch radius 100 mm 

 
Fig. 10. Fibre stress in fibre direction - punch radius 250 mm 

Within the method described, the fibre loads are over-
estimated in the simulation due to the linear-elastic nature 
of the approach. For higher load levels, further numerical 
investigation for the prediction of the exact material 
behaviour is planned. 

5. Summary 

It has been shown that the new process chain with 
material and functional integration in one process allows 
the production of piezo-metal-compounds by deep 
drawing. Different geometries were analysed 
experimentally and numerically. The specimen can be 
used as sensor devices. Research for their use as actor 
devices are planned. For the characterization of the 
remaining functionality of formed piezo-metal-
compounds, measurement of capacitance and a sensor test 
were performed. Both methods allow the estimation of 
MFC-functionality after forming. The integration of MFC 
is possible even in areas of high forming loads. A 
partially damaged MFC also works as a sensor, whereat 
the generated electric charge is reduced in comparison 
with a non-damaged MFC. 
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Abstract: The importance of design change management in 
engineering product development has been widely reported. 
However, most research focuses on the engineering change in the 
manufacturing phase, the later phase of product development. In this 
paper, a reference model for design change management has been 
proposed. A modelling method is employed to enhance the 
traceability of changes occurring between the functional model and 
the structural model. A matrix based method has been developed to 
capture change propagations at the structural level and the 
parametric level of product design. A structural method of change 
propagation analysis and change impact evaluation has been 
developed. Finally, conclusions are drawn and scope for further 
work of this research is indicated. 

Keywords: engineering design, change management, product 
modelling, problem solving, Triz, SysML 

1. Introduction 

It is recognised that the design stage of product 
development can determine the largest part of the costs 
occurring in a product’s life cycle. It is critical to keep the 
early product design consistent and keep all the changes 
at this stage under control. The importance of design 
change management (DCM) in engineering product 
development has been generally reviewed and most 
research focuses on the engineering change occurring in 
the manufacturing phase, the later stage of product 
development [1]. 

From literature reviewed so far, changes of physical 
structures have been considered by many researchers. 
However, most of them focused on propagation changes 
in the manufacturing phase caused by changes of physical 
structure, by changes in methods of organisational 
configurations and working processes [2], and implement 
change management in computer aided management 
[3,4]. In this paper, a method for design change 
management is proposed by putting the emphasis on an 
analysis of changes between the functional requirement 
domain and the physical requirement domain. A 
modelling method is employed to enhance the traceability 

of changes occurring between the functional model and  
the structural model. A matrix based method has been 
developed to capture change propagations at structural 
level and the parametric level of product design. A 
structural method of change propagation analysis and 
change impact evaluation has been developed. 

The research scope of design change management (D 
CM) is restricted in dealing with changes occurring 
between functional requirements and physical structures. 
They are mainly three aspects: (1) capture changes and 
their propagations between functional requirements and 
physical structures; (2) identify change modes and solve 
conflicts arising from design changes; (3) analyse impacts 
of changes in terms of manufacturing process, developing 
cost, developing risk. In this paper, we mainly focus on 
the first aspect  

Change of functional requirement may have many 
reasons, for example, customer demand change, govern- 
ment policy change, or project aim change for  competing 
better with rivals, and so on. Changes occurring in 
functional requirements may directly affect three aspects 
of product design. (1) Functional requirement change 
needs to be verified according to customer requirements 
to make sure all the changes meet the customer’s original 
demands. (2) Any change of a functional requirement 
may have potential changes of other functional 
requirements depending on the interrelationships between 
them. These changes will be captured in the functional 
requirement model so that causal impacts can be analysed 
and controlled. (3) Obviously, any changes in the 
functional requirement domain will affect physical 
structures which are correspondingly constructed 
according to functional requirements. 

Change of physical structure is another important part 
in this research. A lot of situations may give rise to 
change in the physical structure design, for example, 
change of functional requirement (discussed above), 
physical conflict within the solution, solution change on 
the supplier’s side, technical innovation, manufacturing 
restriction, and so on. Changes of physical structure may 
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also directly affect three domains, namely the functional 
requirement domain, the physical structure domain itself 
and the manufacturing domain. In the functional 
requirement domain, any changes in the physical 
structure may change target outputs of related functions. 
Since one component is possibly involved in realisations 
of more than one function, the relationships between 
components and related functions need to be clarified. In 
the physical structure domain itself, components are 
linked together by some physical connections, which 
make it possible to realise some desired functions. 
Change of a component may potentially change 
operations of other components, which in turn may 
change the realisation of related functions. In the 
manufacturing domain, change of physical structure may 
change downstream developing activities, such as 
manufacturing process planning, risk and cost evaluation. 
Impacts on these product developing activities need to be 
analysed or re-evaluated. 

Conflict solving is one of the issues of most concern 
in design change management. In many situations, 
changes of a component or a function may just cause 
other parts of the design to change correspondingly. 
However, in some cases, changes may cause functional or 
physical conflicts. That means they may harm or obstruct 
operations of other components or realisations of other 
functions. Some conflicts may not have been recognised 
in the design phase and have been carried over to the 
manufacturing phase which may cause a huge amount of 
cost in later phases. Therefore, an effectively analytical 
method is needed to identify conflicts in the design phase 
and solve them as early as possible. 

2. The process of design change management 

A structural working process would be helpful for 
designers to achieve their objectives. A diagram of the 
proposed design change management process is shown in 
Fig 1. It has four main sections (not shown explicitly).. In 
the first section (top rectangles), dependent relationships 
among functional requirements and interacting 
relationships among physical components are clarified. In 
the second section, the functional model and the physical 
structure model of engineering products are constructed. 
Mapping connections between the functional requirement 
domain and the physical structure domain are also 
identified. Therefore, designers can be always aware of 
which interaction in the physical structure is contributing 
to a realisation of which part of a function. In the third 
section, changes either in functional requirements or in 
the physical structures are analysed. Propagations of each 
design change are identified by following functional 
dependency relationships and physical interacting 
relationships. After that, a change propagation matrix is 
constructed. Weighed values are  are assigned in the 
matrix to differentiate the relative importance of each 
change in terms of changing impacts in functional 

requirement domain and physical structure domain. 
Change impacts are then calculated. In the last section, 
knowledge based methods are used to solve design 
conflicts by integrating TRIZ. TRIZ is able to guide 
designers to find proper solutions for design conflicts via 
its design principles. By integrating TRIZ with domain 
knowledge, conflict solving for design change will be 
more effective and efficient. Due to the page limit, the 
last section will not be discussed in detail. However, 
solving conflicts from design changes will be the 
emphasis of the research work at the next stage. 

Functional requirement Physical structure 

Functional requirement 
modelling

Physical structure 
modelling

Mapping between 
functional model and 

physical model

Analytical process for 
change of functional 

requirement 

Analytical process for 
change of physical 

structure 

Change propagation 
analysis

Impact 
analysis

Conflict 
solving  

Fig. 1. The process of design change management 

3. Analytical method for design change 
management – an illustrative example 

In this section, analytical methods for design change 
management are introduced and demonstrated with 
industrial examples from our collaborator. Techniques for 
analysing design changes include modelling methods for 
functional requirements and physical structures, a method 
for constructing matricies for tracing change propagation, 
and parametric analysis of impact factors of design 
changes. The industrial example demonstrates a cooling 
system of a wind turbine which is under development in 
the collaborative wind turbine design company. 

Modelling methods for functional requirements and 
physical structures are adopted from SysML™ which is a 
comprehensive system engineering modelling language 
[5]. The activity diagram of SysML is designed to capture 
interactions (behaviours referring to SysML) among 
functions. Each function can be treated as an action which 
is fed with functional parameters from some actions 
(functions) and also outputs functional parameters to 
other actions (functions) as well (an example is shown in 
Fig. 2). Thus in this paper, when we mention action in 
terms of functional requirements, we mean functions. The 
internal block diagram (IBD) captures material, energy 
and information flows coming in and going out of a 
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physical structure (example depicted in Fig. 3). Every 
block in the IDB represents a component (subassembly) 
of a product at a certain level of detail. Flows attached to 
a block mean its physical interactions with other 
components. Functional interactions and physical 
interactions captured in modelling methods can reflect 
possible propagation paths of changes.  

 

 
Fig. 2. Activity diagram of a cooling system 

 
Fig. 3. Internal block diagram of a cooling system 

In order to be computer processable, matrix analysis is 
employed to represent change propagations within and 
between a functional requirements domain and a physical 
structure domain. Construction of matrices is based on 
the results of modelling analyses of activity diagrams and 
internal block diagrams (depicted in Fig. 4 (a) (b) (c)). In 
the Fig. 4, propagation matrix (a) represents interactions 
between functional requirements; propagation matrix (c) 
represents interactions between physical structures; and 
propagation matrix (b) represents relationships between 
functional requirements and physical structures. 
Basically, activity diagrams and internal block diagrams 
are directed graphs. Therefore, if there is a flow from 
function F1 to function F2, the cell (F1, F2) in matrix (a) 
will be marked to represent this interaction, which is the 
same in matrix (c). In matrix (b), if a component (e.g. C1) 
is involved in realising a function (e.g. F2), then the 
corresponding cell will be marked (e.g. (C1, F2)). The 
matrix (b) represents relationships between the functional 
requirement domain and the physical structure domain. It 
clarifies which physical interactions would influence 
which functional flows.  

 
Fig. 4. Matrices of interaction analysis 

Depending on different levels of detail at different design 
stages, a change analysis can be carried out at two levels, 
i.e. the structural level and the parametric level.  

 
Change analysis at the structural level 
Change analysis at the structural level is intended to 
uncover changes and their propagations by following 
connections within functional requirements and physical 
components and relationships between them, where 
parametric connections are not considered or disclosed. 
Changes at this level mean changes of an entity, for 
example a function or a component, but not a part of the 
entity, for example a functional parameter or a physical 
parameter. The idea of identifying change propagations 
and their impacts arising from a change of an entity is 
described in Fig. 5 (ignore broken line boxes for now). 

The relative importance of an entity can be found by 
comparing entities within a same domain at the same 
level of detail. The relative importance of a function f in 
the functional requirement domain can expressed as 
FM(f). It is calculated by comparing other functions at the 
same level of detail, in terms of their contributions to the 
product functionality (1: indifferent; 3: fairly important; 
5: very important). The relative importance of a 
component c in the physical structure domain can be 
expressed as CM(c). Differing from functional 
importance, relative importance of a component is 
obtained by its contributions to related functions and 
importance of related functions. For example, if C1 in 
Fig. 4 (b) is related with F2 and F3, then  

 

)(
),()(),()(

3

312211

fFM
fcCFMfFMfcCFMcCM

×
+×=       (1) 

where CFM(c, f) represents the contribution of 
component C to the realisation of function F. 

Interactive relationships can be found from change 
propagation matrices. Matrices (a), (b), (c) in Fig.4 
respectively show the interactive relationships between 
functions (expressed as FFM(f, f’)), the interactive 
relationships between functions and components 
(expressed as CFM(c, f)), and interactive relationships 
between components (expressed as CCM(c, c’)). 
Importance of interactive relationships at this level are 
qualified by number 0 (no influence), 1(indifferent), 3 
(fairly strong), 5 (very strong), which represent how 
strongly an entity influences another. Therefore, change 
impact between two functions (f,  f’) can be calculated as: 
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)'()',()()',( fFMffFFMfFMffCI ××=        (2) 
Change impact between two components (c and c’) can 
be calculated as: 

)'()',()()',( cCMccCCMcCMccCI ××=  (3) 
Change impact between a function (f) and a component 
(c) can be calculated as: 

)(),()(),( cCMcfCFMfFMcfCI ××=  (4) 
Fig. 5 describes the change analysis process at the 

structural change level (not including broken lined 
blocks). 

 
Fig. 5. Change propagations and impacts identification 

Change analysis at the parametric level 
Change analysis at the parametric level is to find change 
propagations and evaluate their impacts in the perspective 
of parametric changes. It has a similar analytical process 
as the change analysis at the structural level. The 
differences are that interactive relationships are between 
parametric flows instead of entities. Interactions of 
parametric flows are considered in the impacts eval- 
uation of changes. 

 
Fig. 6. Interaction analysis of parametric flows 

As depicted in Fig. 6, the connections between function 
Fi and component Ci in Fig. 6(a) are composed of 
parametric connections shown in Fig. 6(b). Therefore, say 
if a designer wants to change the parameter Cjj of 
component Cj, the change impact between Cj and 
function Fi can be expressed as  

)())(

),()(()(),(

iii

iijjjjiiijj

cCMfPFM

fcPCFMcPCMfFMfcPCI

×

×××=  (5) 

where PCM(cjj) represents the relative importance of 
parameter cjj in component Cj, PFM(fii) means the relative 
importance of parameter fii in function Fi, and PCFM(cjj, 
fii) means importance of contribution from parameter cjj to 
functional parameter fii. The analytical process is depicted 
in Fig. 5 including broken line boxes. 

4. Conclusions and Further Work 

Any design changes either in functional requirement 
domain or the physical structure domain will potentially 
affect operations of other parts. Change propagations and 
their impacts are difficult to be captured, which makes 
from uncertainty in product design. A method for design 
change management has been proposed to tackle this 
problem by using a modelling method and a specific 
analytical method. The modelling method captures all the 
interactions between functions and components. The 
analytical method helps to trace change propagations and 
evaluate their potential impacts.  

Further work includes synthesising change modes in 
product design, analysing their change impacts, 
developing a knowledge based conflict identifying and 
solving method by integrating method, and a knowledge 
based technique for non-functional impact evaluation by 
considering developing process change, developing risk 
change, and developing cost change. Domain knowledge 
will be investigated and integrated with TRIZ principles 
to help designers find solutions for changes and conflicts. 
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Abstract. The uses of adhesively bond carbon fiber reinforced 
polymer (CFRP)-aluminium T-joints in aircraft, marine and 
automotive are rapidly increased but the majority of these 
applications are based on a lot of special experiments which are 
purposed to check the joint strength. The strength of adhesively 
bond which goes along with the technological parameters will 
influences final product fatigue durability as well as service life. At 
the same time, as the production environment changes, technological 
parameters are difficulty to decide. This paper focused on the 
analysis of the strength of adhesively boned CFRP-aluminum T-
joints, developed a new unified model and analysis method. Firstly, 
the adherends (CFRP and aluminum) are modeled as beams or wide 
plates, and are considered as generally orthotropic laminates using 
classical laminate theory. Secondly, by assuming the adhesive layer 
to be a linear elastic material, and the adhesive thickness and the 
adhesive Young’s modulus are small with respect to the 
characteristic length of the joint and to the Young’s modulus of the 
adherents, the adhesive layer is modeled. Thirdly, the multiple-point 
boundary value problem constituted by the governing equations set 
with the imposed boundary conditions is built, on base of which, the 
joint strength is solved numerically by using the finite element 
simulation. Lastly, a case of CFRP aircraft panel adhesively bond is 
studied, and the result which is compared with the experiments 
proves that the purposed modeling and analysis method can solve 
the strength analysis problem of the Adhesively Bond CFRP-
Aluminum T-joints efficiently. 

Keywords: strength modeling; CFRP-aluminum T-joint; finite 
element simulation; adhesively 

1. Introduction  

By virtue of their high specific strength, composite 
materials are widely used in the aircraft, marine as well as 
automotive industries. Taking the aerospace industry as 
an example, applications of carbon fiber reinforced 
polymer (CFRP) include wing skins, spars, ribs, beams, 
fuselage bulkheads and so on. Most of the applications 
are focused on increasing performance, saving weight and 
reducing manufacturing cost. On one hand the use of 
CFRP is increasing, and on the other hand, aluminium or 
aluminium alloy are still the main material in aircraft 
structure, so CFRP-aluminium jointing become more and 

more popular in modern aerospace industry. At the same 
time, the most common jointing methods of CFRP are 
bonded and fastened joints. Comparing with fastened 
joints (bolting, riveting and so on), no fasteners or 
jointing holes are needed in the process of bonding, and 
the adhesive jointing is much lighter, the loads are 
distributed more widely. So the method of an adhesive 
bond is widely used in the jointing of composite 
materials, and can provide a much more efficient load 
transfer than mechanically fastened joint types.  

As shown in Fig 1, T-joints are all over the aircraft, 
including stringer-to-skin joint, spar-to-skin joint, 
bulkhead-to-skin joint as well as the longeron-to-skin 
joint. The service life of aircraft is bound up with strength 
of jointing directly [1], so the strength of joints is one of 
the most important problem in the adhesive bond of 
CFRP-Aluminium T-jointing. Since Volkersen carried 
out the first attempt of analyzing adhesive bonded joints 
in 1938 [2], a lot of effort has been devoted to determining 
the bond strength. The Goland–Reissner solution method 
for a single-lap joint involves a two-step analysis 
procedure. Duong used a unified approach for 
approximating the adhesive stresses in a bond line of a 
tapered bonded joint or doubler [3]. Among different 
numerical approaches, the finite element method (FEM) 
is the most commonly used technique for stress analysis 
because it can model extremely complex configurations 
and easily determine the response at any desired point of 
a structure. A lot of effort based on 2D or 3D finite 
elements has been done to analyse the strength of an 
adhesive bond [4] [5]. According to the T-jointing, 
Theotokogolou and Moan performed a 
numerical/experimental study of composite T-joints. 
Their study investigated the behavior of T-joints 
subjected to tension force up to the ultimate failure [6]. 
Stickler and Ramulu performed parametric finite element 
analyses using commercial software ANSYS to discern 
the effects of key joint parameters (fibre insertion 
modulus, fibre insertion filament count, fibre insertion 
depth, and resin-rich interface zone thickness) on T-joint 



184 H. Cheng, K. F. Zhang and Y. Li  

displacement and damage initiation load [7]. In the field of 
CFRP-Aluminium bonded jointing, ultrasonic, accoustic 
emission (AE), accousto-ultrasonics (AU), radiography 
were used for the detection of defects at bonded areas[8]. 
Most of the references reviewed can solve the given 
problem quit well, however, according to the strength of 
adhesively bond CFRP-Aluminum T-joints, most 
methods are based on plentiful experiments, a process  
which costs a lot of time and can not be universal. 

 

 
Fig. 1.  Te use of T-Joints in aircraft. 

In order to analyze the strength of adhesively bond 
CFRP-Aluminum T-joints, this paper presents a new 
model for both adherents and adhesive. At the same time, 
in order to solve the problem numerically,  the finite 
element simulation, equilibrium equations as well as 
boundary conditions are studied. 

2. Modling of adherends and adhesive layer 

A typical CFRP-Aluminium T-joint with an adhesive 
bond is shown in Fig 2. The total model is made up of 
two parts: adherends (CFRP and aluminium) and the 
adhesive layer.  

 

1

2

 
Fig. 2. Typical CFRP-Aluminium T-joints with adhesively bond. 

In Fig 2 T1 stands for the thickness of CFRP, T2 
stands for the thickness of Aluminium, T0 is the thickness 
of the adhesive layer. L is the width of adhesive layer H is 
the height of stiffener. F is the force supplied on X-axis, 
P is the bonding force, M is the Y-moment. 

The adherends of our model have two parts: CFRP and 
aluminium laminate, and the basic restrictive assumptions 
adopted for the modelling are as follows. 
Assumption 1: The adherends, CFRP or aluminium 
laminates obey linear elastic constitutive laws.  
Assumption 2: The strains are small, and the rotations 
are very small. 
Assumption 3: The midplane of the aluminium laminate 
is the aluminium laminate itself. 

The stress and moment resultants of a differential 
element in the overlap of adherends is as shown in Fig 3, 
where τ  and σ  are the stresses supplied by the 
adhesive layer. 

aτ
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aP

aM
aF

cM
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cP cτcσ

 
Fig. 3. stress and moment resultants of adherends 

According to Fig 3, bending is around the Y-axis, so the 
displacement can be given by eq. (1), where 0

iu  0
iv  and 

0
iw  are the displacement in X-axis, Y-axis and around Z-

axis respectively of laminate i on the midplane. 
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According to the classical laminate theory, the 
constitutive relations for a laminate in bending can be 
given by eq. (2), where A, B, D are the extensional 
coupling defined by classical lamination theory.  
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To simplify the model, the displacement of Y-axis is 
ignored, so for the midplane eq. (2) can be represent as 
eq. (3). 
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According to the Love–Kirchhoff assumptions the 
displacement of laminate i can be given by eq. (4) 

,
0 , xii cwuu −=                           (4) 

The coupling between the adherends of CFRP and 
aluminium laminate is established through the 
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constitutive relations for the adhesive layer. The basic 
restrictive assumptions adopted for the modeling of 
adhesive layer are as follows. 
Assumption 4: The adhesive layer is continuously 
distributed and the tension and shear springs can be 
regarded as linear. 

According to Fig 3, the stress and moment resultants 
of a differential element of adhesive layer are as shown in 
Fig 4. The stresses τ  and σ  are given by eqs. (5) and 
(6), where T1, T2 and Tn is the thickness of adherends or 
adhesive layer as it is shown in Fig 2. 

aσ
aτ

cσcτ
 

Fig. 4. Stress and moment resultants of adhesive 
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At the same time, τ  and σ  are given by eqs. (7) 
and (8), according to the displacement of adherends, 
where G0 is the shear modulus and E0 is the Young’s 
modulus, u1 is the displacement on X-axis of CFRP, u2 is 
the displacement on X-axis of aluminium laminate, u0 is 
the displacement on X-axis of adhesive layer. w1 is the 
displacement around Z-axis of CFRP, w2 is the 
displacement around Z-axis of aluminium laminate, and 
w0 is the displacement around Z-axis of adhesive layer. 
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Therefore, the relationship between adherends and 
adhesive layer can be built as in eqs. (9) and (10). 
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3. Boundary conditions 

Equations. (9) and (10) not only present the attribute of 
adhesive layer but also the equilibrium equations. To 
resolve the strength of adhesive bond, the boundary 
conditions must be built. In the following the boundary 
conditions are stated for the T-joint of CFRP and 
aluminium laminate. 
(1) As shown in Fig 5 (a), in the beginning of the bond 

area, the moment of CFRP is free, which means for 
the CFRP 0)0()0(0 === ccc MPF ）（ . Turn to 
aluminium laminate the condition is continuity. 

(2) As shown in Fig 5 (b), at the end of the bond area, 
the moment of aluminium laminate is free, which 
means for the aluminium laminate of the T-joint 

0)()( 000 === TMTPTF aaa ）（ . Turn to CFRP 
the condition is continuity. 

(3) Since the condition of CFRP and aluminium 
laminate is selected to be relatively throughout the 
bond area, the extensional and transverse deflections, 
shear and moment resultants in CFRP and 
aluminium laminate must be continuous. 

(4) Symmetry conditions at the middle of the bond area 
are used. 

σ
τ

σ τ

 
Fig. 5. Boundary conditions of the T-joint 

4. Case Studies 

The present model is demonstrated by a case study of an 
aircraft CFRP panel adhesively bonded in a T-type joint; 
part of the panel, which is made up of CFRP and 
aluminium laminate, was selected as an example to 
analyze the strength, and is shown in Fig 6. At the same 
time, the geometry and material properties of the 
adherends (CFRP and aluminium laminate) and of the 
adhesive layer as well as the applied load are given as 
Table 1, where E is the young's modulus, G is the shear 
modulus, p stands for the Poisson's ratio, T is the 
thickness of the material, and S is the area of adhesive 
layer. 
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Fig. 6. The case of T-joint 

Table 1. Adherends and adhesive properties, 

Adherends 
 

CFRP Aluminium 
Adhesive 

E 
Ex: 131GPa 
Ey: 8.2GPa 
Ez: 8.2GPa 

72GPa 2.9GPa 

G 
Gxy: 4.5GPa 
Gxz: 4.5GPa 
Gyz: 3.5GPa 

\ \ 

p 
pxy: 0.281 
pxz: 0.281 
pyz: 0.47 

0.31 0.33 

T 3mm 3mm 1mm 

S \ \ 40mm×50mm 

 
A comparison of the analytical results obtained 

using our method and the experimental values for this 
example is shown in Fig 7.  The stress component of 

xxσ  is anlyzed, from which we can observe that the 
strength analyzed by our model is basically the same as 
the result of the experiment and proves the effectiveness 
of our method. 
 

 

 
Fig. 7. The result of the case 

5. Conclusions 

In order to analyze the strength of adhesively boned 
CFRP-aluminum T-joints, in this paper, a new unified 
model and analysis method have been developed, and 
four contributions have been made. 
1) The adherends of CFRP- Aluminium T-joint are 
modelled according to the classical laminate theory. 
2) By assuming the adhesive layer to be a linear elastic 
material, the adhesive layer of T-joint is modelled. 
3) Multiple-point boundary conditions are applied, on the 
basis of which, the joint strength can be solved 
numerically using a finite element simulation. 
4) A case study of an aircraft CFRP panel adhesively 
bond in a type of T-joint is presented to demonstrate the 
validity of this method. 

From a comparison between the results obtained 
using the prposed method and experiments, it is clear 
that the proposed strength analysis method gives 
accurate results for T-joints of CFRP-Aluminium 
adhesive bond. 
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This section is in memory of Dr George Barrow who sadly passed away in September 2009. Since the 
1960s, Dr Barrow worked at the University of Manchester Institute of Science and Technology, initially 
as a Lecturer and then as a Senior Lecturer in the Mechanical Engineering Department. His 
internationally-recognised research was primarily concerned with metal cutting and its application to 
industrial problems. Although he retired in 1999, he continued to work at the University on a part-time 
basis until the very last day.  
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Abstract. Taps and tapping operations are amongst the most 
complex and least understood cutting tools and processes. In this 
paper, the geometry and specification of straight flute taps are 
studied and discussed. This is followed by an outline of the 
development of computer-aided predictive models for side force, 
thrust force and torque in machine tapping operations, based on 
Armarego’s ‘Unified-Generalised Mechanics of Cutting Approach’. 
The models are verified through simulation studies and  
comprehensive experimental testing. Good qualitative and 
quantitative correlations are found for the average thrust and torque. 
These models allow tool designers and process planners to optimise 
the generation and use of taps. The results confirm the validity and 
generic nature of the unified-mechanics of cutting approach. 

Keywords: Tapping, taps, geometry, forces, predictive models 

1. Introduction 

Tapping is a common operation used to produce internal 
screw threads. Tapping is frequently among the final 
operations performed on a component so that the added 
value of a component is often near its peak. Consequently 
conservative cutting conditions are often used to avoid 
tap failure that could ruin the part being produced. [1]  

Improving the technological performance of 
machining operations as assessed by the forces, power, 
tool-life, chip control and component surface finish and 
accuracy enhances the economic performance of these 
operations. Early last century, Taylor experimentally 
established equations relating tool-life to an influencing 
variable in order to identify optimal cutting speeds. [2] 

Since Taylor’s time, the ‘fundamental’ or ‘mechanics 
of cutting’ approach [3-5] and the ‘semi-empirical’ 
approach (eg [6,7]) to machining modelling have been 
developed. Nevertheless, a CIRP survey has emphasised 
the continuing need for reliable quantitative technological 
machining performance equations and data. [8] Meeting 
this need is a formidable task due to the numerous 
variables and the wide spectrum of processes. [4] 

Compared with other practical machining operations, 
the tapping operation does not seem to have received as 
much attention from researchers. More recently, there 
appears to have been some research interest in tapping 

with a few papers utilising the semi-empirical approach, 
with some models allowing for eccentricity and contact 
stress. [9,10] However, no previous attempts are known 
to have used the more predictive fundamental approach.  

This paper considers the geometry of straight-flute 
taps, followed by an outline of a predictive model for the 
torque and forces in machine tapping. The model adopts 
the predictive “Unified-Generalised Mechanics of Cutting 
Approach” developed at Melbourne University. [3–5] It 
includes transient and steady cutting, and allows for the 
many tap and cut geometrical variables, the cutting speed 
and the tool-workpiece material combination. The model 
is verified through comprehensive simulations and 
experiments. Finally, practical empirical-type equations 
are presented from curve-fitting the simulation data. 

2. Geometry and Specification of Taps 

The general description and nomenclature for taps and 
tapping appears in many handbooks.[1,11,12] However, 
only the most obvious practical dimensions are included 
in national and international standards such as the tap 
thread nominal and shank diameters, pitch and various 
tap axial lengths such as the overall and thread length. 
[13] Handbooks and tool catalogues provide more 
geometrical information. [11,12,14] From the literature, 
the general geometrical features have been identified as 
shown in Fig. 1 for straight-flute taps. For standard ISO 
metric taps, the thread angle, α, is 60°, diameter, d, has 
values between 1 and 56 mm, pitch, P, varies from 0.25 
to 5.5 mm; all taps have between 2 and 8 flutes (Zf), back 
rake, γp,  from 5° to 25°, and clearance angle, Clp at a 
specified point on the first full thread between 4° and 6°. 
The chamfer angle, κr. can be quite different depending 
on whether the tap is a ‘taper’ tap, intermediate or  
bottoming tap: ranging from 1.5° to 23°. Examination of 
Fig. 1 shows that the cutting part of the chamfer is not 
fully and uniquely described. [15] Further, the flutes and 
clearance surfaces are ambiguously specified. 
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Fig. 1. The principal geometrical features of the straight flute tap 
 
The major cutting edges lie on the conical chamfer 
surface and the crest of the first full thread. The minor 
edges lie on the flanks of the threads. Since the minor 
cutting edges are much smaller than the major cutting 
edges only the cutting action of the major cutting edges 
for a tap will be considered. It has been found that a 
common design at the chamfered section of machine taps 
involves plane rake faces often with positive rake angles.  

Fig. 2 shows the relevant geometry of a four straight 
flute machine tap of nominal diameter d with back rake 
angle, γPA, specified at a selected point A on the 

‘truncated’ cutting edge in the chamfered section of the 
tap. The radius of point A is denoted by rA. 

The elevation in Fig. 2 shows an axial view of the 
major cutting edge BB’ formed by the intersection of the 
plane rake face with the chamfered conical surface.  

The cutting edge is approximately a straight line due 
to the small length of cut and rake angle. The cutting 
edge, is inclined at approximately the chamfer angle, κr, 
to the tap axis as shown in the elevation. In the plan view, 
the tangential cutting speed VA, which is the primary 
motion at point A due to rotating the tap, and the feed 
speed VfA in the direction of the feed motion appear as 
their true views. The plan view also shows the resultant 
cutting velocity VWA at point A and the resultant cutting 
speed angle δA. 

Fixed coordinates O-XYZ have their origin O at the 
centre of the workpiece surface of the hole, and the Z-
axis is coincident with the tap axis. 

The working normal rake angle, γneA and angle of 
inclination, λseA for any point A on the cutting edge can 
be determined from [15] 
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Fig. 2. Relevant cutting edge geometry of plane-face taps with straight flutes 
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Where κ’rA is the acute angle between the cutting edge 
BB’ and the tap axis in view S: tan κ’rA = tan κr cosηA. 
cosηA is the angle between the cutting edge and plane 
Pr in plan view, γPA is the back rake in the side view 
and ωA is the angle formed between the cutting edge 
plane Ps and the effective cutting edge plane Pse 
through point A in the sectional view in Pn:  tanωA = 
tan(δA –ηA) sinκ’rA. It can be shown that the effective 
normal rake angle, γneA, and angle of inclination, λseA, 
vary along the cutting edge.  

3. A Predictive Force and Torque Model 

The method adopted to model machine tapping divides 
each major cutting edge j into m elemental classical 
oblique single edge cutters. The forces on each element 
i, δFpij, δFqij and δFrij, are found from the Ernst-
Merchant analysis modified to include ‘edge’ forces. 
[3] δFpij, is in the direction of the resultant cutting 
velocity (fig. 2); δFqij is normal to δFpij, in the Pn plane 
and δFrij is perpendicular to Pn. Each of these elemental 
forces is assumed to be concentrated at the middle of 
the elemental cutting edge.  

To predict the elemental forces, it is necessary to 
know the elemental rake angle (eq. 1), the elemental 
inclination angle (eq. 2), the width of the element δbij 
and cut thickness δtij obtained from the tap geometry 
(figure 3), the chip flow angle ηcij, found (iteratively) 
from collinearity between the chip direction and the 
friction force on the elemental rake face, and the work 
material shear strength τ, chip length ratio rl, friction 
angle β and edge force coefficients Kep, Keq, Ker that 
can be found from a database. The database contains 
information for several different tool materials, tool 
coatings and work materials. To extend the tapping 
model to material combinations not in the database 
requires only simple orthogonal experiments with only 
rake angle, cut thickness and speed varied. 

The equation for the elemental force in the P 
direction is given by eq (1), similar expressions are 
found for the Q and R components [15]. 
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Fig. 3. The force components for element ij on cutting tooth i 
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In terms of this model, the number of cutting teeth on a 
metric tap, Nt, is established by 
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Where dh is the initial hole size. The number of active 
cutting teeth at a given tap orientation during cutting 
also needs to be established. 

Then the practical elemental forces in tapping, 
δFtangij, δFradij and δFthij, can be obtained from: 
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The elemental torque can be evaluated from δTqij = 
δFtangij x rij given rij = rA in fig. 2.2.  

The instantaneous torque and thrust for the whole 
tap are found from summing the elemental torques and 
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thrusts for each active element. The ‘unbalanced’ side 
force requires transforming the radial and tangential 
elemental forces into X and Y components, before 
summing and performing a vector summation. 

By varying the tap and reference tooth angular 
position by small intervals, the instantaneous forces, 
torque and power fluctuations during cutting are 
established. Hence, forces, torque and power in the 
transient and steady stages of tapping are evaluated. 

4. Results 

Numerical simulation studies involving three levels of 
d, P, Zf, γp, κr, Lcrest, dh and V have been carried out for 
both uncoated and TiN coated HSS straight flute taps. 
Experimentally, in excess of 250 holes were tapped; 
varying d, P, κr, and V for TiN coated and uncoated 
HSS straight flute taps threading S1214 steel. 

Overall, the predicted torque, thrust and side force 
trends are sensible. 

Fig. 4 shows the torque over a complete tapping 
cycle. Good correlation is found between the measured 
and predicted torque trends and average values. 
Reasonable correlation is found for the thrust. 

 
Fig. 4.. Experimental and predicted torque (d=20.45mm, 
P=2.5mm, κr=8°, Zf=4, 250rpm, dh=17.55mm, TiN-HSS/S1214) 

 
On average, the model over-predicts the torque for 
tapping with uncoated HSS straight flute taps by about 
8% and under-predicts the thrust force by about 13%. 
The worse correlation between the measured and 
predicted thrust force is considered to be the result of 
small feed rate errors greatly affecting the thrust. 
Similar results were found for tapping with a coating. 

The predictions from the simulation study were 
curve-fitted to establish, ‘empiricial-type’ equations for 
both TiN coated and uncoated HSS taps machining 
S1214 free machining steel. Eq. (11) and (12) are for 
the torque (Nm) and thrust (N) for uncoated taps. 

Tq = 0.436 Zf
0.306 d1.075 P1.607 (%h)1.601 κr

-0.29 γp
-0.163 V0.026      

(11) 
Th =38.01Zf

0.376 d-0.177 P1.791 (%h)1.671 κr
0.459 γp

-0.251 V0.023 

(12) 

5. Concluding remarks 

The design geometry and specification of machine taps 
have been found ambiguous and generally left to the 
tool manufacturers’ discretion. The geometry of plane-
faced taps has been studied and uniquely specified, 
from which it has been possible to develop reliable 
predictive models based on the Unified-Generalised 
Mechanics of Cutting Approach. The model depends 
on γp, d, P, κr, Zf, Lcrest, V, dh, θri, δLij, τ, rl, β, Kep, Keq. 

The above predictive model considers an ‘ideal 
case’. Detailed studies of eccentricity in tapping need 
to be carried out, as well as of the flute helix angle. 
Development of predictive models for tapping forces 
and torque incorporating eccentricity should follow.  
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Abstract. Minimum Quantity Lubrication (MQL) machining 
involves the application of a small quantity of lubricant being 
dispensed to the tool-workpiece interface. This paper describes the 
results of applying different MQL lubricant (synthetic ester and 
palm oil) to the high speed drilling of Ti-6Al-4V. Dry cutting 
conditions were also used for comparison. It was found that cutting 
under dry conditions resulted in the shortest tool life due to severe 
chipping. MQL was found beneficial to the measured factors such as 
tool life, thrust force, torque and temperature. In addition, the 
outstanding performance of palm oil in reducing the value of these 
factors could be attributed to its ability to form a thin film which 
promotes boundary lubrication during the machining process. This 
work shows that the palm oil can be selected as a viable alternative 
to synthetic ester for MQL lubricant. 

Keywords: Minimum Quantity Lubrication, High Speed Drilling, 
Synthetic Ester, Palm Oil 

1. Introduction 

Cutting fluids, especially fluids containing oil, have 
become a huge liability because of the health and 
environmental hazards they pose. Due to an increased 
awareness of environmental and health issues, industry 
has made efforts to eliminate or reduce the consumption 
oil-based cutting fluids. By implementing near-dry 
machining or a minimal quantity of lubrication (MQL), 
cutting fluid consumption can be reduced. In dry 
machining, more friction and adhesion occurring at the 
tool-workpiece interface consequently results in a higher 
tool wear rate [1]. The MQL technique involves the 
application of a small quantity of lubricant dispensed to 
the tool-workpiece interface by compressed air flow. It 
has been found that MQL reduces the friction coefficient 
and cutting temperature compared with dry and flood 
conditions. 

Several experimental studies have investigated the 
potential of dry [2,3] and MQL [4,5] in the drilling 
process. It can be summarized that, dry drilling is a 
success when using coated cutting tools. Moreover, MQL 
drilling demonstrated a promising performance in terms 

of tool life and hole quality. For all lubricants which may 
be selected, being biodegradable is the most essential 
criterion for environmental compatibility. Since mineral 
oil does not have high biodegradability, synthetic ester 
has been chosen for MQL applications. However, 
vegetable oil can become an option to synthetic ester. 
This oil exhibits excellent properties such as high 
viscosity index, high lubricity, high flash point, low 
evaporation loss, high biodegradable and low toxicity 
with regard to its use as a base oil for lubricants [6]. 
However, investigation of MQL drilling using vegetable 
oil is still in its preliminary stages and related research 
remains to be conducted. The work reported here was 
undertaken to investigate the effect of palm oil as a 
lubricant in MQL applications on cutting force, 
workpiece temperature, tool failure modes and wear 
mechanism when high speed drilling of Ti-6Al-4V. 

2. Experimental Setup 

The drilling experiments were carried out on a vertical 
machining center (Mazak Nexus 410-A.) An indexable 
carbide drill (Mitsubishi TAWNH1400T) which had a 
diameter of 14 mm and coated with AlTiN was used. It 
had a point angle of 130º and helix angle of 30º. 

2.1 Drilling tests to determine tool life  

Drilling tests were carried out on a rectangle plate of Ti-
6Al-4V with dimensions of 200 mm x 200 mm x 20 mm. 
Blind holes were drilled to a depth of 10 mm at a constant 
cutting speed and feed rate of 60 m/min and 0.1 mm/rev 
respectively. The MQL and compressed air parameters 
were the same as in the section of 2.2. The wear of the 
drill was measured by a vision measuring machine 
(Mitutoyo). The following tool life criteria were adopted 
during the trials: (i) Average flank wear, Vb(ave) = 0.2 mm, 
(ii) Maximum flank wear, Vb(max) = 0.3 mm, (iii) Corner 
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wear = 0.3 mm, (iv) Chipping = 0.2 mm and (v) 
Catastrophic failure and (vi) Cutting distance = 440 mm.  

 

Fig. 1. Experimental setup.  

Table 1. MQL parameters 

Outlet air pressure (MPa) 0.2 

Lubricant flow rate (ml/hour) Approx. 10.3 

Outlet air flow (l/min) Approx. 165 

Table 2. Characteristic of lubricant 

Lubricant 
Synthetic 

ester 
Palm oil 

Density (g/cm3) 0.95 0.91 

Viscosity at 40ºC (mm2/s) 19 40 

Viscosity index 137 190 

2.2 Drilling tests to measure thrust force, torque and 
workpiece  

The workpiece material used was a round bar of Ti-6Al-
4V with a diameter and thickness of 50 mm and 20 mm, 
respectively. The workpiece material was mounted on a 
piezoelectric dynamometer (Kistler 9365) as shown in 
Figure 1. The dynamometer was connected to the charge 
amplifier and data acquisition system to measure and 
congregate the thrust force and torque data. The 
workpiece temperature was measured by a K type 
thermocouple at two locations, namely TC1 and TC2 
positioned at 9 mm and 17 mm respectively from the top 
surface. The distance between the end wire and hole wall 
was approximately 1.25 mm. A 14mm diameter through 
hole was drilled under the action of external MQL. Table 
1 details the variable operating parameters for the MQL 
unit. Synthetic ester oil (MQL SE) and palm oil (MQL 
PO) were used as the lubricant and their physical 
characteristics are shown in Table 2. In addition, for dry 
cutting condition, a compressed air was supplied to the 
cutting zone. In this test, the cutting speed and feed rate 
were fixed at 60 m/min and 0.1 mm/rev respectively. An 
additional test was performed to evaluate the performance 
of MQLSE and MQLPO. A cutting speed of 60, 80 and 
100 m/min were used together with two feed rates of 0.1 
and 0.2 mm/rev. The thrust force, torque and workpiece 
temperature were measured and compared. 

3. Results and Discussion 

3.1 Tool Life and Failure Mode 

The effect of various coolant strategies on the tool life is 
shown in Figure 2 and Table 3. The result of the dry 
cutting conditions shows that the flank wear grew rapidly. 
As a result, an increase in cutting temperature and stress 
condition accelerates the growth of tool wear. At this 
condition, the tool suffered from excessive chipping 
mainly on the flank face after drilling within 48 seconds 
of the start of drilling. The longest tool life of 195 
seconds was obtained using MQL SE and MQL PO 
conditions after drilling to alength of 440 mm. This  was 
probably due to the effective cooling and lubricating by 
delivering oil mist to the tool-workpiece interfaces.  

Table 3. Tool life and failure modes 

Condition Cutting length 

(mm) 

Failure mode 

MQL SE 440 Stopped at 440 mm 

MQL PO 440 Stopped at 440 mm 

Dry 110 Chipping 

 
Figure 3 shows the growth of tool wear for MQL SE, 

MQL PO and dry cutting conditions. It can be seen that  
the tool wear rate (flank and corner wear) for dry cutting 
was dramatically increased in comparison to the MQL SE 
and MQL PO conditions. The cutting tool under the dry 
cutting conditions suffered from severe chipping and 
excessive corner wear, thus fewer holes were produced. 
In contrast, MQL SE and MQL PO conditions exhibited 
the lowest tool wear rate. In addition, the improved 
performance has been shown by MQL SE and MQL PO 
with regards to for both flank and corner wear. It is 
suggested that vegetable based oil such as palm oil 
provides effective boundary lubrication as the high 
polarity of the entire base oil allows strong interactions 
with the lubricated surface.  

Figure 4 shows the typical tool failure modes of the 
cutting tool under various coolant-lubricant conditions. 
Excessive chipping and uniform flank wear were found to 
dominate under the dry cutting condition. However, only 
uniform flank wear was observed under MQL SE and 
MQL PO conditions. Adhered workpiece material on the 
cutting tool was observed at all tested coolant-lubricant 
conditions. This phenomenon had been expected to occur 
due to the tendency of titanium alloys to weld to the 
cutting tool during drilling processes. Furthermore, the 
amount of workpiece material that adhered to the cutting 
tool was higher under dry conditions than with MQL SE 
and MQL PO. Therefore, under the dry conditions, the 
cutting tool is more susceptible to greater fracture (ie. 
chipping) than under the MQL SE and MQL PO.  
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Fig. 2. Tool life at various conditions.  

 
Fig. 3. Tool wear rate at Vc=60 m/min an f=0.1 mm/rev.  
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Fig. 4. Tool failure modes. 

3.2 Thrust Force and Torque 

Figure 5 shows the result on thrust force of high speed 
drilling of Ti-6Al-4V at the cutting speed of 60 m/min 
and feed rate of 0.1 mm/rev under various coolant-
lubricant conditions. It was observed that dry cutting 
conditions produced the highest thrust force in 
comparison with the other coolant-lubricant conditions. 
This figure also shows that the application of MQL SE 
and MQL PO are most effective in the drilling process. 
Figure 6 presents the effect of coolant-lubricant 
conditions on torque component at the cutting speed of 60 
m/min and feed rate of 0.1 mm/rev. The highest torque 
value was recorded under dry cutting conditions. The 
torque value for MQL SE was slightly lower than dry 
cutting followed by MQL PO. Indeed the results 
presented here show that MQL PO is more effective for 
lubrication than MQL SE. It provides high strength 
lubricant films that interact strongly with the contact 
surfaces resulting in reduced wear and friction. 
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Fig. 5. Comparison of thrust force.  
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Fig. 6. Comparison of torque.  

 
Fig. 7. Comparison of thrust force between MQL SE and MQL PO.  

A further experiment was carried out to investigate the 
effect of various cutting speeds and feed rates on MQL 
conditions. The thrust force and torque obtained for MQL 
SE and MQL PO when high speed drilling Ti-6Al-4V is 
presented in Figures 7 and 8, respectively. It is noted that 
the thrust force and torque decreased with an increase in 
the cutting speed. In contrast, these values were increased 
when the feed rate increased. The torque value for MQL 
SE associated with the cutting speed of 100 m/min had 
reduced significantly to 9.6 Nm and 13.7 Nm at feed rate 
of 0.1 mm/rev and 0.2 mm/rev respectively. MQL PO 
achieved the lowest torque at a cutting speed of 100 
m/min and feed rate of 0.1 mm/rev. Generally, MQL SE 
produces higher thrust force and torque than MQL PO. It 
is found that palm oil (MQL PO) exhibits a better 
lubricating effect under all tested conditions. Palm oil 
contains more than 50% of palmatic acid and triglyceride 
structures that provide desirable lubrication [7] thus 
promoting the boundary lubrication. It was observed that 
the thrust force and torque were less under MQL PO, 
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which was mainly due to the reduction of coefficient of 
friction. Furthermore, the value of the friction coefficient 
for MQL PO is found to be less than that of MQL SE due 
to the generation of low cutting temperature. On the 
contrary, Wakabayashi et al. [8] reported that synthetic 
ester outperformed vegetable oil in terms of the 
coefficient of friction.  

 
Fig. 8. Comparison of torque between MQL SE and MQL PO.  
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Fig. 9. Comparison of maximum workpiece temperature. 
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Fig. 10. Comparison of maximum workpiece temperature  

between MQL SE and MQL PO. 

3.3 Workpiece Temperature 

Figure 9 shows the influence of the coolant-lubricant 
conditions on the maximum workpiece temperature. This 
figure reveals that dry cutting recorded the highest 
workpiece temperature at locations TC1 and TC2. MQL 
SE and MQL PO yielded slightly lower temperatures than 
the dry cutting. MQL conditions give sufficient cooling 
effect on the machining process thus prolonging the tool 
life. The rise of temperature in the dry cutting could cause 
severe wear on the cutting edges and hole enlargement 

due to the thermal growth of the drill and the workpiece. 
Figure 10 shows the values of maximum workpiece 
temperature obtained at the location TC2. It can be seen 
that the temperature increased with the cutting speed and 
feed rate as well as with the lubricants. An increase of the 
maximum workpiece temperature by the higher feed rate 
of 0.2 mm/rev was more significant than that when the 
feed rate of 0.1 mm/rev was used. An increase in the 
cutting speed is always accompanied by a reduction of 
the chip thickness. This corresponds with high cutting 
energy and deformation strain rate. In addition, 
machining at high feed rate has increased the friction and 
produced more stress thus increasing the workpiece 
temperature. All the cases examined in this investigation 
indicate that the workpiece temperature exhibited by the 
MQL PO was lower than that by the MQL SE. Vegetable 
based oil, especially palm oi,l provides low evaporation 
loss when used as a base oil for lubricant [6].  

4. Conclusions 

Based on the experimental results obtained with the use 
of MQL during high speed drilling of Ti-6Al-4V, the 
following conclusions can be drawn: 

MQL SE and MQL PO offer 306% improvement in 
tool life compared with dry cutting conditions. It was 
found that the application of MQL effectively improves 
the thrust force and torque resulting in reduced the power 
consumption. MQL PO has superior lubricating effects 
thus reduces the high friction during the machining 
process. In addition, MQL PO has sufficient cooling 
capability, hence it reduces the machining temperature. 
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Estimation of minimum chip thickness for multi-phase steel using acoustic 
emission signals 
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Abstract. The determination of minimum chip thickness is 
important for establishing the lower limit of the feasible process 
window in micro mechanical machining for a given tool and 
workpiece material. The minimum chip thickness is encountered in 
micro milling operations owing to the variation in chip load as 
predicted by the chip density function. This study proposes a 
methodology to determine the value of minimum chip thickness by 
analysing acoustic emission (AE) signals generated in orthogonal 
machining experiments conducted in micro milling. Cutting trials 
were performed on a near balanced ferrite/pearlite microstructure 
(AISI 1045 steel) with a range of undeformed chip thicknesses 
spanning across the tool edge radius. The characteristics of AE r.m.s 
signals were studied for conditions when the tool was rubbing the 
workpiece. This base signal signature was used to study and contrast 
AE signals to other machining parameters. This study enabled the 
identification of threshold conditions for occurrence of minimum 
chip thickness. The value of minimum chip thickness predicted by 
this new approach compares reasonably well with that existing in 
published literature. 

Keywords: Minimum chip thickness, Acoustic emission, Micro 
cutting 

1. Introduction 

One of the fundamental issues in micro mechanical 
machining is the knowledge of minimum chip thickness 
for a given workpiece material. Unlike the turning 
process, in slot milling the undeformed chip thickness 
varies from zero up to a maximum (equal to the feed per 
tooth) then back to zero during each engagment of a 
cutting edge. The micromilling process is affected by two 
mechanisms i.e. ploughing/rubbing and chip removal. In 
micro-scale cutting, when undeformed chip thickness is 
less than the minimum chip thickness, only elastic 
recovery of workpiece material will take place (no 
material is removed in a form of chip) [1]. In a situation 
where undeformed chip thickness starts to exceed the 
minimum chip thickness the chip begins to form through 
shearing coupled with an elastic deformation of the 
workpiece. Material is removed completely in the form of 
a chip when the undeformed chip thickness is  
considerably greater than the minimum chip thickness. 

The minimum chip thickness has been estimated 
previously using experimental [2], analytical modelling 
[3-5] and simulation techniques [6, 7] and suggested  to 
lie between 5% and 40% of the tool edge radius. From the 
study of polished cross sectional view of 0.45% carbon 
steel chip root, the existence of a stagnation point on the 
material flow on the rounded edge of the tool has been 
reported [8]. In turning of mild steel, Komanduri [9] 
concluded that at cutting depth less than 10 µm a tool 
with negative rake angle greater than  76° would retard 
the chip formation process. Abdelmoneim and Scrutton 
[10] reported similar results in milling of free-cutting 
brass and fine-grained zinc with 100 µm nominal depth of 
cut. L’vov evaluated by considering the theory of metal 
rolling, the minimum chip thickness to be 29.3% of the 
tool edge radius [11].  

Ikawa et al related magnitude of material removal 
(undeformed chip thickness) to the relative sharpness of 
the tool edge radius [12]. Kim et al reported that 
intermittent chip formation was difficult to avoid when 
the feed per tooth was less minimum chip thickness [13]. 
Weule et al emphasized strong contribution of material 
properties on the minimum chip thickness [14]. The co-
efficient of friction between the tool-workpiece material 
and material’s behaviour in plastic deformation zone 
were possible factors influencing change in the minimum 
chip thickness for different work materials [6]. Liu et al 
highlighted the influence of cutting velocity, thermal 
softening and strain hardening as well as tool edge radius 
on the minimum chip thickness of a material [3]. The 
value of minimum chip thickness also proves useful in 
identifying optimal cutting conditions since it influences 
cutting forces [15], tool wear, surface roughness [7, 14], 
burr formation [16, 17], process stability. 

The objective of this paper was to utilise acoustic 
emission (AE) signal for the prediction of minimum chip 
thickness. The AE monitoring has an ability to detect 
micro scale deformation mechanisms within a relatively 
“noisy” micro cutting background [18]. Previous studies 
on AE generation in machining [19, 20] have shown the 
sensitivity of the AE signal to the various contact areas 
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and deformation regions involved in chip formation. 
Plastic deformation in metal cutting usually produces 
continuous AE signal whereas fracture events are the 
common sources for the burst type AE signals. At the 
instant of tool engagement, an incremental change of AE 
r.m.s due to the burst component can be related to the 
chip formation. The magnitude of AE r.m.s was found to 
decrease with positive rake angle tool, when compared to 
negative rake angle tools [21]. The yield strength of 
workpiece material, strain rates of shear deformations and 
the volume of the deformation zone were also significant 
parameters affecting the energy level of the AE signal 
[22]. The purpose of the study reported here was to 
exploit AE signal in characterising micro machining 
mechanisms and hence minimum chip thickness. 

2. Micro milling experiments 

For the detection of the cutting mode transition along the 
tool rotation, preliminary orthogonal micro cutting tests 
were carried out on a Mikron 400 HSM centre. The 
workpiece of dimensions 100 mm long, 70 mm wide and 
10 mm thick was made of AISI 1045 steel. The ferrite 
phase had an average grain intercept length of 7 µm while 
the pearlite 52 µm. Single straight flute uncoated end 
mills (Dixi-7060) were used in micro milling tests (2 mm 
and 6 mm diameter) to avoid discrepancies associated 
with radial runout. Prior to each cutting trial, the tools 
were examined under a SEM. Fig. 1 shows the image of 
the edge of a fresh tool along with a magnified base view 
of the tool which was used to estimate the cutting edge 
radius. The average tool edge radius was found to be 0.84 
µm with a standard deviation of 0.52 µm.  

 

 
Fig. 1. Single tooth tool 

All the experiments were conducted dry, without 
application of coolant. The AE signal was monitored 
when the feed per tooth was below the tool edge radius 
(0.02 and 0.5 μm/tooth) and above the tool edge radius (2 
and 10 μm/tooth). For the up milling mode, the maximum 
chip thickness occurred at the exit of the cut and would 
theoretically be equal to the feed per tooth since the swept 
angle was kept constant at 90°. The depth of cut was set 
at 1 mm. This depth of cut was reported to provide  plane 
strain conditions and reduce the possibility of side spread 
of material [9]. Spindle speeds of 5000 and 15000 rpm 
were employed to maintain similar cutting velocity for 
both tools used. Fresh cutting edges were used, tests were 
repeated four times. 

2.1 AE signal acquisition 

AE signals were sampled using an Kistler 8152B1 AE 
sensor, passed through a Kistler 5125B coupler and then 
recorded to a Nicolet technologies Sigma 30 digital 
memory oscilloscope at a sampling rate of 2 MHz per 
channel. The raw AE signal was bandpass filtered, 50 
kHz to 1 MHz and then sent through a preamplifier at a 
gain of 20 dB to a data acquisition system. The AE r.m.s 
data were also acquired, from the band pass-filtered 
analogue signal, with an R.M.S. time constant of 0.12 ms. 
This is akin to a moving average, continously updating 
the R.M.S. value based on the most recent 0.12ms of raw 
AE output. To retain sufficient amount of information 
sampling data length of 128, 000 and 64,000 points were 
chosen for 6 mm and 2 mm diamter tool respectively. The 
sampled data length contained over five and eight spindle 
revolution periods with time spans of 0.064 s and 0.032 s 
respectively. 

3. Results and Discussions 

3.1 Uncut chip thickness below tool edge radius 

Fig. 2 shows the AE signal generated when machining at 
0.02 μm/tooth undeformed chip thickness for a fresh tool 
and a worn tool. The selected 0.02 μm/tooth feed per 
tooth is equivalent to 5% of the tool edge radius and 
hence much lower than the reported value of minimum 
chip thickness for the AISI 1045 workpiece material. Fig. 
2(a) shows that a fresh cutting tool generates large 
magnitude AE signatures and the sensor gets saturated in 
the initial 30° to 40° of the tool rotation. In Fig. 2(b), 
considerably lower magnitude of AE signal was observed 
with worn tool (0.09 mm maximum flank wear). 
 

  

 
Fig. 2. AE r.m.s signal generated at fz = 0.02 μm; ae = 1mm; n = 
15000 rpm; (a). Fresh tool, (b). Worn tool 

Additionally in Fig 2 the insert machined cross-sectional 
images demonstrate an obvious correlation of machined 

(a) Fresh tool 

(b) Worn tool 
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subsurface microstructure modification with the 
corresponding tool wear. AE signature variation as a 
function of microstructure modification was attributed to 
the damping rate of the tool/ workpiece system [23]. The 
increase in damping rate which, in turn, results in low AE 
amplitude for worn tools is reasonable since machined 
surface are tempered due to multiple thermal cycles from 
previous tool rotations. This shows that raw AE signal 
can be used to determine the influence of the micro 
cutting on the subsurface microstructure of the 
workpiece.   

Fig. 3 shows the AE r.m.s trends as a function of 
instantaneous undeformed chip thickness generated at 0.5 
µm/tooth undeformed chip thickness. While AE r.m.s 
value of the AE signals represents the enveloped curve of 
both continuous (lower amplitude high frequency signal 
generally associated with plastic deformation) and burst 
(high amplitude low frequency signal generally 
associated with fracture) events occurred during cutting 
process. Evidence of ductile tearing leading to material 
separation has been reported recently in micro cutting of 
Al 2024-T3 at 0.67, 1 and 1.33 undeformed chip 
thicknesses to tool edge ratios [24].  

 

 

 
Fig. 3. AE r.m.s signal generated at 0.5μm chip load; (a) ap = 1 μm; 
ae = 1mm; n = 15000 rpm, (b). ap = 1 μm; ae = 3mm; n = 5000 rpm 

One apparent question that can be raised is if the interface 
zone has a built-up edge (BUE) or not. Based on 
literature of machining of steel [25], BUE is observed 
only at lower cutting velocities (< 40 m/min). Moreover, 
BUE usually occurs over a region on the rake face much 
higher than the undeformed chip thickness. Therefore, for 
initial tool rotation a sudden increase in AE r.m.s value 
due to burst type signal can be linked to the chip 
initiation. It can be seen that the AE r.m.s follows similar 
trends in the initial 8° to 20° of subsequent tool rotations 
and this can be identified as a rubbing signature. The 
slight variation in the rubbing signature can be 
attributable to difference in the tool edge radius for 

different diameter tools used. Additionally, from the 
understanding of minimum chip thickness concept, 
material accumulation from previous passes can also 
cause variation in the chip initiation. The trends showed 
that the estimated value of minimum chip thickness lies 
between 24.7 to 35.5 percent of the tool edge radius. 
These results are in agreement with the value of 
minimum chip thickness available in the literature for 
steel workpiece material [3, 4]. 

The small waviness due to the burst component of the 
signal can be observed in AE r.m.s per tool revolution 
which reflects the workpiece material microstructure 
effects at micro scale. Since, axial depth of cut (ap) and 
radial depth of cut (ae) are set larger than the grain sizes 
of the both phases present in the AISI 1045 
microstructure, there is more than one grain being cut in 
each cutting pass. Ferrite which is more a ductile phase 
than pearlite is more affected by ploughing. Thus, cutting 
discontinuities between different phases and grain sizes 
that a micro tool is likely to encounter at an instant of tool 
rotation can account for variations in the AE r.m.s 
signature. Nevertheless, above minimum chip thickness 
trend of AE r.m.s for subsequent tool rotation is closer in 
the beginning but deviates as the tool approaches the exit 
angle (swept angle). This suggests that AE produced in 
ploughing dominated zone is significantly influenced by 
the damping rate associated with the each tool rotation. 
 

3.2 Uncut chip thickness above tool edge radius 

Figures 4 and 5 show the AE signals trends observed at 2 
and 10µm feed/tooth. Both trends depict less AE 
amplitude and deviation with respect to each other as 
compared to AE signal produced at 0.02 and 0.5 µm 
undeformed chip thickness. This shows that extruding 
and ploughing mechanisms are gradually lessened at 
undeformed chip thickness higher than the tool edge 
radius and presenting positive rake angle in the chip 
formation process. Therefore, a decrease in the AE 
amplitude can be seen in the both Fig 3.4 and 3.5.  

 

 
Fig. 4. AE r.m.s signal generated at 2μm chip load; ap = 1; ae = 3mm; 

n = 5000 rpm 

Fig. 6 shows the variations in surface residual stress 
measured by means of a PROTO x-ray diffraction. In 
both directions of the machined surface, large residual 
stresses were measured when material removal length 

(a)

(b)
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scale is in the order of tool edge radius or below. This 
provides evidence that material in the vicinity of the tool 
edge radius will be subjected to a large plastic 
deformation.  

 
Fig. 5. AE r.m.s signal generated at 10μm chip load; ap = 1 μm; ae = 
3mm; n = 5000 rpm 
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Fig. 6. Machined surface residual stress as a function of chip load 

4. Conclusions 

The close examination of AE r.m.s trends of a given tool-
workpiece interactions reveal that the value of minimum 
chip thickness can be estimated successfully through the 
identification of rubbing signature during micro milling 
process. The value of minimum chip thickness for 
AISI 1045 steel lies between 24.7 to 35.5 percent of the 
tool edge radius. The residual stresses increases with 
decrease in the undeformed chip thickness. AE has 
potential to  provide real-time process monitoring that can 
through light on machined subsurface microstructural 
change. 
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Extension of a Simple Predictive Model for Orthogonal Cutting to Include 
Flow below the Cutting Edge  
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Abstract. The authors describe the extension of a simple predictive 
model for orthogonal cutting to accommodate flow under the cutting 
edge. The model utilizes an upper bound approach combined with 
primary and secondary boundaries that guarantee both force and 
moment equilibrium of the chip. The calculated results are in 
general agreement with the experimental observations.  

Keywords: Metal Cutting Mechanics, Upper Bound, Edge Forces 

1.  Introduction 

The investigation of forces acting at the tool nose and on 
the flank of cutting tools has generated considerable 
interest; usually this has been motivated by an interest in 
the influence of detailed edge geometry or tool wear on 
the process. No matter how one visualizes the process it 
has to be admitted that a new surface is created and the 
stress system present at the edge must allow this to occur; 
the energy required in the fracture process at the tool 
edge has been investigated in detail by Atkins (2003 and 
2006). 

 Previous work addressing the analysis of worn, 
radiused or chamfered tools utilizing upper bounds and 
slip line fields has been demonstrated by Zhang et. al., 
(1991), Wardolf et al. (1997), and  Manjunathaiah and 
Endres (2000). Numerical approaches to the problem 
have been examined by Movahhedy et. al. (2002), and 
Long and Huang, (2005). In this paper the authors seek 
an approach which will have the capacity to predict the 
influence of the major variables without recourse to 
extensive numerical computation or the need for detailed 
constitutive equations.  An upper-bound method coupled 
with a simple predictive model developed by Yellowley 
(1987) is developed to analyze flow around and under the 
tool edge. The approach  guarantees chip force and 
moment equilibrium and incorporates a realistic 
elastic/plastic rake face contact situation. 
  

2. Upper Bound Solution 

Several authors have examined upper-bound models for 
orthogonal cutting De Chiffre (1977), and Rowe and 
Spick (1967). Perhaps the best-known approach which 
(essentially) results in an upper-bound is that due to 
Merchant (1945). In this paper, a new upper bound 
solution is proposed, the basic geometry of the model is 
shown in Figure 1 below. 
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Fig. 1. Proposed Upper Bound Solution for orthogonal cutting with 

chamfered tools 

In the model described above, the upper part of the 
field corresponds to that proposed by Yellowley (1987). 
Based on the force equilibrium and moment equilibrium, 
the relationship of R, L and φ is as follows, (see Figure 
2). 

 

tan(φ + βs − γ 2) = (1+ π 2 − 2φ) − (R L)
1− (1+ π 2 − 2φ)(R L)

         (1) 
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and based upon the moment equilibrium of the chip 
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Fig. 2. Force Equilibrium 

Where k is the shear yield stress of work material, βs is 
the angle of friction in elastic contact zone on the rake 
face, FN and z are the normal component of force acting 
upon elastic region of the rake face contact and distance 
between the plastic point B and FN respectively, as shown 
in Figure 3. 
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Fig. 3. Moment equilibrium of chip 

Assuming a normal stress distribution in the elastic zone 
of the form 

nxconst ⋅=σ                                        (3) 

where x is the distance from the end of the chip-tool 
contact. Then Eqn. (2) can be rewritten as 

[ ] 0)/(1)22/1()2/()/(
2
1 2
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N φπ
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     (4) 

Where σB is the normal stress at point B. 
Based on the proposed Upper Bound solution, the 
geometry can be defined as follows: 

)cos( 1γchmfcf La =                        (5) 

)/(tan),/(
)cos(cos)/(sin

1
2

0

RLLRLR
LR

hL

−=⋅=

−⋅+
=

λ
φγφ               (6) 

φsin01 ⋅−= Lha                          (7) 

 
λsin

,, LLRLLL AGCGAC ===                    (8) 

2

0

cos
sincos

γ
φφ ⋅−+−⋅

=
LhaR

L cf
FG

               (9) 

( )εφπδ
γφ

γφε +−=⎥
⎦

⎤
⎢
⎣

⎡
−⋅−

−⋅
= − 2/,

)cos(
)sin(

tan
2

21

FG

FG

LR
L     (10) 

1

212

sin
,

sin
)sin(

φε
γφ aaL

L
L CD

FG
CF

+
=

−⋅
=         (11) 

 
In previous slip-line analyses, the angle η is usually 
assumed equal to the friction angle. Here the final value 
of η is determined directly within the upper-bound 
optimization. The angle η is given as 
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and the angle ξ is given as 
 

ξ = tan−1 (a1 + a2) ⋅ cot(φ1) − LCF ⋅ cosδ
acf + a2
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Finally the lengths of FD, BG and EF are given by 
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3. Optimization 

Having obtained the geometry of slip-line field and the 
magnitudes of velocity discontinuities from the 
associated hodograph, power consumption PT can be 
calculated. 
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Where w is the width of cut and Ff is the “elastic friction 
force” acting on the tool-chip interface. 

The solution to the upper bound is purposely 
constrained by force and moment equilibrium of the chip; 
this also speeds the optimization process. For each elastic 
coefficient of friction the shear angle is incremented and 
the values of R and L determined from the model, this 
continues until moment equlibrium is satisfied. There is 
then a unique solution to the upper part of the field for 
each elastic coefficient of friction, the energy 
minimization in essence determines only the position of 
point D in Figure 1.  

4. Force Prediction 

The calculation of edge forces or the estimation of stress 
distributions in the region of the cutting edge is made 
extremely difficult by the high stress, strain and 
temperature gradients in the region. The authors here 
attempt to circumvent some of these problems by using 
the upper bound method to look at average values over 
the elements adjacent to the cutting edge and using 
overall force equilibrium as the means to move from the 
chip side of the field, (where we have some idea of stress 
state) to the work side where we have little. This is 
achieved by equating the forces in the direction of 
relative velocity with that resulting from the upper bound. 
It is assumed that the rake face components will not be 
changed as chamfer geometry changes, (it is 
demonstrated that this influence is small). It should be 
realized that this technique only produces interesting 
results for chamfers that have large negative rake but do 
not approach 90 degree. The shear stresses acting upon 
the chamfer and the plastic rake face contact regions are 
considered equal.  The forces acting upon the rake face 
are assumed equal to those from Yellowley’s model. 
 

4.1 Optimized Slip-Line Fields 

Having assumed that the chamfer length does not 
influence stresses on the rake face, it is instructive to 
examine the shape of the flow zones as chamfer width is 
increased. The typical influence of chamfer length is 
indicated in Figure 4 where large chamfers exhibit a 
lower boundary that is almost parallel to the incoming 
velocity, (indicating an almost stagnant zone) and an 
apparent increase in the curvature of the leading 
boundary of the shear plane. The latter suggests an 
increasing hydrostatic stress at the tool edge. The 
methodology used by the authors to calculate forces on 
the chamfer is relatively robust in terms of the potential 
influence of varying slip line curvature. To demonstrate 
this, the authors show the expected normal stress levels 
on the chamfer calculated assuming that the leading slip 
line intersects the rake face either at right angles or in the 
extreme case at the angle of intersection of CF and the 

rake face. Figure 5 shows that there is remarkably little 
influence between these extremes. 

 

(a) Lchmf/h0=0.1 
 

( b) Lchmf/h0=0.5 

Fig. 4. Upper Bound Solutions for the case of γ1=700, γ2=00, βs=400 
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Fig. 6. Cutting and Thrust Force Comparison 
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4.2 Comparison with Data from Recent Experiments 

Here the authors briefly compare the force predictions 
from the model with recent experimental data. The first 
series of experiments was conducted by Smithy et al. 
(2001). The test material is 4130 steel with cutting width 
w=3 mm and uncut chip thickness of 0.2 mm. The yield 
shear stress at these cutting conditions is k=585.1 MPa, 
and the rake angle is 50. The model parameters are 
γ1=850, γ2=50, and βs=420. Figure 6 shows the comparison 
of the predicted cutting forces with the experimental 
results. 

The second set of experiments concern the cutting of 
a 0.2% carbon steel using a tool with a 0.1 mm radius 
tool edge and were reported by Kim et al., (1999). In 
order to characterize the edge radius the authors have 
followed the approach suggested by Manjunathaiah and 
Endres, (2000), as shown in Figure 7, the actual critical 
angle chosen at point (F) is 300. The comparison between 
experiment and FEM results from the previous work and 
the predictions from this simplified model are shown in 
Figure 8. 
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Fig. 7. Radiused Cutting Edge Model 
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5. Conclusions 

 A simple predictive model has been developed for the 
prediction of forces acting on worn and radiused edge 
tools. The model does not need extensive calibration, the 
only unknown parameter in the basic model being the 
elastic coefficient of friction in the sliding region of the 
rake face. (The calculation of forces requires the mean 
shear yield stress to be estimated). The predicted results 
are in good agreement with experimental results and 
FEM simulations. The results show that the stress on the 
wear land increases as the wear land increase in length. It 
is also confirmed that the ratio of FT/FC can be used as a 
sensitive indicator of tool wear..  
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Abstract. Carbon fiber reinforced plastics (CFRP) have desirable 
properties such as high strength-to-weight ratio, high stiffness-to-
weight ratio, high corrosion resistance, and low thermal expansion. 
Due to these properties, they are suitable for use as structural 
components in aerospace applications. Although components made 
from CFRP are produced near net shape, additional machining 
operations such as drilling, milling, and trimming are required to 
satisfy final design requirements. Machining CFRP laminates is 
quite difficult due to the extremely abrasive nature of the carbon 
fibers and low thermal conductivity of CFRP. For this reason 
advanced cutting tools such as diamond coated carbides and 
polycrystalline diamond cutting tools are usually employed during 
machining of CFRP laminates. It is a challenge for manufacturers to 
machine CFRP materials without causing any damage to the work 
part (e.g. delamination) while considering the economics of the 
process. The objective of this study is to investigate through an 
experimental approach the wear behavior of diamond coated carbide 
cutting tools during drilling of woven fabric type CFRP laminates as 
a function of operational parameters.   

Keywords: Machining, Drilling, Carbon Fiber Reinforced Polymers 

1. Introduction 

Lightweight, durable, and corrosion resistant, carbon 
fiber reinforced plastics (CFRP) have been increasingly 
used in the aerospace industry to build more reliable and 
fuel efficient air vehicles. Although composite parts are 
manufactured near net shape, some additional machining 
operations such as drilling and milling may be required to 
meet final design specifications. Drilling is the most 
common machining process applied to composite 
laminates and is the subject of this study. While drilling 
CFRP laminates, cutting tools rapidly wear out due to the 
highly abrasive nature of the carbon fibers and the low 
thermal conductivity of CFRP. The heat generated during 
drilling is localized at the cutting tool edge, thereby 
causing rapid tool wear. Delamination is a crucial 
problem when drilling CFRP laminates, since it decreases 
the load carrying capability of the composites by 
separating the plies. Delamination is the most important 

measure of quality of the drilled hole and is closely 
controlled during machining.  

In the literature, studies on machining CFRP are 
limited compared with metals; however, the number of 
studies on machining CFRP laminates has significantly 
increased in recent years due to the increasing usage of 
this material in the aerospace industry. Koplev [1] 
conducted experimental studies on the orthogonal 
machining of unidirectional CFRP composites and 
reported the significance of fiber orientation on the chip 
formation mechanism. It was observed that the brittle 
fracture is the main cause of chip formation. Caprino et 
al. [2] also investigated the orthogonal machining of uni-
directional CFRP and showed that tool forces are mainly 
due to the contact between work material and the flank 
face of the tool. Venu Gopola Rao et al. [3] developed 
two dimensional finite element models to simulate chip 
formation during machining of CFRP. They were able to 
show chip formation via finite element simulation, and 
their findings support the influence of brittle fracture 
during chip formation. Lasri et al. [4] also developed a 
finite element model and identified different modes of 
failure during chip formation. They calculated sub surface 
damage as a function of cutting conditions. Santiuste et 
al. [5] showed through a finite element model that CFRP 
composites experience less sub surface damage than glass 
fiber reinforced plastics under the same cutting 
conditions. Hocheng and Dharan [6] presented an 
analytical model to predict critical thrust force beyond 
which delamination occurs. Zhang et al. [7] also 
developed an analytical cutting model for the orthogonal 
machining of CFRP laminates to predict cutting forces. 
On the other hand, experimental studies have been 
pursued for better understanding of the relationships 
between process inputs such as machining parameters, 
tool geometry and process outputs such as cutting forces, 
torque, tool wear and drilled hole quality. In an extensive 
experimental study, Chen [8] conducted tests to reveal the 
relationship between machining parameters and 
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delamination. A linear relationship between thrust force 
and delamination when drilling uni-directional CFRP 
composite laminates was observed. In addition, multi 
directional CFRP laminates are found to be more 
favorable than unidirectional laminates in terms of 
delamination. It was observed that delamination increases 
with increasing flank wear. Tsao and Hocheng [9] 
reported the positive influence of using backup plates on 
delamination, allowing higher feed rates during drilling. 
Piquet et al. [10] analyzed the effects of drilling tool 
geometry on the hole quality without using a backup 
plate. They reported that it is necessary to pre-drill in 
order to neutralize the chisel edge effect, and the hole 
quality can be further improved by applying a variable 
feed rate while machining. Dharan and Won [11] 
proposed an intelligent control scheme based on an 
experimental model of the thrust force and torque as a 
function of cutting parameters. Delamination was 
detected through force calculations and sensor feedback 
and machining parameters were adjusted to obtain 
delamination-free holes. Tsao [12] used the Taguchi 
method to study the relationship between machining 
parameters and delamination. A small feed rate was 
shown to produce low thrust force, thereby decreasing 
delamination. Shyha et al. [13] investigated the effect of 
drill geometry and operating parameters when drilling 
small diameter holes. They found that drill geometry and 
feed rate are the two main factors affecting tool life. They 
found that an uncoated carbide stepped drill with 140º 
point angle yielded the best tool life performance. Rawat 
and Attia [14] utilized the “machinability maps” approach 
to select cutting conditions when drilling woven fabric 
composites. In their approach, delamination level, hole 
diameter error, hole circularity error, and surface 
roughness inside the hole were all considered as process 
outputs dependent on spindle speed and feed rate. They 
concluded that high cutting speeds lower the thrust force 
due to thermal softening. Faraz et al. [15] studied the 
wear behavior of uncoated and coated carbide cutting 
tools while machining fabric woven CFRP composite 
laminates under dry cutting conditions. They showed that 
when worn out, the cutting edge assumes a rounded shape 
that hinders its ability to cut the material effectively. They 
also observed a linear relationship between edge rounding 
and cutting forces. Recently, Iliescu et al. [16] proposed a 
tool wear model based on the thrust force and machining 
parameters for CFRP. They concluded that while carbide 
cutting tools represent tool wear behaviour according to 
power law, diamond coated cutting tools exhibit a linear 
relationship at the beginning but power law function at 
the end. They recommend using cutting tools having 125-
130º point angle and diamond coating. They calculated 
optimum cutting speed for diamond coated cutting tools 
as 170 m/min and feed as 0.05 mm/rev. Literature 
reviews on machining composites given by Teti [17] and 
Abrao [18] emphasize the importance of developing 
better tool geometries and machining strategies. 
 

In this study, diamond coated carbide tools are tested 
on fabric woven CFRP laminates through experimental 
analysis. The diamond coating is grown on the surface of 
the cutting tool through chemical vapor deposition 
methods where hydrogen and a gas containing carbon are 
mixed inside a chamber at very high temperatures. The 
thickness of the coating and size of diamond particles are 
shown to be important in terms of tool performance. 
Diamond coating can be applied to wide range of drill 
geometries; however, the coating thickness increases the 
cutting tool edge radius, which is not desirable when 
machining CFRP laminates.  

2. Experimentation 

Experimental studies were conducted on a Dörries 
Scharmann Technologies 5-axis precision machining 
center with maximum 24,000 rpm rotational speed. The 
CFRP material used in the study was epoxy impregnated 
graphite fabric that had 50% carbon fiber content and 
cured ply thickness of 0.33 mm. Its tensile strength is 520 
MPa, elasticity modulus in tension is 52 GPa and density 
is 1.485 gr/cm3. The CFRP plate had a square shape with 
edge dimensions of 920 mm and thickness of 10 mm. The 
test setup is shown in Fig 1. A plate made out of 
aluminum was used as a backing plate. The thrust force 
and torque during drilling were measured by a Kistler 
9123 rotating dynamometer and its charge amplifier. The 
cutting force data were collected through a data 
acquisition system and processed on a personal computer. 
Diamond coated carbide (Seco Tools) tools having 6.35 
mm diameter were used in the experiments.  
 

 
Fig. 1. Test setup 

Diamond coated carbide (DCC) cutting tools employed in 
this study have diamond coating thickness of 10 µm and 
twist drill geometry with double point angle of 128 and 
152º. The tool profile of DCC cutting tools is shown in 
Fig. 2. 
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Fig. 2. Tool profile of diamond coated carbide cutting tool 

 
The experimental cutting conditions used in this study are 
listed in Table 1. The cutting speed and feed levels were 
selected so that a wide range of cutting conditions were 
covered during the experiments. All experiments were 
conducted under wet machining conditions.  

Table 1. Experimental test conditions 

Exp. N (rpm) f (µm/rev) fr (mm/min) 

1 15,000 75 1125 

2 15,000 225 3375 

3 5,000 225 1125 

4 5,000 75 375 

3. Results 

The experiments were conducted based on the number of 
drilled holes. The experiments were stopped after drilling 
a certain number of holes and the resulting tool wear and 
hole quality were observed.  

Diamond coatings on carbide tools are known to have 
difficulty in adhering to the carbide substrate. Fig 3 
reveals the wear zone at the flank face of the tool after 
drilling 1728 holes for each experimental case, and the 
same problem was observed in all of them. Fracture of 
the diamond coating is more severe on the flank face than 
the rake face of the tool. The smallest fracture area on the 
diamond coating was observed at experimental case #2 
where a large feed rate was taken (Fig 3b) at high cutting 
speed. This experimental case also corresponds to the 
shortest duration of cut. Experimental case #4 with the 
lowest feed rate yielded the worst experimental 
performance in terms of diamond coating fracture zone 
area and resulted in delamination problems at the exit of 
the hole due to excessive edge rounding and ineffective 
cutting performance. Even though diamond coatings were 
significantly fractured, for experimental cases # 1 and 2 
there was no significant delamination at the exit of the 
holes. This is probably due to the edge radius of the 
carbide substrate, which is still intact. Fig 4 shows 
pictures of the drilled holes and Fig 5 reveals the detailed 
SEM picture of the fracture zone on the cutting tool used 
in Exp #4. The length of the fracture is about 1 mm. 

 

 
a 

 
b 

 
c 

 
d 

Fig. 3. SEM images of the flank face of DCC cutting tools  
a) N=15000 rpm, f=75 µm/rev, b) N=15000 rpm, f=225 µm/rev,  
c) N=5000 rpm, f=225 µm/rev, d) N=5000 rpm, f=75 µm/rev 
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Fig. 4. Photos of the exit of the drilled holes, a) Experimental 
case #1, b) Experimental case #2, c) Experimental case #3,  
d) Experimental case #4 
 

 
Fig. 5. Detailed view of the fracture zone of the cutting tool used in 
Experiment #4 
 

4. Conclusions 

In this study, drilling of CFRP laminates was studied and 
the wear and fracture behaviour of diamond coated 
cutting tools was observed. It is found that a high feed 
rate results in less damage on the diamond coating after 
drilling equal number of holes due to short cutting time. 
The fracture on the diamond coating initiates from two 
locations: the edge of the clearance face of the tool at the 
end of the cutting edge at high feeds and from the tip of 
the tool at low feeds. The fracture then expands away 
from these points. As a result, the edge of the carbide 
substrate is exposed and rounded which hinders it 
performance. 
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Abstract. Coated carbide milling inserts are very widely used in 
modern metal cutting. Affected by interaction such as thermo-
mechanical coupling, the cutting process of coated carbide milling 
inserts with 3D groove is rather complicated. In this paper, a 
measurement system of transient cutting temperature is developed 
by both non-contacting and contacting methods. Based on the 
comparative cutting experiment of three coated carbide inserts with 
different shapes of 3D grooves, the influence of the shape of the 3D 
grooves on cutting temperature is analyzed. The distribution of 
cutting heat ratio among chips, workpiece and insert is 
quantitatively determined through the method that combines 
conduction model and the experimental data. The results show that 
the distribution of cutting temperature and heat can be improved by 
proper design of the 3D groove and the cutting deterioration can be 
lowered.  

Key words: Coated carbide milling inserts, 3D groove, Cutting heat 
distribution 

1. Introduction 

Coated carbide milling inserts are very widely used in 
modern metal cutting. Affected by interactions such as 
thermo-mechanical coupling, the cutting process of 
coated carbide milling inserts with 3D grooves are rather 
complicated. Cutting temperature is the major subject of 
interest in the metal cutting process as the heat generated 
has a great influence on the life time and surface integrity 
of the tool [1]. Schmidt and Roubik [2] showed 
quantitatively for the first time that much of the heat 
generated in cutting was carried out by the chips (~70%-
80%) with 10% entering the workpiece, and the 
remainder going into the tool. Malkin [3] conducted a 
similar calorimetric study of the grinding process and 
showed that the major part of the heat generated in 
grinding is conducted into the workpiece (~80%) and 
only a small fraction is carried away by the chips and the 
abrasive grains of the grinding wheel. Research results 
by Stephenson and Ali [4] on intermittent cutting has 
shown that temperature depends primarily on the cutting 

time and non-cutting time for each cut. In the past few 
years, several methods have been developed for the 
measurement of temperature in manufacturing processes, 
such as thermocouples, infrared radiation (IR), 
metallographic methods, FEM etc. Kusters determined 
the entire temperature field with more than 400 
thermocouples [5]. Wang et al. [6] used the IR method to 
study the temperature effects in curled chip formation 
when cutting a low carbon steel. Recent research 
concerning heat partition was conducted by Akbar et al. 
[7]. 

The temperature distribution can provide critical data 
and reference for research of insert damage and groove 
optimization. Previous research focused mostly on the 
temperature of rake face and tool-chip interface. 
However, to the best of our knowledge, the influence of 
the groove on the temperature and heat distribution of the 
tool, workpiece and chips has not yet been studied. In 
this paper, milling experiments were carried out to study 
quantitatively the cutting forces and temperature 
distribution among the chips, workpiece and tool for the 
three types of inserts with different groove shape. 

2. Experiments 

2.1 Milling inserts and workpiece 

Three different types of coated carbide milling inserts are 
chosen for the experiments (see Fig. 1). Inserts B and C 
have 3D grooves while A has not. Inserts A and C are 
TiN coated with PVD. Insert B is also coated with PVD. 
Table 1 shows the geometric parameters of the three 
types of milling inserts shown in Fig. 1.  
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Fig. 1. Three types of milling inserts 

Table 1. Geometric parameters of the three types of milling 
inserts shown in Fig. 1 

Insert Rake 

angle 

Insert 

diameter(mm) 

A 0° 12.00 

B 11° 15.87 

C 9° 12.00 

 
The workpiece is an AISI 1045 steel block with a length 
of 150 mm, height of 50 mm and width of 50 mm (see 
Fig. 3). The workpiece material has a hardness value of 
30 HRC.  

2.2 Experimental equipments 

A transient temperature measurement system was set up 
(see Fig. 2). The surface temperature of tools and chips 
are measured using a Thermo Tracer TH7102WX 
infrared thermal imager. Workpiece temperature is 
measured using copper–constantan thermocouples. The 
experimental voltage data is collected using an 
AgilentTM34970A dynamic data acquisition system.  
 

  
Fig. 2. Schematic drawing of milling temperature  

measurement system 

Fig. 3 shows the arrangement of nine thermocouples 
embedded in the workpiece. The cutting forces were 
measured using a KistlerTM9227 dynamometer. Fig. 4 
shows the experimental process. 
 

 
Fig. 3. Arrangement of thermocouples embedded in the workpiece 

 
Fig. 4. Experimental process 

2.3 Experimental method 

The cutting tests are carried out on a XK6325B/6 NC 
milling machine. To better understand the differences 
between the three types of inserts, only one insert is 
mounted on the cutting body during each test. The 
cutting parameters are as follows: cutting speed Vc is 
80m/min, feed rate fz is 0.12 mm/rev, cutting depth ap is 
1mm, cutting width ae is 50 mm. 

3. Results and analyses 

3.1 Calculation of total cutting heat  

For each type of the insert, five groups of steady cutting 
force data are collected. We calculate the total work W 
according to the work per cut. 

Total work is expressed as: 

1 1
( cos sin )

n n

i i
i i

lW Fci Vc t c t
fz

Fx Fy Vψ ψ
= =

= ⋅ ⋅ = ⋅⋅ + ⋅∑ ∑      (1) 

where Fx and Fy are cutting forces measured by 
dynamometer, ψi is the contact angle(between Fc and Fx), 
VC is cutting speed, l is cutting length, n is sampling 
number per cut and t is sampling period. 

Total work W is equal to the total cutting heat 
generated in the cutting process, that is to say, the total 
heat Q conducted to workpiece, tool, chips and air.  

3.2 Calculation of cutting heat conducted to chips 

The temperature of a chip surface is measured using an 
infrared thermal imager and then the average rise of 
temperature Δt obtained. It is assumed that the initial  
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temperature of the chips is equals to the room 
temperature and the workpiece material density, specific 
heat capacity and emissivity are constant, no heavy oxide 
layer is formed during the cutting [8]. Workpiece 
emissivity is 0.12 [9]. The cutting heat conducted to 
chips Qc can be calculated using the following equation: 

      cQ m c t= × × Δ             (2) 

where m is the weight of the chips, c is specific heat 
capacity (J/kgK), Δt is the difference between the 
maximum temperature of the chips in the cutting area 
and the initial temperature of the chips. 
 

3.3 Calculation of cutting heat conducted to the 
workpiece 

Heat source method is an effective way to determine the 
heat conduction and distribution. We regard the insert as 
a line heat source [10] which conveys the temperature 
into the workpiece. In this experiment, cutting time is 
only 0.035 s per cut. We use the moving heat source 
model equation (1.3) which is usually used in vertical 
milling to calculate the heat conducted to the workpiece: 

2
2

0
exp( ) exp( )

2 2 4
q xv dw uw

a w w
θ

πλ
∞

= − − −∫         (3) 

where θ is workpiece temperature, v is the speed of 
moving heat source, q2 is the density of heat source 
(J/ms)，λ is the thermal conductivity (W/mK), a is the 
thermal diffusivity(m2/s), 2

4
vw

a
= and 2 2

2
vu x z
a

= + . 

x and z are the coordinates of thermocouples embedded 

in the workpiece. 

The rise of the steady temperature is collected to 
calculate the heat source density q2. The cutting heat 
conducted to workpiece Qw is calculated with the 
following equation: 

                Qw=q2tl                                          (4)                                 
 where t is the total cutting time and l is the length of heat 

source. 

3.4 Calculation of cutting heat distribution 

In dry cutting, the cutting heat conducted to other 
medium can be omitted as it is less than 1% [11]. We get 
the cutting heat distribution among the workpiece(Qw), 
tool(Qt), chips(Qc) and air(Qa). (see Table 2). 
 
 
 
 

Table 2. The calculated cutting heat distribution 

Insert Q(J)  Qc(J)  Qw(J)  Qt(J) 

A 27329.9 18852.9 4606.7 3870.3 

B 19932.6 15734.7 3021.6 1176.3 

C 18247.1 13121.8 3747.6 1377.7 

Fig. 5 shows the heat distribution ratio among chips, 
workpiece and tool. 

 

Fig. 5. Heat distribution ratio among chips, workpiece and tool 

For the three types of the inserts, the majority of the 
cutting heat is conducted to the chips and the heat 
conducted to the workpiece is usually more than it 
conducted to the tool. Insert B and C with 3D grooves 
generate less heat than the insert A and chips produced 
by insert B and C usually take more heat away. The 
reason can be expressed as follows: first of all, insert B 
and C both have a positive rake angle, which generates 
less elastic and plastic deformation; second, 3D grooves 
can reduce the contact area between chips and rake face, 
thereby reducing adhesion friction; third, Plastic 
deformation happens continuously when chips slide on 
the 3D groove, which enlarges the shear zone. The insert 
B has the most complex 3D grooves and has the largest 
shear zone. 

3.5 Workpiece temperature measured with 
thermocouples 

Fig. 6 shows the workpiece temperature measured by 
thermocouples. At the beginning of the milling process 
(30~55 s), temperature rises quickly for all the three 
types of inserts. When in the steady state of the milling 
process (75~95 s), temperature of the insert A keeps 
rising, while temperature of the insert C falls quickly 
temperature of the insert B keeps constant at about 35 oC. 
As we can see, 3D groove of insert B is more complex 
than that of insert C. For insert B, more heat is conducted 
to chips than workpiece. 
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Fig. 6. Workpiece temperature measured by thermocouples 
(Thermocouples No.1~5, 1.5 mm below the milling surface) 

4. Conclusion 

In conclusion, we can see that the most significant part of 
the cutting heat is conducted into the chips and 3D 
grooves can be used to increase the percentage of the 
heat carried away by the chips and reduce the cutting 
temperature as they can reduce the contact area between 
chips and rake face of milling insert, thus reducing the 
adhesion friction. The more complex the grooves are, the 
more cutting heat the chips take away. Meanwhile, the 
cutting deterioration can be lowered. 
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Abstract. This paper presents a model developed  for the prediction 
of surface roughness based on in-process monitoring of  turning of 
plain carbon steel (S45C) with the coated carbide tool under various 
cutting conditions. It   uses a response surface analysis with the Box-
Behnken design based on the experimental results. The in-process 
cutting force and cutting temperature are measured to analyze their 
relationship with  the surface roughness and the cutting conditions. 
A tool dynamometer and an infrared pyrometer were employed and 
installed on the turret of CNC turning machine to measure the in-
process cutting forces and cutting temperatures. Models of cutting 
force ratio and cutting temperature were developed based on the 
experimental data. The optimum cutting condition is determined 
referring to the minimum surface roughness of the reponse surface 
plot, which is obtained from the surface roughness model. The 
experimental results show that the cutting temperature increases 
with an increase in cutting speed. The higher cutting speed gives the 
better surface roughness. The feed rate is the most significant factor 
which affects the surface roughness, while a small depth of cut helps 
to improve the surface roughness.The effectiveness of the surface 
roughness prediction model has been proved by utilizing an analysis 
of variance (ANOVA) at 95% confidence level. The minimum 
surface roughness can be obtained with the optimum cutting 
conditions from the surface roughness model developed. 

Keywords: CNC Turning, Box-Behnken design, Surface roughness, 
Infrared pyrometer, Cutting force 

1. Introduction 

Steels such as S45C are most popularly used for  
mechanical parts. Turning is one of the important cutting 
processes, which is used to cut these materials in order to 
obtain the required geometrical shapes. 

However, surface roughness cannot be measured while 
cutting, and, the same time, there are many factors which 
affect the surface roughness of the machined parts. 

It is known that the cutting conditions such as the feed 
rate, the cutting speed and the depth of cut affect the 
surface roughness [1]. It is desirable to know the relations 
of them and the surface roughness. Hence, these cutting 

parameters are included in the model to predict the 
surface roughness. 

It is already known that a force sensor is able to generate 
a signal corresponding to the surface roughness [2]. The feed 
force is most sensitive to the surface roughness while the 
main force is affected by the cutting conditions. The main 
force and the feed force are adopted to examine the surface 
roughness during the cutting. This involves normalizing and 
making the cutting forces dimensionless by taking the ratio 
of the corresponding time records of the feed force Fy to the 
main force Fz. The cutting force ratio (Fy/Fz) is the important 
factor to analyze the in-process surface roughness even 
though the cutting conditions are changed. 

The aim of this research is to develop a model for the 
prediction of surface roughness based on experimental data 
by using the response surface analysis with the Box-
Behnken design in order to determine the optimum cutting 
conditions to obtain the minimum surface roughness [3-5]. A 
model using the cutting force ratio and cutting temperature 
has been developed based on the experimental data in order 
to check the relations of the cutting conditions and the 
surface roughness. 

2. In-process monitoring of cutting forces and 
cutting temperatures 

The in-process monitoring of cutting forces is used to 
examine the effects of the cutting conditions on the 
surface roughness. The in-process cutting forces are 
monitored during the cutting by employing a 
dynamometer.   
An infrared pyrometer is used to measure the in-process 
cutting temperature during the cutting. The in-process 
cutting temperature and cutting forces are then utilized to 
build a model relating the in-process cutting force, cutting 
temperature and surface roughness together with the 
cutting conditions.  
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3. Models of surface roughness, cutting force 
ratio and cutting temperature 

The second-order response model is normally used when 
the response function is not known or nonlinear [3-5]. 
Hence, the functional relations between the responses, 
which are the surface roughness (Ra), the cutting force 
ratio (Fy/Fz), and the cutting temperature (T), in the 
turning process and the investigated independent 
variables, which are the cutting speed (v), the feed rate 
(f), and the depth of cut (d) can be represented by the 
following equations : 

Ra = β0 + β1(v) + β2(f) + β3(d) + β4(v2) + β5(f2) + β6(d2) 
+ β7(vf) + β8(vd) + β9(fd)       (1.1) 

T = β10 + β11(v) + β12(f) + β13(d) + β14(v2) + β15(f2) + 
β16(d)2 + β17(vf) + β18(vd) + β19(fd)   (1.2) 

Fy/Fz = β20 + β21(v) + β22(f) + β23(d) + β24(v2) + 
β25(f2) + β26(d2) + β27(vf) + β28(vd) + β29(fd) (1.3) 

The values of β coefficients used in these equations can 
be obtained by using the Box-Behnken technique. The 
analysis of variance (ANOVA) is utilized to prove the 
effect of the cutting parameters at 95% confident level. 

4. Experimental cutting conditions and 
procedures 

A series of cutting experiments were carried out in order 
to obtain the values of β coefficients in the equations 
(1.1) to (1.3). The cutting tests were conducted on a 
commercially available small CNC turning machine as 
shown in Figure 1. The tool dynamometer and the 
infrared pyrometer are shown installed on the turret of 
CNC turning machine in order to measure the in-process 
cutting force and the in-process cutting temperature, 
respectively. 

 

Fig. 1. Illustration of experimental setup 

Fig. 2. Box-Benhken design for three variables 

Plain carbon steel (S45C) was adopted in the cutting 
experiments and the cutting tool was coated carbide 
KC9110 [6]. 

The design of experiments (DOE) has an effect on the 
number of experiments required. Hence, the Box-
Benhken design consisting of 15 experiments was used in 
the experiments for the three variables as shown in Figure 
2. The Box-Behnken design provides three levels which 
are low, center, and high for each independent variable as 
shown in Table 1  

Table 1 Levels of independent variables of the cutting condition 
parameters 

Levels Coding Cutting 
speed, v 
(m/min) 

Feed 
rate, f 

(mm/rev) 

Depth of 
cut, d 
(mm) 

Low -1 150 0.15 0.50 
Center 0 250 0.175 0.75 
High +1 350 0.20 1.00 

5. Experimental resuls and discussion  

5.1 Response Surface Analysis 

According to the experimentally obtained results, the 
second-order response model representing the surface 
roughness (Ra) can be expressed by the following equation: 

Ra = 10.304 - 0.013v - 147.417f + 8.036d - 
0.000016v2 + 525.4f2 - 1.697d2 + 0.1253vf + 
0.0022vd - 33.056fd   (1.4) 

By following in the same manner, the second-order 
response functions of the cutting temperature and the 
cutting force ratio can be expressed by the following 
equations: 

Dynamometer  

Work piece  

Cutting tool 

Pyrometer

Fy  
Fx

Fz
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T = -3.21875 + 0.2075v + 3640f + 278d - 0.000113v2 

- 7400f2 - 174d2 - 0.90vf + 0.18vd - 480fd  (1.5) 

(Fy/ Fz) = 3.371 - 0.00383v - 22.652f + 0.6935d + 
0.000031v2 + 47.27f2 + 0.2498d2 + 0.01199vf + 
0.000166vd + 2.2616fd  (1.6) 

Table 2 ANOVA table for the second-order response function of the 
surface roughness 

Source DF Seq SS Adj MS F P 

Regression 9 11.0021 11.0021 26.13 0.001 

Residual 
Error 

5 0.2340 0.2340   

Lack of fit 3 0.2053 0.2053 4.77 0.178 
 

The results of ANOVA for the second-order response 
function of the surface roughness is shown in Table 2. 
The P-value is less than 0.05, and hence the surface 
roughness model developed is quite adequate. It is 
understood that the cutting speed, the feed rate, and the 
depth of cut have the most significant effect on the 
surface roughness. Moreover, the lack of fit test is 0.178 
which means that there is no lack of fit according to the 
significant level of 95%.  

Figure 3 shows the response surface plot of the 
predicted surface roughness (Ra) as a function of the 
cutting speed and the feed rate at the depth of cut of 
0.5 mm from equation (1.4). The figure clearly shows 
that the surface roughness increases mainly with an 
increase in the feed rate. 

 

  

Fig. 3. Surface plot of predicted surface roughness versus cutting 
speed and feed rate at the depth of cut of 0.5 mm 

A response optimization was performed to check the 
optimum cutting condition for the minimum surface 
roughness as shown in Figure 4. The surface roughness 
decreases while the cutting speed increases. The minimum 
surface roughness can be obtained at the high level of the 
cutting speed, and at the low levels of the feed rate and the 
depth of cut respectively. Referring to the minimum surface 
roughness, the experimentally obtained optimum cutting 

condition is the cutting speed of 350 m/min at the feed rate 
of 0.15 mm/rev, and the depth of cut of 0.5 mm. 

 

 
Fig. 4. The optimization chart for minimum surface roughness for 

cutting plain carbon steel by using a coated carbide tool 

A better surface roughness is obtained when the 
cutting speed is high enough to avoid the built-up edge 
[2]. The other reason is the work material becomes softer 
and easy to cut due to the higher cutting temperature 
which leads to a low cutting force ratio at the greater 
cutting speed as shown in Figure 4. 

An increase in the feed rate results in an increment of 
the surface roughness which corresponds to the 
theoretical surface roughness as shown in Figure 4.  

The better surface finish is obtained at the small depth 
of cut of 0.5 mm as shown in Figure 4.  The larger depth 
of cut causes the higher cutting force which results in the 
higher surface roughness. It is concluded that the surface 
roughness can be improved by cutting with the small 
depth of cut. 

5.2 Verification of the models 

Additional cutting tests were conducted in order to verify 
the optimum cutting condition and the models of the 
surface roughness prediction, the cutting force ratio and 
the cutting temperature.  
 

 
Fig. 5. Illustration of the measured Ra and the predicted Ra 

 

Surface Plot of Ra versus Feed rate and Cutting speed 

Depth of 
cut 0.5mm
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Figure 5 shows that the experimentally measured 
surface roughness is close to the surface roughness 
predicted obtained from equation (1.4). It is concluded 
that the surface roughness model developed can be 
effectively used to predict the surface roughness under 
various cutting conditions. 

Figure 6 shows the experimentally measured cutting 
temperature and the predicted temperature obtained from 
equation (1.5). It is implied that the experimentally 
obtained model of the cutting temperature can be used to 
estimate the in-process cutting temperature, cutting force 
and surface roughness even though the cutting conditions 
are changed. 

 

 
Fig. 6. Illustration of the measured T and the predicted T 

 
Fig. 7. Illustration of the measured Fy /FZ and the predicted Fy /FZ  

The experimentally measured cutting force ratio is 
fitted to the predicted cutting force ratio as shown in 
Figure 7. It is seen that the cutting force ratio decreases 
while the cutting speed increases as the cutting speed 
directly affects the cutting temperature as shown in 
Figure 6.  

According to Figures 5 to 7, the relations of surface 
roughness, the cutting temperature, and cutting force ratio 
show the same trend while the cutting speed increases. It 
can be stated that the cutting force ratio can be used to 
estimate the surface roughness during the cutting. The 
phenomena of the cutting force ratio and the surface 
roughness correspond with the cutting temperature. 

6. Conclusions 

In-process monitoring has been used to measure the 
cutting temperature and the cutting force by employing 
the infrared pyrometer and the tool dynamometer  

respectively in order to examine and analyze their effect 
on the surface roughness under various cutting conditions 
during the cutting. 

The resulting surface analysis with the Box-behnken 
design was utilized to develop a model to  predict the 
surface roughness represented by the second-order 
response function. The experimentally obtained results 
clearly show that the feed rate is the most significant 
factor affecting the surface roughness, followed by the 
cutting speed. It has been proved that the surface 
roughness prediction model developed can be effectively 
used to predict the surface roughness with the 95% 
confidence level. 

The relations of the surface roughness, the cutting 
temperature, and the cutting force ratio show the same 
trend. The effects of cutting conditions on the surface 
roughness can be well explained by the in-process cutting 
force and cutting temperature. It is concluded  that the 
cutting force ratio can be used to predict the in-process 
surface roughness during the cutting. The in-process 
monitoring of cutting temperature is useful to analyze the 
in-process cutting force ratio and surface roughness. 

The experimentally determined obtained optimum 
cutting condition is a cutting speed of 350 m/min, at a 
feed rate of 0.15 mm/rev, and a depth of cut of 0.5 mm. 
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Abstract. A burr is a plastically deformed and projected material 
usually adhering to the exit end of a machined surface. The exit burr 
generated in  face milling operations at the edge of a workpiece 
requires a deburring process to overcome potential  difficulties in 
assembly, problems in surface texture and injury to the operator. If a 
suitable strategy is used to minimize the  burr formation, then the 
time and cost involved in a deburring operation would be saved to a 
large extent. In railways and other industries, deburring of milled 
surfaces is a problem. This paper reports an investigation to solve the 
problem by beveling exit edges of the workpiece. Experiments have 
been performed on aluminium alloy blocks (alloy 4600-A,M) to find 
out the effect on exit burr formation of cutting conditions and 
different exit edge bevel angles. Results of the experimental 
investigation in vertical milling of workpieces with 1200 in-plane 
exit angle under dry condition are presented in this paper. It is found 
that an exit edge bevel angle of 150 provided  leads to negligible 
burrs at all machining conditions. 

Keywords: Face milling, Burr formation, Edge beveling, In-plane 
exit angle 

1. Introduction 

In machining processes, undesirable projections of 
material beyond the edge of a workpiece, known as burrs,  
are created due to plastic deformation. The presence of 
burrs in a  precision component causes difficulties in 
assembly of  machined components. To obtain a 
component free from burrs,  deburring processes are 
traditionally employed involving additional cost. Gillespie 
[1] found that cost of deburring and edge finishing may 
constitute as much as 30% of the total cost of precision 
components, and the additional processes can be a source 
of significant dimensional errors. Hence, if formation of 
burrs during machining can be minimized or prevented by 
some means, there would be great benefit to industry. In 
the past, several attempts have been made to understand 
the mech- anism of burr formation and to find measures to 
minimize it. 

Pekelharing [2] did experiments on burr formation and 
analyzed the formation process using an elastic finite 
element method. Kishimoto et al. [3] experimented on 
normalized carbon steel to investigate primary and 
secondary burrs. They determined the cutting conditions 
and tool geometries facilitating the formation of burrs. On 
the other hand, Iwata et al. [4] analyzed the burr 
formation mechanism through direct observation of 
orthogonal machining using SEM and finite element 
analysis. Nakayama and Arai [5] made a detailed 
observation on burr formation and classified machining 
burrs. Ko and Dornfeld [6] experimentally investigated a 
quantitative model of burr formation for ductile materials 
in orthogonal machining. Sikdar [7] reported the 
possibility of a reduction in burr formation through the 
optimization of exit edge bevel angles of workpieces 
under different machining conditions. Park [8] did 
experiments on burr formation and tried to analyze the 
formation process using FEM with some success. Lin [9] 
observed the results of face milling stainless steel blocks 
to conclude that the height of burrs strongly depends on 
the type of milling process. Avila [10] studied the effect 
of cutting parameters and tool geometry on burr height 
and thickness, using aluminium silicon alloys, and 
reported significant improvements in edge quality by 
optimizing the parameters selected.  Avila and Dornfeld 
[11] observed that the largest burrs were formed on 
ductile materials at high radial engage- ment during face 
milling operations. Olvera and Barrow [12] investigated 
the influence of machining parameters on burr formation 
in face milling and end milling. Saha and Das [13, 14] 
experimented on burr formation in face milling to find 
how to minimize burr formation by optimizing the edge 
bevel angle using medium carbon steel and nickel-chrome 
alloy steel workpieces. Aurich et al. [15] recently made a 
detailed analysis and review of the formation of burrs and 
its control strategies. 

The work presented studied the influence of different 
machining conditions and different edge bevel angles on 
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burr  formation in high production face milling of 4600-
A,M aluminium alloys using uncoated P30 carbide 
inserts. Experiments were carried out to find the optimum 
machining condition to eliminate or significantly reduce 
burr formation.   

2. Experimental Investigation 

The face milling of 4600–A,M aluminium alloy was used 
to study the effect of cutting velocity (Vc), feed per tooth 
(Sz) and exit edge bevel angle (θ) on the amount of burr 
formed at the exit edge of the workpiece under dry 
condition. Details of experimental set up and machining 
conditions are shown in Table 1.1. In experiment set-I, 
milling is performed with eight different exit edge bevel 
angles (θ) and a constant in-plane exit angle (Ψ) of 1200 
(Fig 1) at 452 m/min cutting velocity and 0.036 mm/tooth 
feed, to observe the corresponding variation of burr 
formation. Following the observation that large burrs are  
formed within a 15 to 30 degree range of θ, experiment 
set II was carried out within these exit edge bevel angles 
(Table 1). Machining parameters were chosen following a 
full factorial design of experiments. The machining 
parameters chosen are with combinations of cutting 
velocity(Vc) and feedrate(Sz) with their high and low 
values, and also with medium Vc and Sz values repeated 
twice. Burrs have been observed using a tool makers 
microscope (Mitutoyo, Japan make). They are  classified 
using a 10 point specified in Table 2. 
 

3. Results and discussion 

Experimental findings of experiment set-I is shown in 
Figure 2 (a). It is clear from the figure that the amount / 
height of the burrs formed decreases uniformly from 00 to 
15° exit edge bevel angle (θ), and then shows an 
increasing trend up to 45° θ. Increasing burr height with 
large values of θ may be caused by the availability of less 
back up material at the exit portion of the workpiece. 
With a smaller edge bevel angle as shown in Figure 1.1 
(b), a gradual reduction in depth of cut occurs at a ower 
rate when the tool approaches the exit edge. This results 
in a reduced requirement for back up material to resist 
burr formation. A higher exit edge bevel angle (θ) causes 
a steeper bevel and hampers the slow gradual reduction of 
depth of cut, thereby needing more back up material to 
restrict formation of burrs. 

On the other hand, a very low exit edge bevel angle is 
very close to having no bevel edge, and both lack 
substantial backup material thereby resulting in intense 
burr formation. For eight experiments in set-I, negligible 
burrs are observed at 15° exit edge bevel angle.  

Observing the trend of burr formation in experiment 
set-I, exit edge bevel angles of the test pieces in 

experiment set-II are chosen between 15° and 30° (Table 
1), at 5° intervals wherein minimum burr is expected to 
form. The extent of burrs formed is also tested without an 
exit edge bevel. Results observed in experiment set-II are 
shown in Figure 3 (a-f). Negligible burr formation is seen 
at θ=15° in most of the cases. Only in Figure 3 (b) for 
high cutting velocity and low feed condition, a minimum 
tiny burr is formed at 150 bevel angle. Under medium 
speed-feed conditions with both the two repeated 
experiments, similar trend in burr formation has been 
found; at 150 exit edge bevel angle minimum burr is seen 
as shown in Figure 2 (c-d). Without any exit edge bevel, a 
large burr has been found in all machining conditions. 
This may be due to the absence of back up support 
material. When edge bevel angle is less, there is more 
back up material resulting in lower burr formation, in 
general. This is also seen in these experimental results. 
Figure 4 (a) shows the amount of burr formed after 
milling a job with no edge bevel angle at a cutting 
velocity of 452 m/min and feed of 0.036 mm/tooth, while 
Figure 4 (b) shows no burr formation burr with 15° edge 
bevel angle made on the test piece. These two 
photographs clearly indicate the effect of appropriate edge 
bevel on the job in controlling the burr formation. 

 

 
 

a) 
 

 
b) 

Fig 1. a) Definition of in-plane exit angle, Ψ, in milling operation, b) 
Sketch of the job with the exit edge beveled 
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Table 1.  Experimental set up 

Machine Tool 
Vertical knee type milling machine, Model: FN 2V Group, Make: HMT Ltd. (India) 

Main motor Power: 5.5 kW 

Cutting Tool 
Cutter diameter: 128.6 mm, Cutter type (Positive rake):  R/L 265.2-125 ME- 20 AL (Sandvik) 

Insert: SPKN 1203 ED R, SM30 (HW)- P30 (Sandvik) 

Job Material 
Aluminum Alloy (Alloy 4600 - A, M), 

Hardness: 170 BHN, Tensile strength: 165 MPa, Size: 80x60x40 mm3 

  Cutting velocity, 

Vc   (m/min)   

Feed, Sz  

(mm/tooth)    

Exit edge bevel angle,  (degree) 

Experiment Set I  452 0.036 0, 10, 15, 20, 25, 30, 35, 40 and 45 
452 0.036 
452 0.022 
363 0.027 
363 0.027 
286 0.036 

Machining 

Conditions 
Experiment Set II  

286 0.022 

0, 15, 20, 25 and 30 
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Fig. 2. Plot of variation of qualitative amount of burr formed with 
different exit edge bevel angles with high cutting velocity and feed 

for experiment set –I 
 

 

 

 

 

 

 

 
 

 

 

Table 2.  Assessment of amount (height) of burrs in 10-point scale 

Scale 

value 
Qualitative amount of burr observed 

1 Negligible burr up to 0.025mm height 

2 
Tiny burr having height from 0.025 mm  

to less than 0.05 mm 

3 
Very small visible burr having height from  

0.05 mm to less than 0.1 mm 

4 
Small burr having height from 0.1 mm 

to less than 0.15 mm 

5 
Significant burr having height from 0.15 mm  

to less than 0.2 mm 

6 
Medium size burr having height from 0.2 mm 

to less than 0.225 mm 

7 
Large burr having height from 0.225 mm  

to less than 0.25 mm 

8 
Large burr having height from 0.25 mm  

to less than 0.5 mm 

9 
Large burr having height from 0.5 mm  

to less than 1 mm 

10 Very large burr having height greater than 1 mm 

θ
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(f) 

 

 
Fig. 3. (a-f) Plot of variation of qualitative amount of burr formed with different exit edge bevel angles with different combination of 

cutting velocity and feed for experiment set –II  



 
(a) 

 
(b) 

Fig. 4. Photographic view of typical specimens (a) for no bevel 
angle, (b) for 15 degree edge bevel of the job 

 
4.  Conclusion  

 

Based on the observation of milling burr formation at the 
exit edge of aluminum alloys during vertical axis milling 
under dry conditions, the following conclusions may be 
drawn: 
 

• Exit edge beveling of the job has a distinct effect 
on reducing the burr formation compared with that 
of the machining parameters. 

• At all machining conditions, a minimum burr has 
been observed at 15° exit edge bevel angle that 
may be due to presence of high back up support 
material at the exit edge of the test piece.
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Experimental Investigations on Drilling of Woven CFRP Epoxy Laminates: 
The Effect of Pilot-hole or Drill Chisel Edge on Delamination 
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Abstract. The demand for carbon fibre reinforced plastics (CFRPs) 
in lightweight-engineering applications is rapidly growing. Drilling 
of CFRP composites is a challenging task due to their 
inhomogeneous, anisotropic and abrasive material characteristics. 
Delamination in drilling CFRPs is encountered as one of their major 
material-quality related defects. Drilling is usually performed as a 
post-manufacturing operation for components and subassemblies; 
consequently, its better control becomes essential. Many researchers 
have, hitherto, stressed the need for a pilot-hole prior to performing 
final drilling. And this is in order to minimise the hole exit 
delamination by negating the chisel edge effect of a drill bit. This 
article compares the results of experimental investigations on two 
different drilling operation-modes: Normal drilling and subsequent 
drilling conducted on some predrilled pilot-holes in woven CFRP 
epoxy laminates. Two uncoated cemented carbide drills were used. 
The thrust force during the drilling operation and the quantitative 
results (via a non-dimensional delamination factor) of the induced 
hole entry and exit delamination, respectively, for both operation-
modes are compared and discussed. The main objective of this work 
is to analyse the practical impact of a pilot-hole or conversely that of 
the chisel edge on the observed hole exit delamination. The obtained 
results are interestingly different to what is found generally in 
literature. This research highlights the need to concentrate more on 
the quality and the design of the cutting edges of a drill bit, rather 
than to concentrate mainly on the role of its chisel edge. 

Keywords: Drilling, CFRP, laminate, delamination, pilot-hole, 
chisel edge. 

1. Research Motivation and Objectives 

A lot of research has been carried out, hitherto, to model 
analytically and empirically the critical thrust force – 
required for the onset of the hole exit delamination 
damage – in drilling CFRPs (or FRPs in general) for 
various drills. The work of Hocheng and Dharan [1] was 
the initiative; and later on, it has mostly been exploited by 
various other researchers. Jain and Yang [2] claimed that 
the contribution of a drill chisel-edge to drilling thrust 
force could be up to 40-60%. Similarly, via another 
analytical approach, Won and Dharan [3] concluded that 
the chisel-edge is the main contributor to drilling thrust  

force. Tsao and Hocheng [4] explained its main reason by 
clarifying that the chisel-edge of a twist drill actually 
pushes the material ahead it during its action, rather than 
cutting it, thus giving rise to the thrust force. Through 
their analytical approach, they showed that the risk of the 
hole exit delamination slightly increases due to a 
theoretical reduction (by a maximum of 11%) in the so 
called  critical thrust force during a subsequent drilling 
mode. However, the delamination could still well be 
avoided due to an enormous reduction (of about 25-50%)  
in the drilling thrust force which proves beneficial for that 
subsequent-mode. Interestingly, Langella et al [5] have 
also qouted that the contribution of the chisel-edge to 
thrust force could be as high as 80% at higher feedrates. 

On the other hand, Bhatnagar et al [6] proposed that 
the theoretical models for predicting critical thrust force 
needed more emphasis. In their work, for some types of 
drill bits, the observed drilling thrust force did not 
correlate well with the observed exit delamination. 
Similarly, Abrao et al [7] also discovered in their 
investigations that one of the selected drills, which 
produced the highest drilling thrust magnitude, created 
less delamination. In a very recent study, Faraz et al [8] 
also encountered almost similar results while 
investigating the drilling thrust force and exit delami-
nation observed for a few specialised drill bits in 
conducting subsequent drilling operation-mode.  They 
suggested to concentrate more on the drill cutting edge in 
order to counter the hole exit delamination, instead of 
holding its chisel-edge as the major responsible factor for 
the said damage. 

The aim of this research was to study experimentally 
the effect of a drill chisel-edge or a pilot-hole mainly on 
the observed quantitative hole exit delamination results. 
This idea was derived on behalf of the results of the 
experimental study carried out as given in reference [8]. 
Various researchers consider the geometry of a drill bit 
and its cutting edge design as very important aspects for 
determining the delamination damage.  
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2. Experimental Details 

In this study, CFRP laminates with a thickness of 10 mm 
were used as workpiece material. Some of the important 
details of the selected composite material are listed in 
Table 1. Two different types of cemented carbide 
(uncoated) twist drill bits having the same diameter of 
D = 8 mm, and the geometries as detailed in Table 2, 
were utilised. Drill T1 is a conventional twist drill, 
recommended suitable for applications with abrasive 
work-materials like CFRPs. However, T2 is not suitable 
for the same work-material. 

Table 1. Properties of CFRP laminates used in this study 

 
 

The drilling tests were carried out on a 3-axis, vertical 
CNC machining centre ‘Chiron Magnum High Speed II 
(FZ 12S). A constant cutting speed of vc = 80 m/min, and 
two different feedrate conditions were applied: 
f = 0.05 mm/rev, and f = 0.35 mm/rev. Also, two 
different drilling-modes were chosen: Normal drilling, 
and a subsequent one with two different predrilled pilot-
holes (diameters: Ø = 4 mm and Ø = 5.5 mm). No coolant 
was used during the tests. 

The in-process drilling thrust Ft was acquired using a 
‘Kistler 9125A’ rotary dynamometer. Signals were 
transmitted through an A/D card further to store in a 
desktop PC (software ‘LabView’). 

Table 2. Drill bits utilised in this study 

Drill Name 
No. 
of 

Lips 

Point 
Angle 

(°) 

Rake 
Angle 

(°) 

Clearance 
Angle (°) 

 

2 118 29 8 

 

2 85 0 18 

 

For the quantification of delamination around a 
drilled hole, various researchers have implemented more 
or less a similar concept. It is usually based on the 
maximum-width or -diameter of the observed delami-
nation, and which is marked by a dashed-line circle in 
black colour as shown in Fig. 1. However, according to 
Romoli and Dini [10], such criterion may generally have 
an inherent incoherence. Therefore, in this study, an 
equivalent delamination criterion to that used by them has 
been implemented, which is denoted by DF and is given 
by relation (1) as below [9]: 

%
A

AADF
nom

nomdel
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
=                            (1) 

where, Adel is the cumulative peripheral damage area (the 
area covered by the black curve showing the true or 
actual delamination as in Fig. 1); while, Anom is the 
nominal area of the hole (marked by the white circle). 

 
Fig. 1. Delamination quantification [9] 

Delamination was measured using digital image 
processing based on the pixel-count technique in 
conjunction with stereomicroscopy. The full details can 
be perused in reference [9] of this article. 

3. Results and Discussions 

Fig. 2a clearly reveals the considerable reduction in the 
thrust force magnitudes observed in the subsequent 
drilling-modes with both pilot-hole diameters. The 
observed reduction of thrust force in case of a pilot-hole 
with diameter Ø = 4 mm is about 50%.  Only half of the 
material or volume removal is required in conducting 
subsequent drilling on this pilot-hole diameter. There is 
no contribution of the drill chisel-edge to the observed 
thrust force. Also, a reduction of about 70% in thrust 
magnitude can be seen in case of the pilot-hole with 
larger diameter Ø = 5.5 mm. 
 
 

T1 

T2 
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a 

 
b 

 
c 

Fig 2. The observed a. thrust force; and the delamination at b. hole 
entry; and at c. hole exit; at f = 0.05 mm/rev and vc = 80 m/min 

The corresponding quantitative delamination results (hole 
entry and exit periphery, respectively) do not have the 
same trend. Referring to Fig. 2b, the trend of the entry 
delamination, when compared across the various drilling-
modes, is not much appealing with regard to the 
application of pilot-holes. Pilot-holes have almost never 
been recommended or tested for hole entry delamination 
in archival literature. Meanwhile, the trends for the cor-
responding quantitative hole exit delamination results are 
mostly contradictive, as depicted in Fig. 2c. In contrast to 
the substantial reduction observed for the thrust 
magnitudes for both types of the selected tools (as in 
Fig. 2a), the corresponding exit delamination magnitudes 
generally increased in the subsequent drilling-modes. 
Moreover, the delamination was also comparatively 
higher in conducting subsequent drilling on the pilot-hole 
with the larger diameter (Ø = 5.5 mm). The said trend is 
quite clearly observable for T1. However, for T2 no 
specific tendency is discernible. 

The tests were repeated at a higher feedrate value of 
f = 0.35 mm/rev to compare the results with the previous 
ones. Its results are given in Fig. 3. It can be seen from 
Fig. 3a that the thrust force for T1 in normal drilling-
mode increased up to a magnitude almost four times 
greater than the corresponding one observed in Fig. 2a. 
While for T2, it is about two-and-a-half times higher. It is 
also noteworthy here that the reduction in the thrust 
magnitudes for T1 is approximately 6 and 12.5 times 
while performing subsequent drilling on the pilot-holes 
with diameters Ø = 4 mm and Ø = 5.5 mm, respectively. 
This difference is not that much significant when 
compared to that for T2. Where, it is about 2.5 and 5 
times in case of the two selected pilot-hole diameters. 
This might be a proof of a much higher contribution of a 
drill chisel-edge to drilling thrust force [3-5], especially 
for T1 at higher feedrates in normal drilling-mode. 

Now referring to Fig. 3b, no definite trend for the hole 
entry delamination is recognisable for both tools while 
comparing results across the various drilling-modes. For 
T1, the entry delamination decreases slightly, as 
previously (Fig. 2b). But, it increases in case of T2. 
Interestingly, the quantitative magnitudes of the hole exit 
delamination for both tools in various drilling-modes, as 
in Fig. 3c, have almost the same level as that for the 
corresponding ones as observed above in Fig. 2c. 
Moreover, the increased magnitudes of the hole exit 
delamination are evident here as well, for both types of 
tools and the selected subsequent drilling-modes 
(Fig. 3c). This may be attributed to a much significant 
reduction of the critical thrust force, required for the onset 
of exit delamination, in subsequent drilling operation-
mode. The cutting mechanism for free fibres (previously 
cut) across the entire pilot-hole periphery might be 
changed, because they (fibres) are no more in a 
continuous form. It simply means that they are no longer 
held tightly or strongly together, being unsuitable to cut 
in contrast to their condition as in case of a normal 
drilling-mode. Across the entire pilot-hole exit periphery, 
the fibres prone to more easily bend (not cut) under the 
action of the progressing cutting edges of a twist drill bit 
[8]. 

The above results show very explicitly that the exit 
delamination must not mainly be attributed to the role of 
the chisel-edge of a drill bit. Rather, the design and 
geometry of its cutting edges, its corners, their sharpness 
or roundness [9], etc, may also play a decisive role in 
causing or developing the hole exit delamination.  
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Fig 3. a. Drilling thrust force; b. entry DF; c. exit DF; at 
f = 0.35 mm/rev and vc = 80 m/min 

4. Conclusions 

Following key conclusions may be drawn on behalf of 
the main findings of this research: 

• In subsequent drilling-mode, the relative 
variation in the observed thrust magnitudes is 
quite little at different feedrates applied, 
depending apparently on the drill point-angle. 

• The hole exit delamination for T1 considerably 
increased in both subsequent drilling operation-
modes for both of the selected feedrate values. 

• The variation in the hole exit delamination 
observed for T2 in subsequent drilling operation-
modes was arbitrary. 

• The larger the diameter of a predrilled pilot-hole, 
the much lesser may be the critical thrust force 
required for hole exit delamination. 

• The mathematical models for correlating thrust 
force with hole exit damage are not that straight. 
Much more limitations have got to be applied. 

• The geometry and the design of a drill bit seem to 
play major role in causing the hole exit damage, 
rather than mainly its chisel-edge. 
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Abstract. Hard machining for manufacturing dies and molds offers 
various advantages, but the productivity is often limited, mainly by 
tool life. This study investigates the influence of cutting tool 
geometry on the cutting forces by utilizing finite element 
simulations (FEM). A set of cutting conditions in numerical FEM 
were conducted by using four different shaped cutting tools and 
axial force, radial force and tangential force were found. The results 
of this research help to explain the conclusion that for cylindrical 
control, the equation of the actual geometry of the S-shaped inserts 
involved in cutting is a sphere; that of C-shaped, D-shaped and T-
shaped inserts involved in cutting is an ellipsoid with different 
lengths of short-half axis. 

Keywords: tool geometry, material flow stress, short-half-axial, 
cutting force 

1. Introduction  

The most common manufacturing process in industry is 
cutting [1], and FEM has become a major tool in  
calculating the cutting process variables such as forces, 
temperatures and stresses [2]. The hard turning of  ferrous 
metal parts that are hardened usually between 45-70 
HRC, can be performed dry using ceramic coating tools. 
In macro machining, the primary cutting edge mainly 
participates in the cutting process. However, the whole 
nose of the cutting tool participates in a micro-cutting 
process due to the metal removed is very little [3]. The 
cutting force in cutting processes is very important for 
analyzing the effect of the tool geometry, and there are 
three different approaches for calculating the forces 
including: analytical, mechanistic, and numerical [4]. The 
advantages of using numerical simulation is the cutting 
forces can be predicted without spending time and money 
with experimental procedures, therefore improving 
productivity and reducing costs [1, 5].  

In this work, DEFOERM-3D was used to simulate the 
turning process and the effects of tool geometry 
parameters on cutting forces in micro-cutting were 
predicted. Results of the research help to explain the 
conclusion that for cylindrical control. The equation of  
the actual geometry of the S-shaped inserts involved in 

cutting is a sphere, while that of  C-, D-, and T-shaped 
inserts involved in cutting is an ellipsoid with different 
lengths of short-half axis. 

2. Geometry modeling 

In traditional machining, the actual geometry of the 
cutting tool involved is determined by the major cutting 
edge. In micromachining, in contrast, the actual geometry 
involved in machining is determined by the major cutting 
edge, the minor cutting edge and the third edge called the 
back-side cutting edge. So the cutting tool’s nose radius, 
cutting edge radius etc. have to be considered.  

According to ISO code, the tool geometry can be 
divided into S-, C-, T- shapes etc according to the tool 
nose angle α. In this paper, four different cutting tools C-, 
D-, T- and S-shapes tools are selected, meaning the tool 
angle α is 80º, 55º, 60º, 90º respectively, to investigate the 
effects of tool geometry on cutting forces.  

The cutting tools were also classified into cylindrical 
control and conical control according to the shape of the 
flank. 

By comprehensively considering the tool shape and 
the control model of the flank, the cutting tools were 
classified into four different types including S- and non-
S-shaped tools with cylindrical control and conical 
control. In this paper, because of the limitation of 
experiments, only S- and non-S-shaped tools with 
cylindrical control tools are discussed.  

In this paper, the model of the actual geometry of the 
cutting tools involved in machining are developed by 
using mathematical analysis methods. First, three-
dimensional models of the tool nose and major and minor 
cutting edges are established. Then the transformation 
matrixes from local coordinate system to global 
coordinate system are described.  Finally the solving 
processes are carried out and the actual geometry 
involved in machining is obtained [6]. For S shape tools, 
the actual geometry involved in machining is a sphere, 
which is now given in Eq. 1: 
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where P is the distance between the coordinate system 
centre of the side cutting edge to the tool nose centre in X 
direction, Q is the distance between the coordinate system 
centre of the main cutting edge to the tool nose centre in 
Y direction, R is the nose radius, r1 is the major cutting 
edge radius, and r2 is the minor cutting edge radius. 

For non-S-shaped tools, such as C-, D-, T-shape tools, 
the actual geometry involved in cutting can be expressed 
as shown in Eq. 2. According to Yao [7], the projection of 
the actual geometry of cylindrical control inserts with 
non-S shape involved in machining in x-y plane is an 
ellipse, so the 3-D geometry involved in machining is 
ellipsoid.  

2 2 2 2 2 2 2
2 12 cos 2 sin 2sin cos

2 2 2 2
x y xy R r r

z t

α α α α⎧⎛ ⎞ ⎛ ⎞− + − + = + −⎪⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎨
⎪ =⎩

            (2)         

where α is the tool nose angle.  
Fig. 1 shows the actual geometry depicted by Matlab 

7.0 according to Eqs. 1 and 2; where Fig. 1a shows the S-
shaped tools, 1b shows the C-shaped tools, 1c shows the 
D-shaped tools, and 1d shows the T-shaped tools, both 
the major and the minor cutting edge radii are set to be 
0.04 mm, and the tool nose radius is set to be 0.2 mm. It 
can be seen that the three-dimensional graphics of 1a 
shows a sphere, and the second half of 1b, 1c and 1d are 
all ellipsoids which gives good consistency Eq. 1 and Eq. 
2. By analyzing the three graphics of Fig. 2b, 2c and 2d, it 
can be seen that length of the short-half-axis of the 
ellipsoids are different according to the shape of the 
cutting tools. The longest short-half-axis corresponds 
with D-shaped tool, whose tool nose angle is 55º, then 
comes the T-shaped tool, with a tool nose angle of 60º, 
and finally comes the C-shaped tool, with a tool nose 
angle of 80º. So, the conclusion can be drawn that with an 
increase in the tool nose angle, the short-half-axis of the 
ellipsoid determined by the tool cutting edge and tool 
nose decrease. 

3. Computer Simulation 

3.1 Modeling of Workpiece 

Bars of stainless steel AeroMet100, 55 mm in diameter 
and 60º arc-types were used, as shown in Fig. 2. During 
the FEM simulation process, the main problem is 
considering the flow stress of the workpiece. According 
to Yang [8], when the material’s strain rate is 10s-1, the 
strain-stress curves in 950º, 1000º, 1050º, 1100º can be 
derived and by using the material property manager, 
enabling Fig. 3 to be finally derived. Thus, the property 

of the new material AeroMet100 can be added into the 
software, and this makes the simulation results more 
exact.

 

 

a  

 

b 

 

c 

 

d 

Fig. 1. Three-dimensional graphics of actual geometry a. Sketch 
map of S-shaped tool; b. Sketch map of C-shaped tool; c. Sketch 

map of D-shaped tool; d. Sketch map of T-shaped tool 
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Fig. 2. Cutting process model 

 

Fig. 3. Flow stress data of AeroMet100 

3.2 Contact Friction Model & Heat Transformation 

The relationship between the cutting tool and the 
workpiece was set to be a Master-slave relationship, 
making sure that the workpiece material will not soak 
into the cutting tool.  

Fig. 4 shows the main view of the cutting process. It 
can be seen that the chip area was varies along the tool 
nose from the feed rate to zero, and there must exist an 
intermediate value which is equal to the nose radius. 
When the chip area is smaller than the nose radius, no 
chip come into being, and only a rubbing action occurs 
during the cutting process. Meanwhile, when the chip 
area is larger than the nose radius, a chip will be produced 
and shearing action occurs  during the cutting process. So 
the chip area can be divided into a rubbing area and a 
shearing area, and the friction model has to be considered 
seriously. In this paper, for simplicity, the friction model 
between the cutting tool and the chip is characterized as a  
shear friction model with the friction coefficient set to be 
0.2  [9]. 

  
Fig. 4. Main view of the cutting process 

The room temperature of the cutting tool and workpiece 
was set to be 20º, and the coefficient of heat 
transformation was set to be 11 N/sec/mm/C [10].  

The simulation process is shown diagrammatically in 
Fig. 5. 

4. Results and Discussion 

Table 1 shows the resulting forces as predicted by the 
FEM simulation. By analyzing the four shaped tools’ 
resultant forces, it can be concluded that the cutting force 
generated by the D-shaped tool was substantially higher 
than the equivalent forces of the other tools. The next 
highest one was the T-shaped tool, then the C-shaped tool 
and finally the S-shaped tool. An earlier  conclusion was 
that the longest short-half-axis of the ellipsoid 
corresponds with D-shaped tool, whose tool nose angle is 
55º, the next longest is the T-shaped tool, with tool nose 
angle is 60º, the next the C-shaped tool, with tool nose 
angle is 80º, and finally is the S-shaped tool with tool 
nose angle 90º.  These relationships between the cutting 
forces and the inserts shape have been obtained: the 
longest of the short-half-axis corresponding to the 
smallest tool nose angle and the greatest of the cutting 
forces. This may be due to the ellipsoid with longest 
short-half-axis having most contact area, which in turn 
makes heat dissipation better and the cutting temperature 
lower. When the cutting temperature is reduced, the 
workpiece material begins to harden, which finally causes 
the cutting force to increase. By the same token, the 
magnitude of other cutting tools’ cutting forces can be 
explained and the relationships between the cutting forces 
and the cutting tools’ shape can also be explained. 
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Fig. 5. Flow chart of simulation process 

Table 1. Table with legends of one line 

Simulations   

Insert 

type 

Axial 

force (N) 

Radial 

force (N) 

Tangential force 

(N) 

C 39.4 94.2 78.4 

D 40.3 101.5 86.2 

T 38.1 98.4 84.1 

S 32.1 72.6 62.7 

5. Conclusions 

The following conclusions can be drawn: 
1) The simulated model combined with the 3D model 

built in UG can predict the cutting forces preferable. 
2) Different from conventional cutting, in this model 

the cutting forces in X, Z directions are far higher 
than the cutting force in the Y(axial) direction. 

3) The cutting force of  the D-shaped tool was 
substantially higher than the other shaped tools, the 
second highest was the T-shaped tool, and then the 
C-shaped tool and finally the S-shaped tool.  

4) The longest of the short-half-axis corresponded with 
the smallest tool nose angle and gave the greatest of 
the cutting forces. 
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Selection of optimal process parameters for gear hobbing under cold air 
minimum quantity lubrication cutting environment 

Genbao Zhang 1, Hongjun Wei 1 
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Abstract. Cold air minimum quantity of lubrication (CAMQL) in 
machining is a preferable alternative to conventional flood 
lubricating systems from the viewpoint of cost, ecology and human 
health issues. Therefore, it is necessary to select proper process 
parameters in order to enhance machinability for a given work 
material. The present study aims at determining the optimum 
amount of MQL and the most appropriate cold air temperature and 
feed rate during hobbing of medium carbon steel(C45, DIN) using 
YG6X hard alloy tool. The Taguchi technique with the utility 
concept, a multi-response optimization method, has been proposed 
for simultaneous minimization of tooth-face roughness and tool 
wear. The experiments were planned as per Taguchi’s L9 
orthogonal array with each experiment performed under different 
conditions of MQL, cold air temperature and feed rate. The analysis 
of mean (ANOM) and analysis of variance (ANOVA) on multi-
response signal-to-noise (S/N) ratio were employed for determining 
the optimal parameter levels and identifying the level of importance 
of the process parameters. The optimization results indicated that 
MQL of 40 ml/h, cold air temperature-45℃and a feed rate of 
0.2mm/r is essential to simultaneously minimize tool wear and 
tooth-face roughness. 

Keywords: cold air, gear hobbing, minimum quantity lubrication, 
Taguchi method, tool wear , tooth-face roughness 

1. Introduction 

In the gear hobbing process, high cutting zone 
temperature causes dimensional deviation and premature 
failure of cutting tools, and also impairs the surface 
integrity of the product by inducing tensile residual 
stresses and surface and subsurface microcracks in 
addition to rapid oxidation and corrosion[1]. Especially, 
in high speed-feed machining, application of 
conventional cutting fluid fails to penetrate the chip-tool 
interface and thus cannot remove the cutting heat 
effectively[2]. 

Cold air minimum quantity of lubrication has been 
considered as one of the solutions for reducing the 
amount of lubricant to address the environmental, 
economical and mechanical process performance 
concerns [3]. It was suggested by many researchers that 

the cold air and MQL techniques in machining processes 
[4-7] applied this technique in reaming process of grey 
cast iron and aluminum alloy with coated carbide tools. 
With this technique, significant reduction in tool wear 
and improvement in surface quality of the holes have 
been observed compared with dry cutting. The MQL 
technique was used in turning of AISI 1040 steel, clearly 
indicating that a mixture of air and soluble oil machining 
was better than conventional flood coolant system [8]. 
The investigations on aluminum alloy indicated that the 
MQL technique is preferable for higher cutting speeds 
and feed rates [9].  

As seen from the literature, the cold air and MQL 
technique suggests several advantages in machining 
processes. Most of the experimental investigations on 
machinability aspects are limited to the role and 
effectiveness of cold air and MQL over dry and wet 
machining. However, in order to achieve the best surface 
quality on a machined surface with minimum tool wear, 
every cutting condition, cold air temperature and amount 
of MQL should be carefully selected. Nowadays, no 
systematic research work has been reported in the 
literature to determine the optimum quantity of lubricant 
with appropriate cutting conditions and cold air 
temperature for achieving better machinability. Hence, an 
attempt has been made in this paper to enhance the 
machinability characteristics in hobbing of medium 
carbon steel using hard alloy tool, taking quantity of 
lubricant, cold air temperature and feed rate as the 
process parameters. In this paper, Taguchi method has 
been employed to determine the best combination of the 
process parameters by simultaneously minimizing tooth-
face roughness and tool wear. 

2. Experimental procedure 

The cold air device was set as Fig.1. In the present study, 
three parameters, namely, quantity of lubricant (Q), cold 
air temperature (T) and feed rate (f) were identified and 
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the ranges of the cutting conditions were determined 
through preliminary experiments. Each parameter was 
investigated at three levels to study the non-linearity 
effect of the parameters. The identified parameters and 
their associated levels are given in Table 1. According to 
Taguchi quality design concept, for three levels and three 
factors, nine experiments are to be performed and hence 
L9 orthogonal array was selected as shown in Table 2. 

The machining tests were performed on Direct-drive 
small module gear hobbing machine YK3610 with a 
maximum spindle speed of 4500 rpm; cold air generator 
was employed with MQL Device; the milling mode was 
up milling; 1000r/min cutting speed, 0.4 Nm3/min cold 
air flow and 0.6MPa cold air pressure were used 
throughout the experiment. The work-pieces (C45) 
according to DIN specification (12164:1998) with the 
following mechanical properties were used for turning: 
σb=600N/m, σs=355N/m2, δs>16%, φ>40%. The YG6X 
hard alloy tool was used with following geometric 
parameters: pressure angle20°, spiral angle17°, gear 
module1.25, precision grade AA. The surface roughness 
(Ra) on turned components was measured using a 
Hommelwerke T1000 profilometer, and tool wear VB 
was measured by Nikon SMZ1500 Stereo Microscope 
System. 

 

Fig. 1. Cold air device and In-situ processing 

3. Experimental results and discussion 

At present, the multiple performance, namely, Ra and 
VB, are to be minimized and hence “smaller the better 
type” quality characteristic has been selected for each 
response. The S/N ratio associated with the responses, Ra 
and VB are given by 

( )2
1 1010 log aRη = −                        (1)                                       

( )2
2 1 01 0 lo g V Bη = −                        (2)  

In the utility concept, the multi-response S/N ratio for 
each trial in an orthogonal array is: 

1 1 2 2η ω η ω η= +                         (3)   
Where 1ω and 2ω are the weighting factors related with 
S/N ratio of each of the responses Ra and VB, 
respectively. In the present work, weighting factor of 0.5 
for each of the responses is considered, which gives 
equal priorities to both Ra and VB for simultaneous 
minimization. The computed values of S/N ratio (η ) for 
each response and the multi-response S/N ratio for each 
trial in the orthogonal array are illustrated in Table 2. 

The two-factor interaction effects of process 
parameters on multi-response S/N ratio are analyzed in 
Fig.2 In Fig. 2 “a” shows the interaction effects due to 
feed rate and air temperature. It can be observed from 
Fig. 2a that there exist considerable mutual interaction 
effects between feed rate and air temperature. However, 
when the feed rate is high (0.4mm/r), the effect of change 
in temperature from -25°C to -45°C is minimum. The 
maximum interaction effect exists when the feed rate is 
0.2mm/r, with decrease in temperature from -25°C to -
45°C. Further, it can be seen that the machinability is 
highly sensitive to air temperature variations for the two 
values of feed rate, 0.2mm/r and 0.3mm/r studied. And 
“b” illustrates the interaction effect due to quantity of 
lubricant and air temperature and it can be seen that the 
effect of change in air temperature on machinability at 
any quantity of lubricant is negligible. Similarly, the 
machinability is highly sensitive to air temperature 
variations irrespective of quantity of lubricant. A similar 
pattern is also observed in the interaction effects due to 
quantity of lubricant and feed rate as depicted in “c”. 

The result of ANOM is represented in the response 
plot as exhibited in Fig.3. The level of a parameter with 
the highest S/N ratio is the optimal level. Thus, the 
optimal process parameter setting for the present study is 
A3, B1 and C3. Hence, the best combination values for 
simultaneously minimizing surface roughness and tool 
wear are: Quantity of lubricant 40 ml/h; Feed rate 
0.2mm/r; Air temperature -45°C. 

Table 3 presents the result of ANOVA on multi- 
performance characteristics. As seen from ANOVA 
table, the Quantity of lubricant has major contribution 
(53.63%) in optimizing the multiple performance 
characteristics followed by cold air temperature 

Table 1. Process parameters and their levels 

Levels 
Factor Code Unit 

1 2 3 
Temperature T A ℃ -25 -35 -45 
Feed rate f B mm/r 0.2 0.3 0.4 
Quantity of lubricant Q C ml/h 0 20 40 
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(35.01%). However, the feed rate has the least effect 
(7.94%) in controlling the multi-response. Further, it is 
also observed that ANOVA has resulted in 3.42% of 
error contribution, clearly indicating that the interaction 
effects of process parameters are negligible for 
simultaneously minimizing tooth-face roughness and tool 
wear 

After selecting the optimal level of process 
parameters, the final step is to predict and verify the 
multiple performance characteristics. The predicted 
optimum value of S/N ratio ( predη ) is: 

( ), max

p

pred i j
j

m m mη ⎡ ⎤= + −⎣ ⎦∑               (4) 

Where ( ), m axi jm  is the S/N ratio of optimum level i of 

parameter j, m is the overall mean of S/N ratio and p is 
the number of parameters that affect the machinability 
characteristics. The predicted S/N ratio of multiple 
characteristics using Eq. (4) for A3, B1 and C3 
parameter level combination is 7.14 dB. 
In order to judge the closeness of the experimental value 
of S/N ratio ( exp tη ) with that of the predicted value 

( predη )，the confidence interval (CI) of predη  for the 

optimum process parameter level combination at 95% 
level is determined. The CI is given by [12]: 

CI=
( )1,

1 1
eve

eff ver

F V
n n

⎛ ⎞
+⎜ ⎟⎜ ⎟

⎝ ⎠
                 (5)                         

where ( )1,veF  is the F value for 95% confidence interval; 

ve is the degrees of freedom for error; eV is the mean 

square of error; effn = (N/(1 +v )), N= total trial number 

in orthogonal array and v= degrees of freedom of p 
factors; vern is the confirmatory test trial number. 

If the prediction error | predη  - exp tη | is within the CI 

value, then the optimum factor level combination and 
additive model for the factor effects in this experiment 
are valid. In the present study, for the optimal process 
parameter settings, exp tη is 7.31 dB. Hence, the 

prediction error is 0.17 dB, which is within the CI value 
of ±1.522 dB, thus justifying the adequacy of the 
additivity of the model. 

 
Fig. 2. Interaction effect plot between process parameters 

 
Fig. 3. Factor response plot for multiple performance characteristics 

Table 2. Orthogonal array, response and the computed values of S/N ratio 

Levels of process parameters Response S/N ratio 
Trial no. 

A B C Error Ra/μm VB/mm ( )1 d Bη  ( )2 d Bη  ( )d Bη  

1 1 1 1 1 1.20 0.450 -1.58 6.93 2.68 
2 1 2 2 2 1.19 0.360 -1.51 8.87 3.68 
3 1 3 3 3 1.16 0.231 -1.29 12.79 5.75 
4 2 1 2 3 1.07 0.313 -0.59 10.09 4.75 
5 2 2 3 1 0.76 0.330 2.38 9.64 6.01 
6 2 3 1 2 0.87 0.385 1.21 8.29 4.75 
7 3 1 3 2 0.74 0.251 2.61 12.01 7.31 
8 3 2 1 3 0.78 0.481 2.38 6.34 4.36 
9 3 3 2 1 0.81 0.286 1.89 10.87 6.38 

Table 3. result of ANOVA on multi-performance characteristics 

Factor Degrees of freedom Sum of squares Mean square Value of F significance Percentage  
A 2 5.9217 2.9608 42.0568 ** 35.01 
B 2 1.4516 0.7258 10.3096 * 7.94 
C 2 8.9957 4.4979 63.8906 ** 53.63 

Error 2 0.1408 0.0704   3.42 
Total 8 16.5098 2.0637    

F0.01 (2,2)=99.00  F0.05(2,2)=19.00  F0.1(2,2)=9.00 
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From the Taguchi optimization results, it is found that 
high MQL is required for minimizing both tooth-face 
roughness and Tool wear. This can be explained by the 
fact that the surface roughness increases under minimum 
MQL due to more intensive temperature and stresses at 
tool chips. The high MQL improves surface finish 
depending upon work-tool material through controlling 
the deterioration of auxiliary cutting edge of abrasion, 
chipping and built-up edge formation. Further under high 
MQL, specific cutting force decreases due to reduction in 
cutting temperature especially at main cutting edge 
where built-up edge formation is more predominant.  

It is also observed from the factor response plot of 
Fig.3 that high MQL with low to medium cold air 
temperature is necessary to minimize both surface 
roughness and tool wear. This is due to the fact that cold 
air with lower temperature could remove heat more 
effectively and hence tooth-face roughness and tool wear 
decreases. On the other hand, at high cold air 
temperature, coolant may not have enough cooling 
capacity to remove heat accumulated at cutting zone 
resulting in less reduction of temperature under high 
MQL, and hence results in poor surface finish and tool 
wear increasing. Further, at low cold air temperature, 
heat generated is successfully disposed to higher MQL as 
compared to lower MQL, thus decreasing the tool wear 
and hence better machining takes place without 
ploughing on work material. From the micrographs of 
tool wear of Fig.4, we can find completely different tool 
wear pictures under different cutting parameters. The 
flank face wear shown in picture “a” was much wider 
than picture “b”, and the nose of tool existed obvious 
depressions. And it showed again that low temperature 
and high MQL could decrease tool wear and tooth-face 
roughness effectively.  

 
Fig. 4. Micrographs of tool wear 

As seen from the response plot, the requirement of 
feed rate is not significant to both tooth-face finish and 
tool wear. The reason might be, at lower cold air 
temperature and high MQL, most of the heat is 
transferred quickly enough and the friction is decreased 
effectively. And under high MQL with low cold air 
temperature, there is a reduction in adhesion of work 
material and consequently friction force, which in turn 
reduce the tool wear. Hence, although more heat is 
generated because of high material removal rate, good 
surface roughness and tool wear still can be gained. 

4. Conclusions 

From the present investigation, the following conclusions 
are obtained:  
1.  The ANOM on multi-response S/N ratio shows an 
optimum MQL of 40ml/h, cold air temperature of -45°C 
and feed rate of 0.2mm/r is necessary to simultaneously 
minimize tooth-face roughness and tool wear. 
2. ANOVA illustrates that quantity of lubrication is the 
dominant parameter followed by cold air temperature 
and feed rate in optimizing the machinability. 
3. ANOVA also shows that the error contribution is 
3.42%, clearly indicating the absence of the interaction 
effects of process parameters on optimization of multiple 
performance characteristics. 
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Abstract. Traditional polymer forming methods have concentrated 
on moulding technology. CNC Machining of a low-density material, 
such as an elastomer even at significantly reduced temperatures 
presents a number of challenges, with one being the generation of a 
machining phenomenon termed adiabatic shear band formation. As a 
result of this, tool degradation and increased part surface roughness 
can occur. The adiabatic shear band formation is a region on a chip 
where the ductile properties of the material being machined have 
been exceeded and the heat generated does not have sufficient time 
to dissipate. This leads in some cases to permanent material damage 
resulting in reduced fatigue resistance. With the machining of 
elastomers, the adiabatic shear formation has the potential to be even 
more evident, leading to rapid material degradation and poor surface 
finish characterisitics. In this paper,cyrogenic manufacturing is 
reviewed,  ethylene vinyl acetate (EVA)  and Neoprene materials are 
machined illustrating and the resulting adiabatic shear band 
formations are ilustrated.  

Keywords: Adiabatic, Cryogenic, CNC  

1. Introduction 

Machining is a major aspect of the creation of consumer 
products and has many industrial applications. Two  
major areas of machining technology are turning and 
milling and both have contributed to the continuing 
evolution of manufacturing and design.   

With the evolution of manufacturing paradigms from 
craft production to personalised product manufacture, 
there is becoming a need to explore new methods of 
manufacturing. One such method, which is currently 
being developed at The University of Bath, is that of 
cryogenic machining of soft low-density materials for the 
production of personalised orthotic insoles and sports 
shoe soles. One of the novel aspects of this research 
involves the CNC machining of different elastomers and 
it is at this point that further research is required.  

Machining an elastomeric material, even at 
significantly reduced temperatures presents a number of 
challenges, which most notably involves the generation of 
a machining phenomenon termed adiabatic shear band 
formation. This is only evident in materials that exhibit 
low thermal conductivity and this includes the common 

metals, titanium and stainless steel. As a result, these two 
materials often present challenges when being machined, 
which include rapid tool degradation and increased 
surface roughness. This paper demonstrates the state of 
the art in cryogenic manufacturing and the novel concept 
of cryogenic CNC machining of elastomers. Using this  
process, a number of sample chips produced during the 
cryogenic machining of EVA and solid neoprene are 
shown to depict the formation of adiabatic shear bands.  

2. Adiabatic shear band formation 

The adiabatic shear formation is a region on a chip where 
the ductile properties of the material being machined have 
been exceeded, leading in some cases to permanent 
material damage and increased surface roughness. When 
machining elastmeric materials, this has the potential to 
be even more evident, leading to potentially inferior 
products.  

Serrated chips and adiabatic shear band formation is 
often observed in machining materials that exhibit poor 
thermal properties such as low thermal conductivity or 
low specific heat and as a result the inability to dissipate 
heat rapidly [1]. An adiabatic shear band can be defined 
as a narrow, nearly planar region of very large shearing 
that occurs in some metals and alloys as they experience 
intense dynamic loading at the point of cut [2] and in the 
case of cryogenic CNC machining, rapid and intense 
changes in material temperature. Materials that exhibit 
poor thermal properties, such as plastics, rubbers and to 
some extent titanium, generate heat within the shear zone, 
which does not have sufficient time to escape. This raises 
the temperature of the cutting zone leading to an adiabatic 
shear band formation, which is more evident in 
machining an elastomeric material such as a rubber [3]. 
Adiabatic shear bands are the results of thermo-chemical 
instabilities at the point of cut [4].  

It has also been recognised that shear bands form as a 
result of the balance between hardening and softening of 
the material [4]. During a machining cycle, plastic strain 
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incompatibilities are initiated near defects at the cutting 
interface thus achieving localised stress concentrations, 
leading to chip breakage. If the strain rate is high enough, 
the process is classified as adiabatic [5]. The adiabatic 
shear instability modifies the chip formation, thus the 
chip become segmented and chip breaking becomes 
difficult [6]. A considerable amount of research in 
adiabatic shear band formation has been conducted on 
turning applications [4, 7, 8].  

3. State of the art in cryogenic manufacturing 

The application of cryogenic science is not new 
technology and was first used to liquefy oxygen and 
nitrogen [9]. It was subsequently used to improve the 
structural properties of steel parts by placing them in cold 
environments, such as the Swiss did during the Second 
World War [10]. In the middle part of the last century, 
liquid oxygen and liquid hydrogen were used as 
propellants for rockets, with the first being the infamous 
Nazi V2 rocket [11]. Recently cryogenic science has been 
used in two major areas, namely, cryogenic processing 
and hard metal machining.  

3.1 Cryogenic processing 

Cryogenic processing involves placing metal parts into a 
nitrogen environment to permanently convert the retained 
austenite into the harder constituent martensite, providing 
a structurally stronger component. This increases the part 
hardness, reduces stresses within the part and increases 
fatigue resistance [12]. Schiradelly et al. [13] discuss the 
use of cryogenics in various different branches of motor 
sport engineering, showing that parts have increased life 
span as a result of the cryogenic process, without 
suffering any detrimental affect. Wurzbach et al. [10] 
examined a silicate bronze alloy impeller, which was 
degrading rapidly in use. A cryogenic process was used to 
treat the impeller and was shown to improve its hardness 
and wear resistance, thus extending its life indefinitely.  

3.2  Cryogenic hard metal machining 

Cryogenic hard metal machining is where the majority of 
academic literature is focused and is concerned with 
using liquid nitrogen (LN2) in place of conventional oil 
based coolants, primarily in CNC turning applications. A 
number of authors have identified systems for cryogenic 
hard metal machining involving spray-jetting systems 
[14-17]. Hong et al. [16] developed the system as 
illustrated in figure 1 for turning of titanium alloy using 
carbide tooling. The principal aim of this configuration 
was to apply the LN2 to the primary and secondary 
cutting zones to reduce heat build up and to rapidly 
remove any swarf build up.  

 
Fig 1: Cryogenic spray jetting – Two nozzles [16]. 

Wang et al. [18] describe a spray jetting system used for 
machining hard-to-cut materials, where a single LN2 
nozzle setup was designed to penetrate the cutting zone. 
Unlike other systems there is a reservoir, which allows 
for constant LN2 flow. These are two examples of 
systems developed for cryogenic hard metal CNC 
turning. There is minimal research on using cryogenic 
methods for vertical CNC machining.  

The notable exception is a study conducted by 
Rahman et al. [19] on chilled air machining in end 
milling. The experiment consisted of using two nozzles, 
which directed chilled air (-30°C) towards the tip of the 
milling cutter. The results obtained illustrate that chilled 
air can offer comparable results to flood cooling, and in 
some cases proves to be better.   

There is limited research concerned with cryogenic 
elastomer machining. The exception being Shih et al. [3] 
who investigated the machining of solid carbon dioxide 
cooled elastomers and elastomer chip morphology 
analysis [1]. The conclusion of the study showed that end 
milling of elastomers performed better when the 
elastomer was cryogenically cooled.  

3.3 Cryogenic CNC machining of elastomers 

The use of soft elastomeric material machining is based 
on the need to remove the moulding process, which can 
be expensive and does not allow for constant design 
change. Direct CNC machining of elastomers provides 
the ability to change designs instantaneously, providing a 
realistic opportunity to produce personalised products and 
support a method in which the concept of on demand 
manufacture for consumer products is achievable.  

The cryogenic machining facility at the University of 
Bath has been designed to machine a range of soft 
materials, which include neoprene and EVA. The major 
aim of the cryogenic process is to freeze a soft material to 
below its glass transition temperature (Tg) value and then 
to directly machine it. Tg is the temperature at which a 
material shows similarities to that of a glass type 
structure. Figure 2 provides a representation of the 
cryogenic soft material machining process for producing 
personalised shoe soles. 
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Fig 2: The cryogenic machining concept for soft materials 

The cryogenic CNC machining facility consists of a 
cryogenic fixture designed to securely clamp a test part 
sample and 18mm diameter vacuum jacketed piping that 
feeds directly from a 120-litre high pressure Dewar into a 
custom designed fixture. The temperature of the fixture is 
monitored using a thermal probe. Material is placed 
directly into the fixture and is cooled using LN2. It is at 
this point that the material can be effectively machined.  

4. Methodology  

Using the cryogenic CNC machining process a number of 
materials were machined. The following section provides 
examples of the Scanning Electron Microscope (SEM) 
chip morphology images for chips produced by the 
cryogenic machining experiments, which clearly indicate 
adiabatic shear band formations in three of the images.  

5. Experimental Results  

A number of sample chips were taken from the 
machining experiments and analysed using an SEM. 
Figure 3 illustrates a sample of chips taken from a design 
of experiments machining strategy. Some of the chips can 
be seen to have smooth, clean cut surfaces, others have 
many lines, creases and curled edges and are not always 
separated from their neighbour.  

Figure 4 shows a machined chip sample of solid 
neoprene rubber, showing a series of lines, which are 
considered to be examples of adiabatic shear band 
formations. The wavy line patterns that can be seen on 
the chip surface is indicative of the adiabatic phenomenon 
that is observed in materials that have low thermal 
conductivity. This is due to the inability of the material to 
dissipate the heat generated fast enough, which is a 
function of two things. Unlike with first sample, the depth 
of cut is smaller therefore this suggests that the freezing 
process was not keeping the cutting interface temperature 
at or below its Tg value, thus resulting in the adiabatic 
shear band forming. The chip is considered to be 
adequate, however there are significant deformation 
indications. The adabatic shear band formation is a key 
indicator for the cryogenic CNC machining process as 
this demonstrates insufficient freezing of the elastomer 
being machined. This would ultimately result in a poorly 
machined part, with weakened areas.  

 
Fig 3: A sample of solid Neoprene chips produced using the 

cryogenic CNC machining process 

 
Fig 4: A machined Neoprene sample chip with adiabatic shear band 

across the chips surface 

 
Fig 5: A machined EVA sample chip with adiabatic shear bands 

across the surface 

Figure 6 depicts a chip surface with little adiabatic shear 
band formations, which suggests that the material Tg has 
been maintained throughout the maching cycle. This is an 
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ideal machining scenario as this is likely to reduce 
material damage and reduce surface roguhness.  

 
Fig 6: A machined EVA sample chip, with no indicated shear bands 

6. Conclusions 

This paper has illustrated and demonstarated a new 
process for rapidly machining elastomeric material on 
conventional CNC machine tools using liquid nitrogen 
freezing techniques. The phenomenon of adiabatic shear 
band formation has also been demonstrated as a result of 
the cryogenic machining process. The results from the 
SEM micrograph imaging show clear indications of shear 
band formations across the chip surface as a result of not 
maintaining material Tg throughout the process and this is 
considered to be undesirable as it is likely to affect the 
materials surface quailty. Ideally, providing the materials 
Tg is maintained, the adiabatic shear band formation will 
remain relatively small and provide adequately machined 
elastomer products. 
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Abstract. The demand for manufacturing technologies for micro 
components and features has been increasing in aerospace, 
biomedical, electronics, environmental, communications and 
automotive industries. Since titanium alloys are widely used in 
aerospace and biomedical applications, the development of 
micromachining technologies for these materials is of particular 
interest. This study employs statistical analysis techniques to 
evaluate the contributions of the different process parameters 
towards tool life and product quality in micro-milling in comparison 
with macro-milling. The establishment of key process variables 
would ultimately help in reducing production costs by reducing the 
cost of tool replacement and minimizing product rejection. 

Keywords: micromachining, titanium alloy, analysis of variance 

1. Introduction 

Most traditional manufacturing processes are unable to 
create micro-features with required dimensional accuracy 
[1]. In such applications, mechanical micro machining is 
a candidate process. Micromachining can be defined as 
mechanical machining of features with tool engagement 
less than 1 mm, exploiting geometrically defined cutting 
edges [2]. An alternative description of micro machining 
defines the process in terms of the workpiece grain size, 
when the uncut chip thickness is less than the average 
size of the smallest grain type [3]. Specific to the milling 
process, there is a suggestion in literature that micro-
milling should be defined as the process that utilizes 
endmills varying in diameter from 100-500 μm, with 
edge radii in the range from 1-10 μm [4]. The view of the 
authors is that micro milling is machining with tools of 
diameter 1 to 999 μm and this process can take place 
when the tool edge radius is comparable to the material 
grain size or undeformed chip thickness. 

Mechanical micromachining demands research due to 
variations brought by work materials, component 
interfaces and functional shapes [5]. In most cases, an 
edge radius comparable or larger than the undefromed 
chip thickness leads to a high effective negative rake 
angle, promoting material elasto-plastic effects. Thus a 
major difference between macro and micromachining is 

the increase in the  workpiece material’s shear flow stress 
with decrease in the size of the uncut chip thickness.  

Typically in micro machining, the undeformed chip 
thickness is of the order of microns or less [6] and as a 
result, the workpiece material can not be assumed 
homogenous due to the presence of different phases and 
grain sizes that the tool is likely to encounter. Added to 
these issues are the effects of material strain hardening, 
subsurface plastic deformation and material separation 
effects. With regards to the material microstructure 
effects, it has been reported that when the tool dimensions 
or a feature to be generated is of the same order as the 
grain size, the material cannot be treated as isotropic [2]. 
In this case, the cutting mechanism differs substantially 
from macromachining.  

1.1 Titanium alloys in micromachining applications 

The typical applications of titanium based alloys are in 
the aerospace and medical applications due to their high 
strength to weight ratio, corrosion resistance and bio-
compatibility. Both these fields rely heavily on the use of 
micro microfeatures and components. Biotechnology in 
particular has been cited as having vast potential for 
micro-parts as medical tools are increasingly operating at 
cellular level [7]. Furthermore, since both aforementioned 
fields also require stringent quality checks, research into 
the micromachining of titanium alloys is of particular 
interest. While considerable research is being carried out 
in the micromachining of ferrous alloys, as a science, 
micromachining of titanium alloys is still considered to 
be in its rudimentary stage [8]. The challenge in 
machining titanium alloys is chiefly the high tool wear 
associated with the reactivity of titanium with tool 
materials, and its low thermal conductivity [9]. Moreover, 
the development of suitable tool coatings is still in 
progress for these alloys. For any industrial process, 
determination of the effects of input parameters on 
productivity is of paramount importance. This study 
therefore aims to quantify the effects of machining 
parameters, namely feedrate (f), cutting speed (Vc) and 
depth of cut (ap) on tool life and surface finish. It also 
aims to investigate the feasibility of generating process 
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maps of flank wear and surface roughness for 
micromachining titanium based alloys by analysing the 
key process variables (KPV’s) for micromilling. 

2. Experimental details 

Slot milling experiments were designed using L4 arrays 
to carry out statistical process analysis. Since L4 arrays 
accommodate linear effects, the levels of parameters were 
selected such that the arrays do not cover points of 
inflection that have been reported by previous literature 
[6, 10, 11]. These points are expected to lie at feedrates 
equal to minimum chip thickness and tool edge radius. 
Accordingly, two sets of micro milling conditions were 
selected. In the first set, the feedrates values were varied 
from the minimum chip thickness to the average tool 
edge radius. In the second set, the feedrate values ranged 
from the average tool edge radius to the upper limit 
recommended by the tool suppliers.  

The tools used in the micromachining experiments 
were 500 μm diameter DIXI-7240 uncoated carbide tools. 
The average grain size of the tools as reported by the 
manufacturers was 0.2 to 0.5 μm. The macro-milling tests 
used TPMN160308-H13A inserts manufactured by 
Sandvik. These inserts were mounted on a 32 mm 
diameter end-mill tool holder. These tools are 
representative of those actually used in industrial 
operations. It may also be noted that while single flute 
tools are recommended for research purposes to minimize 
runout effects, such tools are rarely produced and used for 
industrial micro-milling. All unused micro-milling tools 
were first examined under a Hitachi S3400N scanning 
electron microscope (SEM) for their edge radii. Care was 
taken and only tools having minimum variation in their 
edge radii were selected from the set. Figure 1 shows a 
typical micrograph obtained for this purpose. The mean 
edge radius for the tools used was found to be on avearge 
1 μm (varying between 0.8-1.2 μm). 

 

 
Fig. 1. A typical microtool as seen under an SEM 

For comparison with macromilling operations, a set of 
macromilling experiments was similarly conducted based 
on the L4 array. The parameters were selected based on 

ranges of values recommended by the tool manufacturers. 
All micromilling experiments were conducted on a 
Mikron® HSM 400 vertical milling machine while 
macromilling experiments were conducted on a Takisawa 
vertical milling center. The two machines used are typical 
of milling platforms used in micro and macroscale cutting 
domains. The accuracy of each of the machines is 
appropriate for micro and conventional machining 
respectively. The results obtained in conventional 
machining agree with known trends and hence supporting 
the use of the Takisawa machine in the investigation. All 
experiments, macro as well as micro-milling tests were 
conducted in dry conditions so as not to mask the effects 
of proces variables. 

2.1 Determination of minimum chip thickness  

The minimum chip thickness (tc) can be defined as the 
minimum undeformed thickness of chip that can be 
removed stably from a work surface for a given cutting 
edge radius [12]. Since minimum chip thickness is 
directly related to the tool edge radius [13], advances in 
tool manufacturing that lead towards sharper tool edges 
and less fragility can reduce tc. Typically, the values for 
minimum chip thickness range from 5-43% of the tool 
edge radius [6]. The variation in these values can be 
attributed to the elastic/plastic deformation of the 
different workpiece materials considered as well as tool 
rigidity.  Tool sharpness has been reported to have a 
strong influence on the machined surface integrity in 
terms of its surface roughness, microhardness, residual 
stress and the dislocation density [14].  

The first step towards defining the experimental plan 
was to define the machining parameters for the L4 arrays 
based on the objectives mentioned in section 3. For this 
purpose, the minimum chip thickness for the workpiece 
material was determined using the procedure proposed by 
Liu et al [15]. In this method, the sudden surface height 
change, that is generated with transition from rubbing / 
ploughing to chip formation phase, is measured. Milling 
tests were conducted for different feedrates over the range 
recommended by the tool suppliers. The side wall surface 
was then examined using a WYKO® NT-1100 white 
light interferometer (Vertical Measurement: 0.1 nm to 1 
mm, Vertical Resolution: 0.1 nm, RMS Repeatability: 
0.01 nm [16]). Figure 2 shows the value for minimum 
chip thickness obtained using this method. The average 
value for this parameter comes out to be around 0.4 m. 
The levels of feedrate for the L4 array was set from this 
knowledge of the minimum chip thickness. All 
experiments were repeated twice to confirm repeatability 
of results.  

μ
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Fig. 2. Minimum chip thickness obtained from the surface profile 

3. Results and Discussions 

The experimental results were obtained in the form of the 
surface roughness of the milled slots (Ra) and tool flank 
wear (VB). These results are presented in the form of L4 
arrays in tables 1 and 2 respectively. The tool flank wear 
was determined by examining the used tools under the 
scanning electron microscope. The surface of the micro-
slots was examined using WYKO® NT-1100 white light 
inferometer while the surface roughness for macro-
milling tests was measured using Talysurf surface profiler 
along the feed direction. For accuracy, the surface 
roughness was measured at 5 equidistant locations on the 
slot floor and the average of these values were used in the 
analysis. The values obtained are of the order reported by 
previous researchers [6, 10, 17].   

3.1 Analysis of variance 

After having designed the experiments, the results 
obtained were statistically analyzed using the statistical 
tool known as analysis of variance (ANOVA). The basic 

idea behind ANOVA is to break down the total variability 
of the experimental results into components of variance 
and then assess their significance in terms of contribution 
ratio (CR) [18]. The variation components are those 
associated with factor effects or random variation 
(residual). The contribution ratios of machining 
parameters towards surface roughness and tool flank wear 
were calculated using the standard statistical formulae 
[18]. Table 3 presents ANOVA for surface roughness.  

Analysis of main effects for surface roughness (Ra) 
indicates that below edge radius, low feed, low cutting 
speed and high depth of cut give better surface finish. 
When operating above the edge radius, low Ra occurs at 
low feed, high cutting speed and low depth of cut; a trend 
consistent with that shown in the case of macro milling. 
In macroscale milling, the feedrate is the most dominant 
parameter to control surface finish at 90% significance, 
compared with 83% in micro milling above the edge 
radius. When cutting below the edge radius, all three 
variables have a significant effect on surface finish. In 
this case, feedrate is most dominant at 53%. The optimal 
process variables amongst those tested were found at f = 
0.45 μm/tooth, Vc = 25 m/min and ap = 60 μm when 
machining with undeformed chip thickness below edge 
radius. Above the edge radius these parameters occur at f 
= 3 μm/tooth, Vc = 50 m/min and ap = 30 μm while during 
macro-milling these are found to be f = 0.1 mm/tooth, Vc 
= 75 m/min and ap = 1 mm. 

Table 4 presents ANOVA for flank wear, where 
residual effects were found to be more dominant. Unlike 
the case for macro-milling, the contribution of random 
variables (Res) on tool wear for micro-milling is 
significantly higher. Micro-milling below edge radius 
appears more prone to residual effects than micro-milling 
above edge radius. This can be attributed to the fact that 
the fragile microtools are more prone to small changes in 
environmental variables. In the case of macro-machining, 
these variations are essentially negligible. When micro-
machining below edge radius, tools are more prone to 
residual effects for flank wear. This trend can be linked to 
the reduced tool stability in the latter case as minimum 
chip thickness and elastic recovery effects become more 

 
Table 1 Levels of the cutting parameters in the L4 arrays for surface roughness (Ra) 

Micro milling below edge radius Micro milling above edge radius Macro-milling 
f (μm/ 
tooth) 

Vc 
(m/min) 

ap 
(μm) 

Ra 
(μm) 

f (μm/ 
tooth) 

Vc 
(m/min) 

ap 
(μm) 

Ra 
(μm) 

f (mm/ 
tooth) 

Vc 
(m/min) 

ap 
(mm) 

Ra 
(μm) 

0.45 25 30 0.058 0.062 3 25 30 0.219 0.216 0.10 50 1.0 0.29 0.30 
0.45 50 60 0.073 0.083 3 50 60 0.201 0.198 0.10 75 1.5 0.28 0.26 
0.90 25 60 0.100 0.109 6 25 60 0.342 0.340 0.15 50 1.5 0.53 0.55 
0.90 50 30 0.238 0.241 6 50 30 0.280 0.277 0.15 75 1.0 0.48 0.46 

 

Table 2 Levels of the cutting parameters in the L4 arrays for flank wear (VB) 
Micro milling below edge radius Micro milling above edge radius Macro-milling 

f (μm/ 
tooth) 

Vc 
(m/min) 

ap 
(μm) 

VB 
(μm) 

f (μm/ 
tooth) 

Vc 
(m/min) 

ap 
(μm) 

VB 
(μm) 

f (mm/ 
tooth) 

Vc 
(m/min) 

ap 
(mm) 

VB 
(μm) 

0.45 25 30 12.1 9.0 3 25 30 7.1 11.0 0.10 50 1.0 39 37 
0.45 50 60 14.1 15.0 3 50 60 15.1 13.9 0.10 75 1.5 47 50 
0.90 25 60 12.2 8.1 6 25 60 14.1 17.0 0.15 50 1.5 58 56 
0.90 50 30 11.6 8.1 6 50 30 15.9 16.8 0.15 75 1.0 62 59 
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dominant. Overall, the results show that micro-machining 
above edge radius tends to be closer to macro-machining 
rather than micro-machining below edge radius. This is 
despite the fact that both types of micro-machining 
experiments were performed on the same machine, while 
macro-machining experiments were carried out on a 
different machining centre. 

4.  Conclusions 

• The dominance of cutting parameters differs in 
micro-machining as compared with macro-
machining. 

• While feedrate is the dominant factor in macro-
milling for control of surface roughness, the 
contribution ratio of cutting velocity and depth 
of cut increases in the micro domain. 

• Micro-milling operations carried out above tool 
edge radius are easier to predict and control as 
compared with those done below edge radius 
due to less contribution of residual effects on 
tool life and surface finish. 

• In micromachining, the contribution of process 
variables is more deterministic on surface 
roughness while tool wear is driven by 
stochastic factors.  

Acknowledgements 

The authors would like to thank the support offered by the 
Engineering and Physical Sciences Research Council (EPSRC) UK 
under the ELMACT grant DT/E010512/1.  

References 

[1] Kim C-J, Bono M, Ni J (2002), Experimental analysis of chip 
formation in micromilling. Trans. of NAMRI; XXX:247-54. 

[2] Dornfeld D, Mina S, Takeuchi Y (2006), Recent Advances in 
Mechanical Micromachining   CIRP Annals - Manuf. Tech.  
55(2):745–68  

[3] Simoneau A, Ng E, Elbestawi MA (2006), Chip formation 
during microscale cutting of a medium carbon steel. Int'l J. 
Machine Tools and Manuf. 46(5):467-81. 

[4] Vogler MP, DeVor RE, Kapoor SG (2004), On the Modeling 
and Analysis of Machining Performance in Micro-
Endmilling, Part I: Surface Generation. J. of Manuf. Sci and 
Eng.126(4):685-94  

[5] Chae J, Park SS, Freight T (2006), Investigation of Micro-
cutting Operations. Int'l J. of Mach. Tools & Manuf.46:313-
32. 

[6] Mian AJ, Driver N, Mativenga PT (2009), Micromachining of 
coarse-grained multi-phase material. Proc. Inst. of Mech. Eng, 
B: J. of Engg Manuf.223(4):377-85. 

[7] Masuzawa T (2000), State of the Art of Micromachining. 
CIRP Annals - Manuf. Tech.49(2):473-88. 

[8] Schueler GM, Engmann J, Marx T, Haberland R, Aurich JC. 
Burr Formation and Surface Characteristics in Micro-End 
Milling of Titanium Alloys. Proc. CIRP Int'l Conf. on Burrs. 
Univ. of Kaiserslautern, Germany: 2009. 

[9] Jaffery SI, Mativenga PT (2009), Assessment of the 
Machinability of Ti-6Al-4V Alloy using the Wear Map 
Approach. Int'l J. of Adv. Manuf. Tech.40:687-96. 

[10] Mian AJ, Driver N, Mativenga PT (2010), A comparative 
study of material phase effects on micro-machinability of 
multiphase materials. Int'l J. of  Adv. Manuf. Tech. DOI: 
10.1007/s00170-009-2506-9  

[11] Son SM, Lim HS, Ahn JH (2005), Effects of the friction 
coefficient on the minimum cutting thickness in micro 
cutting. Int'l J. of Mach. Tools & Manuf.45:529-35. 

[12] Taniguchi N (1983), Current Status in, and Future Trends of, 
Ultraprecision Machining and Ultrafine Materials Processing 
CIRP Annals - Manuf. Tech.32(2):573-82  

[13] Ikawa N, Shimada S, Tanaka H (1992), Minimum thickness 
of cut in micromachining. Nanotechnology.3:6-9. 

[14] Yuan ZJ, Zhou M, Dong S (1996), Effect of diamond tool 
sharpness on minimum cutting thickness and cutting surface 
integrity in ultraprecision machining. J. of Mat. 
Proc.Tech.62(4):327-30. 

[15] Liu X, DeVor RE, Kapoor SG (2006), An analytical model 
for the prediction of minimum chip thickness in 
micromachining. J. of Manuf. Sci. and Eng.128:474-81. 

[16] Wyko NT 1100 Optical Profilers Brochure (2003) 
[17] Mantle AL, Aspinwall DK (2001), Surface integrity of a high 

speed milled gamma titanium aluminide. J. of Mat. Proc. 
Tech.118(1-3):143-50. 

[18] Logothetis N. Managing for total quality-from Deming to 
Taguchi and SPC. Hertfordshire: Prentice Hall Int'l (UK) 
Ltd.; 1992. 

Table 3 ANOVA for surface roughness (Ra) vs cutting parameters  
Micro milling below edge radius Micro milling above edge radius Macro-milling Source df SS MSS F-ratio CR SS MSS F-ratio CR SS MSS F-ratio CR 

f 1 21189 21189 829 53 20564 20564 5251 83 0.09 0.09 271 92 
Vc 1 11705 11705 458 29 3265 3265 834 13 0.01 0.01 19 6 
ap 1 6920 6920 271 17 970 970 248 4 0.00 0.00 1 0 

Res 4 102 26  1 16 4  0 0.00 0.00   1 
Total 7 39917   100 24815   100 0.10    100 

 

Table 4 ANOVA for flank wear (VB) vs cutting parameters  
Micro milling below edge radius Micro milling above edge radius Macro-milling Source df SS MSS F-ratio CR SS MSS F-ratio CR SS MSS F-ratio CR 

f 1 13.29 13.29 2.67 17 34.86 34.86 10.93 41 338 338 71 69 
Vc 1 6.90 6.90 1.39 4 19.41 19.41 6.09 21 85 85 18 17 
ap 1 9.42 9.42 1.89 9 10.63 10.63 3.33 10 41 41 9 7 

Res 4 19.92 4.98  70 12.76 3.19  28 19 5  7 
Total 7 49.52   100 77.65   100 482   100 

 



6–14 

Tool Orientation Effects on the Geometry of 5-axis Ball-end Milling 

Erdem Ozturk and Erhan Budak1 

1 Manufacturing Research Laboratory, Sabanci University, Istanbul, Turkey 
Tel: +90 216 483 95 19, Fax: +90 216 483 95 50 

Abstract. 5-axis ball-end milling has found application in various 
industries especially for machining of parts with complex surfaces. 
Additional two degree of freedoms, namely, lead and tilt angles 
make it possible to machine complex parts by providing extra 
flexibility in cutting tool orientation. However, they also complicate 
the geometry of the process. Knowledge of the process geometry is 
important for understanding of 5-axis ball-end milling operations. 
Although there are considerable amount of work done in 3-axis 
milling, the literature on 5-axis ball-end milling is limited. Some of 
the terminology used in 3-axis milling is not directly applicable to 5-
axis ball end-milling. Hence some new process parameters and 
coordinate systems are defined to represent a 5-axis ball end-milling 
process completely. The engagement zone between the cutting tool 
and the workpiece is more involved due to the effects of lead and tilt 
angles. In this paper, effects of these angles on the process geometry 
are explained by presenting CAD models and analytical calculations.  

Keywords: 5-axis, ball-end milling, lead and tilt angles, process 
geometry 

1. Introduction 

5-axis milling is a geometrically complex process since 
there are two additional rotational degrees of freedom, 
namely lead and tilt angles, compared to 3-axis milling. 
They define the cutting tool orientation with respect to 
surface normal direction.Visualization of their effect on 
the process geometry is not straightforward; however, the 
understanding of the process geometry is a very important 
step in process modeling. Hence, in this paper, the effects 
of lead and tilt angles on the proces geometry are 
presented. 

There has been considerable amount of work done on 
modelling of sculptured surface geometry in 3-axis ball-
end milling. Although rotational degrees of freedoms are 
not available in 3-axis ball-end milling, there may be 
inclination in both feed and cross-feed directions due to 
CNC interpolations on the sculptured surface. Geometry 
of these processes is similar to the 5-axis ball-end milling 
geometry. Imani et al. [1] presented machining cases with 
up-hill angle in 3-axis ball-end milling which corresponds 
to application of positive lead angle in 5-axis ball-end 
milling. For different up-hill angles they showed the 

calculated engagement boundaries which are determined 
using the ACIS geometric engine [2]. Later, Kim et al. [3] 
included the effect of tilt angle on the engagement region. 
In their notation, ramping corresponds to application of 
lead angle while contouring matches with the application 
of tilt angle. Combined effect of lead and tilt angle on the  
engagement region on the ball-part of the tool was shown 
by Lamikiz et al. [4] by cutting an inclined plane with a 
sloped feed direction in a 3-axis milling machine tool. 
Later, Fontaine et al. [5] applied the same notation with 
Kim et al. [3] for different machining strategies but added 
the effect of cross-feed direction where they refer to it as 
up/down milling. In this paper, the terminology in 5-axis 
ball end milling is introduced firstly. The process 
parameters and coordinate systems are defined. Then, 
combined and independent effects of lead and tilt angles 
on engagement regions between the tool and workpiece 
are explained by CAD models and analytical calculations. 
For the engagement calculations, engagement model 
presented by Ozturk and Budak [6] is used. In this model, 
the engagement regions in both ball and cylindrical zones 
can be calculated. Effect of lead and tilt angles on 
maximum uncut chip thickness is also illustrated on a 
representative case. 

2. Terminology in 5-axis ball-end milling 

In order to represent position and orientation of  a cutting 
tool at an instantaneous point along a tool path, three 
coordinate systems need to be defined (Fig. 1(a)). The 
first one is a fixed coordinate system called the machine 
coordinate system (MCS). It consists of  X, Y, Z axes of 
the machine tool, its origin is the home position. The 
second one is the process coordinate system (FCN). In the 
FCN coordinate system, F is the feed direction, C is the 
cross-feed direction and N is the surface normal 
direction.The origin of the FCN is at the ball-centre of the 
cutting tool, and  thus it is a moving coordinate system. 
Moreover, F, C and N directions change along a tool path 
depending on the workpiece geometry and machining 
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strategy selected. Tool coordinate system (TCS) is the 
third coordinate system and its origin is also the ball 
centre of the tool. x and y axes are transversal axes of the 
tool and z  is along the tool axis direction. TCS defines 
the orientation of the cutting tool with respect to FCN. 
Lead angle defines the rotation of the cutting tool around 
C axis whereas the tilt angle is the rotation of the tool 
around F axis (Fig.2). Therefore, TCS is the rotated form 
of FCN with lead and tilt angles. 

Some of the terminology in 3-axis milling is not 
directly applicable to 5-axis milling for definition of the 
process parameters. Due to the effects of lead and tilt 
angles, the tool axis is not parallel to the surface normal 
(Fig.2). Hence, the cutting depth term (a) is used to 
define the depth removed from the workpiece in the 
surface normal direction instead of the axial depth term 
(Fig. 3(a)). 

 
(a)   (b) 

Fig. 1. (a)Coordinate systems (b) Ball-end mill geometry. 

  
(a)   (b) 

Fig. 2. (a)Lead angle (b) Tilt angle. 

 
(a)   (b) 

Fig. 3. (a)Cutting depth a, step over s (b)Uncut chip thickness ct 
 
Radial depth term is replaced with step over term as 
radial depth expression may result in confusion due to the 
effects of ball-end mill geometry, lead and tilt angles on 
radial directions.The step over s is the distance between 
the adjacent tool paths in C axis as shown in Fig. 3(a). 
Milling mode, i.e. up and down milling, definitions can 
be ambiguous for 5-axis ball-end milling due to the 
complex engagement regions. Because of the effects of 
tool geometry, lead and tilt angles, there may be two 

different immersions zones which cannot be represented 
with a start and exit angle pair. For that reason, another 
parameter, cross-feed direction is used in order to define 
the direction of the uncut material. If uncut material is in 
the positive C axis with respect to the milling tool, the 
cross-feed direction is positive, and vice-versa. For 
example, in the cases presented in Fig.2 and Fig. 3(a), the 
cross-feed direction  is negative. Cases with positive and 
negative cross-feed direction are analogous to up and 
down milling in 3-axis end milling, respectively, in the 
sense of the uncut material direction. After lead, tilt 
angles, cutting depth, step over and cross-feed direction 
parameters are defined at an instant, the instantaneous 
relative position and orientation of cutting tool with 
respect to workpiece are completely defined. Uncut chip 
thickness ct (Fig. 3(b)) is varible along the cutting edge 
locally in both tangential and axial directions. Local 
uncut chip tickness depends also on lead and tilt angles as 
formulated in [6]. 

3. Engagement regions and uncut chip thickness 
under the effects of lead and tilt angles 

The visualization of effects of lead and tilt angles on the 
engagement regions between the tool and workpiece is 
not very easy in 5-axis ball-end milling. In this section, 
their effects are shown by CAD models and simulations. 
For calculation of engagement regions, a previously 
developed engagement model [6] is applied on 
representative cases. In the example case, cutting depth, 
step over and radius of the ball-end mill are 6 mm. Helix 
angle on the clockwise-rotating tool is 30o and cross-feed 
direction is negative. 

In the absence of lead and tilt angles, CAD model of 
the process is shown in Fig.4. In this case, TCS and FCN 
coincide. The projection views of the 3D engagement 
region in two orthogonal planes namely, CN and CF 
planes, are also presented in Fig.4. It’s seen that the 
engaged region is variable along the tool axis. The 
variation of engagement boundaries along the tool axis is 
plotted in Fig.4 where ϕst and ϕex represent start and exit 
angles, respectively. There is 180o immersion close to the 
tool tip (z=-6mm) while the immersion width decreases 
for the higher z positions. As the name implies, 
immersion width is defined as the amount of angular 
immersion at a z-level. 

When lead and tilt angles are applied on the cutting 
tool, the shape of the engagement region changes. This is 
illustrated for application of 30o lead and tilt angles in 
Fig. 5 where the calculated engagement boundaries are 
also presented. In this case, it’s seen that both ball and 
cylinder zones of the cutting tool are in contact with the 
workpiece. 

Positive lead angle shifts the engagement region to 
the higher positions along the tool axis while negative 
lead angle moves the engagement to the lower sides of 
the tool. Moreover, lower immersion widths takes place 
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with positive lead angles with respect to negative lead 
angle cases. In order to justify these comments, effect of 
lead angle on the immersion width on different z-
coordinates is presented in Fig. 6 for the example case. 
Since it is a 3D surface, the 2D projections of the surface 
in two orthogonal planes are also plotted in the figure to 
show the variation with more detail. Norm_z is the ratio 
of z-coordinate with respect to ball-end mill radius. It is 
seen that the comments about the effect of lead angle and 
observations from the Fig.6 match well. Although not 
presented here, similar effects  are also seen for lower and 
higher cutting depth and step over cases. 

 

 
Fig. 4. Engagement region (lead,tilt=0o) 

 

 
Fig. 5. Engagement region for the example case (lead,tilt=30o) 

 

 

 
Fig. 6. Effect of lead angle on immersion width (tilt=0o) 

Local radius R(z) increases as the z-coordinates of the 
engagement region increases (Fig.1 (b)). This results in 

higher cutting speed values in the engagement region. 
Since cutting speed increases tool wear, the engagement 
regions with higher z coordinates cause higher tool wear. 
Moreover, resulting cutting torque and power due to each 
cutting flute increases because of higher local radii and 
higher cutting speed. On the other hand, immersion 
widths decrease with higher z coordinates. In this case, 
the probability of having more than one flute in cut 
decreases since pitch angle between the flutes might be   
higher than immersion widths at these locations. As a 
result, it is difficult to derive a general conclusion about 
the required cutting torque and power since there are two 
contradicting effects. 
 

 

 
Fig. 7. Engagement region (lead=-60o,tilt=0o) 

 
In order to show the effect of lead angle on the 
engagement in more detail, for a large negative lead of -
60o, 3D and 2D views of the engagement regions are 
presented in Fig. 7. In this case tilt angle is 0o. Calculated 
engagement region is also demonstrated. In this case, it is 
seen that in regions close to the tool tip, the immersion 
width is 360o which means that there is full immersion in 
this zone. Tool-tip contact with the workpiece is 
generally not preferred due to additional 
ploughing/indentation forces and resulting tip marks on 
the finished surface. It is seen from Fig. 7 that for higher 
values of z coordinates, the immersion width decreases. It 
is interesting to note that between z=-3 mm and z=-
2.6mm positions, there are two start and exit angles, i.e. 
the tool engages and disengages with the workpiece two 
times at these z positions. In this case, this zone on the 
tool stays behind the finished surface for a short duration 
but then the tool engages with the workpiece again. This 
occurs depending on the step over and cutting depth for 
negative lead angles.  

Effect of tilt angle is very much dependent on the 
cross-feed direction. If tilt angle and cross-feed direction 
have the same sign, the tool axis is oriented away from 
the uncut part of the workpiece. In this case, tilt angle 
decreases the z-coordinates of the engagement region. On 
the other hand, if tilt angle and cross-feed direction have 
opposite signs, tool axis is oriented through the uncut part 
of the workpiece and z-coordinates of the engagement 
region increase (Fig.2 (b), Fig.3 (a)). As can be seen from 
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these figures, positive tilt angle results in engagement 
regions with higher z coordinates. Effect of tilt angle on 
immersion width on different z coordinates is presented 
in Fig.8 for the example case. As expected, z-coordinates 
of the engagement region are lower when tilt angle is 
negative since cross-feed direction is negative in the 
example case. At the same time, immersion width is 
higher in these cases. Similar effects are seen in 
calculations performed for cases with lower and higher 
step over and cutting depth values. 

 

 

 

 

Fig. 8. Effect of tilt angle on immersion width (lead=0o) 

 

 
Fig. 9. Engagement region (lead=0o,tilt=-60o) 

 
Fig. 10. Lead and tilt angle effect on maximum uncut chip 

thickness.(s=6mm,a=6mm,Ro=6mm, feed per tooth=0.05mm) 

Tilt angle effect on the engagement region is presented on 
the example case with application of 0o lead and -60o tilt 
angle in Fig. 9. In this case, there is 180o immersion in the 
regions close to the tool tip and it decreases for higher z 
coordinates. Two different immersion zones on the same 
z-position presented in the previous negative lead case, 
are also seen in this example between z=-0.8mm and 

z=0mm. In this case, the tool loses contact with the 
workpiece due to the material removed by the previous 
pass and gets into contact again which is shown better in 
the CN plane view of the engagement region in Fig. 9. 
Negative tilt angle has an effect similar to the up-milling 
effect in 3-axis flat-end milling for a clock-wise rotating 
tool. In other words, the tool starts cutting from the final 
surface which may result in poor surface finish quality. 
On the other hand, positive tilt angle has a similar effect 
for counter-clockwise tools.  

Lead and tilt angles also affect the local uncut chip 
thickness values on the cutting edge. The effect of lead 
and tilt angles on maximum uncut chip thickness is 
presented in Fig. 10 on a representative case. Espacially 
when the cylindrical part of the ball-end mill is in cut, 
positive lead angle results in a considerable decrease in 
maximum uncut chip thickness since lead angle defines 
the inclination of the tool in feed direction. However, in 
cases where ball region of the tool is incut only, lead and 
tillt angles do not change the maximum chip thickness. 
They only change the location where maximum chip 
thickness is reached.  

4. Conclusion 

In the paper, the effects of lead and tilt angles on the 
process geometry are shown.Their effects on the  the 
engagement regions between the cutting tool and 
workpiece and  maximum uncut chip thickness values are 
shown to be very significant. An  interesting phenomena 
where there are more than one immersion zone on the 
same z position was presented on two example cases. The 
authors believe that the presented  results help 
visualization of 5-axis ball-end milling process geometry 
which is very important for modeling the mechanics and 
dynamics of these processes. 
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Abstract. In recent times, MoSx or MoSx-based composite solid 
lubricant coatings have demonstrated some potential in 
environment-friendly dry machining. However, most of the previous 
studies were restricted to drilling and milling operations. In the 
current research work, MoSx-Ti coating with TiN underlayer was 
deposited using pulsed DC closed-field unbalanced magnetron 
sputtering (CFUBMS) technique. The deposited film was 
characterised using field emission scanning electron microscopy 
(FESEM), grazing incidence X-ray diffraction (GIXRD), scratch 
adhesion test and Vickers microhardness test. The performance test 
of the coating was carried out in dry turning of ISO AlSiMg 
aluminium alloy and IS 80C6 high carbon steel with uncoated and 
MoSx-Ti (with TiN underlayer) coated cemented carbide inserts. 
Results indicated that coated tool arrested the tendency of formation 
of built-up material during machining of aluminium alloy resulting 
in superior workpiece surface finish compared to that for uncoated 
tool. During dry turning of high carbon steel, the same coated tool 
resulted in reduction in axial cutting force in the entire range of 
cutting velocities (32 to 230 m/min). During machining at higher 
cutting velocity the same coating provided effective diffusion barrier 
by restricting crater wear. 

Keywords: soild lubricant coating, sputtering, characterisation, 
turning, alumnium alloy, high carbon steel. 

1. Introduction 

Recently, dry machining and minimal quantity lubrication 
(MQL) have assumed immense significance primarily 
due to modified environmental regulation combined with 
health and safety concerns related to cutting fluids. 
Advances in the types of coatings applied to cutting tools 
have been the major driving force to study the feasibility 
of dry machining [1]. However, desirable performance 
can be expected if the coating is wear and abrasion 
resistant having sufficiently high anti friction or anti 
sticking properties.  

MoS2 is a well known solid lubricant coating 
material. However, its low hardness combined with poor 
resistance to oxidation and humidity has prevented its 
wide application in machining. Although, co-deposition 
of MoSx with various metal dopants like Au, Ti, Cr, W, 
Zr etc improved structural and mechanical properties of 

pure MoSx coating [2-4], the application of such MoSx-
based composite coatings was mainly restricted to drilling 
and milling operations [3, 5-6]. Significant improvement 
in performance could not be obtained in turning with 
MoSx-Ti coated tools due to higher machining 
temperature encountered [7]. Similarly, during turning of 
steel cemented carbide tool coated with MoSx-Zr 
composite coating exhibited better tool life compared to 
uncoated insert when working   only in   the   lower range 
of cutting speed (< 120 m/min) [8]. Therefore, the 
potential of MoSx-based composite coatings in turning of 
ferrous and non-ferrous alloy has not been fully explored. 
In the current investigation, a double layer coating 
consisting of MoSx-Ti multilayer with TiN underlayer 
(TiN/MoSx-Ti) has been deposited using pulsed DC 
closed-field unbalanced magnetron sputtering. The 
characteristics of the coating were evaluated using 
scanning electron microscopy (SEM), grazing incidence 
X-ray diffraction (GIXRD), scratch adhesion test and 
Vickers microhardness test. Finally, the performance of 
the coating was studied in the dry turning of aluminium 
alloy and high carbon steel.  

2. Experimental Details 

Deposition was carried out on cemented carbide inserts 
(ISO K10 grade, make: Widia) of two different 
geometries as shown in Table 1. The cutting tool 
substrates were thoroughly cleaned ultrasonically by 
alkaline solution, trichloroethylene and isopropyl alcohol 
prior to deposition. After ion cleaning of the substrates, a 
thin (~100 nm) Ti interlayer was deposited to promote 
improved film-substrate adhesion. This was followed by 
deposition of an underlayer of TiN, with a thickness of 2-
2.5 µm, to improve load bearing capacity of the coating. 
Functional top layer of MoSx-Ti coating (over TiN) of 
around 1.5 µm thick was deposited by simultaneous 
sputtering from vertically mounted MoS2 and Ti targets 
using Ar as sputtering gas. The sputtering was conducted 
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in an in-house dual cathode system operated in pulsed DC 
closed-field unbalanced magnetron mode. The power 
supplies for both the targets as well as substrates were 
operated with a pulse frequency of 35 kHz and duty cycle 
of 90%. The coating was deposited at a working pressure 
of 0.3 Pa, substrate temperature of 200°C and pulsed 
substrate bias voltage of −50 V. 

Table 1. Details of workpiece, cutting tools and machining 
condition 

Workpiece 
material AlSiMg alloy IS 80C6 steel 

Chemical 
composition 
(wt%) 

Si-0.658, Fe-
0.140, Cu-0.005, 
Mg-0.549, Mn-
0.032, Ti-0.018 
with rest Al. 

C-0.786, Si-
0.043, Mn-
0.563, P-0.025, 
S-0.053, Cr-
0.056 with rest 
Fe. 

Insert 
designation SPUN 12 03 08 SNMA 12 04 08 

Tool 
geometry 
(ORS) 

0°, 6°, 6°, 6°, 15°, 
75°, 0.8 (mm) 

−6°, −6°, 6°, 6°, 
15°, 75°, 0.8 
(mm) 

Cutting 
velocity 
(m/min) 

150, 200, 250, 300 32, 77, 130, 230 

Feed 
(mm/rev) 0.14 0.20 

Depth of cut 
(mm) 1 2 

Machining 
duration (s) 10 10 

 
After deposition, the microstructure and phases of the 
coating were studied using scanning electron microscopy 
(SEM) and X-ray diffraction (XRD). Coating-substrate 
adhesion was evaluated using scratch test and composite 
microhardness of the coating was determined by Vickers 
microhardness test with a load of 0.5 N.  

The performance of the coating was then evaluated in 
dry machining of AlSiMg aluminium alloy and IS 80C6 
(AISI 1080) high carbon steel. The purpose of this study 
was to investigate the response of MoSx-Ti coating (with 
TiN underlayer) against both ferrous and non-ferrous 
alloys in dry turning operation. The composition of 
workpiece materials, details of cutting tools and 
machining conditions are provided in Table 1. Uncoated 
carbide inserts were also used for comparison of 
performance. It is evident from Table 1 that cutting 
velocity was varied from 150 to 300 m/min during 
machining of aluminium alloy and that from 32 to 
230 m/min during machining steel. After each cut, the 
inserts were examined using both optical microscopy, 

SEM and energy dispersive spectroscopy (EDS) by X-
ray. Roughness of the machined surface was studied 
using a surface profilometer after machining of   
aluminium alloy. Axial cutting force (Px) was measured 
using a piezoelectric type dynamometer during machining 
of steel with both uncoated and coated inserts. However, 
in the current investigation, the tests could not be 
repeated due to non-availability of sufficient number of 
coated inserts. 

3. Results and Discussion 

3.1 Characterisation of the coating 

Figure 1 shows SEM micrographs depicting surface 
morphology and fractograph of MoSx-Ti coating with or 
without TiN underlayer. The surface morphology was 
found to be smooth. SEM image of fractograph revealed 
formation of multilayer of MoSx and Ti as evident from 
Fig. 1(b). Formation of multilayer structure might be 
attributed to the configuration of the system and slow 
rotaion (3 rpm) of the substrates during depsotion. 
Previous studies have indicated formation of MoSx-metal 
multilayer structure arrests columnar growth of MoSx 
leading to good mechanical properties of coating [2]. 
Figure 1(c) reveals microstructure of MoSx-Ti coating 
with TiN underlayer. 
  

 

 

 

 
 

 

(a)   (b) 
 

 

 
 

 

 

 

 

(c) 
Fig. 1. SEM micrographs of showing (a) surface morphology, (b) 
fractograph of MoSx-Ti coating and (c) fractographs of MoSx-Ti 

with TiN underlayer 

Figure 2 shows low angle XRD spectrum for MoSx-Ti 
coating. Presence of multiple peaks at very low angles  

MoSx-Ti 

TiN 

500 nm 

200 nm 

multilayer 



 On deposition and characterisation of MoSx-Ti multilayer coating 249 

0 2 4 6 8 10 12 14 16 18 20 22

0

100

200

300

400

500

600

700

800

In
te

ns
ity

 (a
.u

.)

 2θ (degrees)

Formation of multilayer

Radiation: Cu Kα
θ-2θ scan (Low angle)

M
oS

2(0
02

)

 
0 10 20 30 40 50 60 70 80 90

0

500

1000

1500

2000

2500

3000

Ti
N 

(3
11

)

S

Radiation: Cu Kα
Grazing angle: 20

Ti
N

 (2
20

)Ti
N

 (1
11

)M
oS

2(0
02

)

In
te

ns
ity

 (a
.u

.)

2θ (degrees)  
      (a)    (b) 

Fig. 2. (a) Low angle XRD and (b) GIXRD spectra of MoSx-Ti 
coating with TiN underlayer 

also indicates the formation of multilayer structure. 
However, GIXRD spectrum for MoSx-Ti coating with 
TiN underlayer shown in Fig. 2 (b), highlights basally 
oriented MoSx (111) phase. Different phases of TiN have 
also been detected because of TiN underlayer. Scratch 
test indicated critical load in excess of 80 N and 
composite Vickers microhardness of the coating was 
found to be around 20 GPa. 

3.2 Performance evaluation in machining 

Figure 3 demonstrates optical micrographs of uncoated 
and coated inserts after dry machining of aluminium alloy 
with different cutting velocities. The figure clearly 
indiactes severe formation of built-up layer (BUL) on tool 
rake surface which is a common problem encountered 
during machining of aluminium or its alloys. However, 
MoSx-Ti multilayer coating with TiN underlayer 
significantly arrested material adhesion on tool surface as 
evident from Fig. 3. This was further confirmed from 
SEM and EDS analyses. The superior anti-sticking 
property of MoSx might have played a major role in 
arresting build-up of work material on rake surface of the 
insert. Figure 4 shows the variation of surface roughness 
(Ra) with cutting velocity for both uncoated and coated 
inserts. Though the variation of surface roughness with 
cutting velocity was not significant, the surface roughness 
has been significantly reduced with MoSx-Ti coated insert 
(with TiN underlayer). 

Figure 5 reveals variation of axial cutting force (Px) 
with cutting velocity during dry machining of high carbon 
steel with uncoated and coated carbide inserts. It is 
evident that coated tool provided a reduction of cutting 
force (9 to 17%) in the operational range of cutting 
velocity. Excellent anti-friction properties of solid 
lubricant MoSx phase could be primarily responsible for 
this. The conditions of tool rake surface have been 
depicted in Fig. 6. It may be observed that uncoated insert 
suffered from major crater wear as cutting velocity was 
increased up to 230 m/min. This might be attributed to 
the poor resistance to diffusion of uncoated carbide insert. 
However, resistance to crater could be significantly 
improved with MoSx-Ti coating with TiN underlayer, 
which can be clearly seen from Fig. 6. It  may be 
observed that though removal of coating took place 

particularly at low cutting velocity, most of the coating 
was intact while machining at higher cutting velocity. 
This  was  further   confirmed  using  EDS  analysis.  The 
superior characteristics of this double layer coating 
system compared to its uncoated counter part might be 
ascribed to good solid lubricant properties of MoSx, while 
Ti maintained structural integrity and good adhesion 
characteristics of MoSx. TiN provided improved load 
bearing capability of the coating. 

 

Cutting tool Cutting 
velocity 

(m/min) Uncoated Coated 

150 

 

200 

 

250 

 

300 

 

Fig. 3. Optical micrographs of uncoated and coated turning inserts 
after machining of aluminium alloy with different cutting velocities 
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Fig. 4. Variation of workpeice surface roughness (Ra) with cutting 
velocity during dry turning of aluminium alloy with uncoated and 

coated inserts 
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Fig. 5. Variation of axial cutting force (Px)  with cutting velocity 

during dry turning of steel with uncoated and coated inserts 
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Fig. 6. Optical microscopic images showing rake surfaces of  
uncoated and coated turning inserts after machining of steel with 

different cutting velocities 

4. Conclusion 

In the current study, MoSx-Ti coating with TiN 
underlayer  was  deposited  using dual cathode pulsed DC 

CFUBMS technique followed by characterisation and 
performance evaluation of the coating in dry turning of 
aluminium alloy and high carbon steel. The following 
conclusions may be drawn from the current investigation: 

• The structure of MoSx-Ti coating has been found to 
be multilayer. 

• The coating exhibited reasonably good adhesion with 
the cutting tool substrate and composite 
microhardness. 

• During dry turning of aluminium alloy the coating 
helped to restrict the formation of BUL resulting in 
superior workpiece surface finish compared to that 
with uncoated insert. 

• During dry turning of high carbon steel, the same tool 
resulted in reduction in axial cutting force in the range 
of 9 to 17% and provided much better resistance to 
crater wear compared to that with its uncoated counter 
part particularly at higher cutting velocity (230 
m/min). 

Therefore, the double layer coating system has exhibited 
some promise in dry turning of steel and aluminium 
alloy. However, further investigation should be 
undertaken to study its performance in comparison with 
various conventional hard coatings during machining of 
ferrous and non-ferrous alloys. 
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Abstract. The rate of material removing by cutting or grinding and 
the tool life may significantly increase when machining the 
workpiece preheated up to the optimal temperature. It equally relates 
to structural steels, cast irons and to difficult to cut alloys. Specific 
mechanical energy needed to remove material decreases with 
increase the workpiece temperature but giving the rise to thermal 
energy input into the cutting tool. Tool-work interface temperature is 
a limiting factor restricting the process productivity.  

Novel schemes of cutting with variable cutting edge and the 
moving cutting area allow controlling the interface temperature and 
tool life at an optimal level equally with the high rate of material 
removing. Original schemes of cutting with variable cutting edge 
and corresponding machine tools have been designed, manufactured 
and put into the practice. Two additional new versions have been 
proved on laboratory test beds. The results are promising and at 
present, machine tools are on a designing stage. These processes that 
carried out within the cycle of metallurgical conversion by using the 
technological heat of workpiece result in substantial energy savings 
and shortening the manufacturing cycle. Practical examples of such 
technologies are demonstrated.  
 

Keywords: cutting, grinding, preheated workpiece, variable cutting 
edge, energy saving technology. 

1 Introducion     

A large variety of new structural and tool materials with 
specific physical and mechanical properties have been 
developed for the growing needs of space, aircraft, 
automotive, machine tool, instrument engineering and 
other branches of industry. To attain the necessary 
physical, mechanical and other properties for these 
materials it requires their machining at different stages of 
manufacturing processes – starting from removing the 
surface defect layer from ingots and forgings, 
accomplishing with finishing operations. 

Current trends in the development of both the cutting 
tool and the structural engineering materials directed on 
the increase of hardness, bending strength, fracture 
toughness, and on the raise the resistance to wear at 

elevated temperatures. Therefore, it is becoming more 
and more problematic to choose an appropriate tool 
material for efficient machining of hard structural 
materials with specific properties. 

Owing to elevated strength, hardness and the low 
machinability it is becoming necessary to develop new 
methods and technologies for efficient machining the 
components from these materials by cutting and grinding 
together with ensuring contemporary requirements to the 
energy saving manufacturing.  

Since early fifties of last century the fundamental 
studies of hot machining by cutting had been carried out 
in the Production Engineering Research Laboratory at 
Georgian Technical University (Tbilisi, Republic of 
Georgia). Only the results obtained there are presented in 
this paper.  

2  Some features of hot machining 

The essence of hot machining lies in the fact that with 
increase the workpiece temperature the hardness and 
shear strength both in the primary and the secondary 
shear zones decreases in proportion with thermal 
softening of work material and if it becomes possible to 
retain the required cutting ability of tool material at 
elevated cutting temperatures then considerable increase 
in the rate of material removal and the process efficiency 
are expected.  

It is difficult to determine the response of work 
material to hot machining from the results of standard 
tension, compression or other mechanical tests. T. 
Loladze [1] proposed the method of determination the 
shear stresses directly by cutting the materials preheted 
over the wide range of temperatures. 
      Fig.1 illustrates the values of the shear strength as a 
function of temperature for the typical representative 
work materials. In contrast with nickel based high-
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temperature alloys the hot mashining is most effisient for 
work hardening high manganese steel.  
 
 

 
Fig. 1. Temperature dependance of the shear strength at the shear 
zone for different classes of work materials [1] 

 
At high values of strain and strain rates the shear 

stresses at chip-tool or at tool-work interfaces can be 
asumed equal to the shear stresses in chipformation zone 
for the same values of temperatures and may be found 
from the curves in Fig. 1. 

3  The ways of control the cutting temperature 

Tool-work interface temperature is a limiting factor 
restricting the process productivity and the cutting tool 
life. The earlier studies [2-4, 8] showed that shear stresses 
at the shear zone, preheated workpiece temperature and 
the cutting speed exert the most influence on cutting 
teperature. When work material is preheated at such 
degree that the shear stresses lessen 3-4 times compared 
to that at room temperature, the increase of uncut chip 
thikness has minor influence on the cutting temperature 
rise. This fact allows more than 8-10 times increase uncut 
chip thikness for the same level of cutting temperature 
without any restriction in the width of cut other than the 
power of machine tool.  
       The thermal energy input into the cutting tool 
significantly increases with the rise of temperature 
gradient between cold tool and hot workpiece. The heat 
flux is especially high at initial stage [2, 3 and 4].   

 It had been theoretically ground and experimentally 
proved [2-4, 6] that an interface temperature can be 
controlled by varying the heat exchange conditions 
together with taking into consideration the features of 
continuous, periodical and interrupted cutting. 

 Continuous cutting  (turning) characterizes by steady 
state heat exchange. An interface temperature can be 
reduced by intensive internal cooling of cutting tool insert 

alongside with using the tool material of high thermal 
conductivity [2-4].   

The contact temperature drop for periodical (planing, 
broaching) and for interrupted cutting (milling) is based 
on the features of tool heating at an initial stage of cutting 
when the temperature in interface exponentially rises and 
approaches the value under the steady-state conditions. 
Cutting temperature may be controlled by varying both 
the cutting speed and the cutting length [2, 6 ]. At certain 
cutting conditions an interface temperature is lower than 
temperature of preheated wokpiece [2, 5, 6, 8].    

4  New schemes and methods of machining with 
variable cutting edge 

Foregoing results were the bases for developing the new 
methods of removing the surface defect layers from 
ingots, blooms and billets of cylindrical or conical shape. 
Ideally, these proceses have to be carried out within a 
cycle of metallurgical conversion or heat treatment when 
billets are in hot state in conformity with the basic 
technological process. Such opportunity is economically 
the most advantageous to other cases when workpiece has 
to be purposely heated.  

Fig. 2 illustrares the new method of removing a defect 
layer from the long bloom by planing with wide cutting 
tool [6]. Preheated long workpiece is preliminarily turned 
at certain angle against the vector of cutting speed. This 
allows reducing the length of cut and thereby to control 
cutting temperature at optimal level. The width of cuting 
edge and its orientation povide orthogonal cutting. Defect 
lasyer from each side of bloom may be removing in one 
pass. 
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Fig. 2. The scheme of planing with variable cutting edge for             
removing the whole allowance in one pass from long (up to 3m) 
rolled steel of square cross section. 
  
The highly efficient method of machining the outer 
surface of cylindrical and conical ingots and billets called 
roto-planing [5, 7]  is presented in Fig. 3. The process is 
carried out at simultaneouse rotation of a disk type cutter 
block with radially located straight blades and the 
workpiece. 

 



 Novel Developments in Cutting and Grinding of Preheated Billets 253 

 

 
 

Fig. 3.  Kinematics of the process of roto-planing the outer surface 
of cylindrical billet 

Kinematics of process provides variable cutting edge, 
large width of cut, orthogonal cutting, chip fragmentation 
and favourable conditions for cutting tool allowing 
practically uniform wear along the cutting edge at optimal 
combinations of cutting parameters. The only lack of the 
method is that width of chip and as a result the cutting 
force varies along the cutting edge and what is more it is 
sign-variable too. By varying the process parameter H it 
possible to control force or temperature distribution along 
the cutting edge, but its value obtained from minor 
alteration of cutting force as criteria of optimization 
contradicts to similar criteria for temperature distribution 
along the cutting edge. The prototype is illustrated in 
Fig. 4. 

 

 

Fig. 4. The rotoplaning machine tool propotipe 

New improved methods are schematically presented  
below in Figs. 5, 6 and 7. 

Fig. 5. The scheme of planing with variable cutting edge for    
removing the defect layer with occluded sand from the outer surface 
of as-cast cylindrical billet in hot state 
 

(a)

(b)
 

Fig. 6. Schematic illustration of  (a) -broaching a preheted 
cylindrical billet; (b)  –a version of rotobroaching machine tool 

 
Fig. 7. Schematic illustration of continuous broaching when 
removing defect layer with occluded sand from the outer surface of 
as-cast cylindrical billet in hot state 
 

The common for all these improved methods of cutting 
are uniform distribution of both the cutting forces and the 
temperatures along the variable cutting edge. Orthogonal 
cutting, the possibility of easy control the length of cut 
and the wear rate for each working area of cutting edge 
are significant advantages of all proposed methods of 
cutting. Moving heat sourse along the cutting edge  
lessens the temperature gradient and as a result the 
thermal stresses in the cutting wedge decrease. 
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The method of machining presented in Figures 3 and 
5 have been used when removing the defect layer with 
occluded sand from the outer surface of as-cast 
cylindrical billet in hot state. Bimetallic cylindrical billets 
were made by centrifugal casting and machinned in hot 
state (850-900C). Machining time did not exeed 1.5 
minutes. From such bimetallic half finished article have 
been made bimetallic bars. 

One of the final product namely the bimetallic high 
speed steel end cutter is presented in Fig. 8. 

     

 

Fig. 8 General view of bimetallic end milling cutter and cross 
section of the initial bimetallic bar 

A unique technology of production of bimetallic bars 
for manufacturing the cutting tools has been developed 
jointly in Georgian Technical University (Tbilisi) and 
Ukrainian State Tube Institute (Dnepropetrovsk) [9]. 

Up-to-date highly efficient processes of metal 
conversion – centrifugal casting of cylindrical bimetallic 
ingot, machining of ingot by cutting in the hot state and 
extrusion of machined billet into the bimetallic bar are the 
basis for this technology.  

 
 
Fig. 9 Schematic illustration of hot grinding with variable working 
area on the wheel 
 
 
 
 

Promising is the method of gridding with a variable 
working area on the wheel when removing defect layer 
with occluded sand from the outer surface of as-cast 
cylindrical billet in hot state (see Fig.9). 

5 Conclusion 

Hot machining is most efficient when carried out within 
the cycle of metallurgical conversion or heat treatment as 
the billets are in hot state and no extra heating sources 
required. This is economically the most advantageous to 
other cases when workpiece has to be purposely heated. 

Preheating of work material allows significantly 
increase the uncut chip thickness and if the product of 
threshold values of cutting speed and feed rate increases  
then the hot machining is efficient and may be attained by 
proper cooling of cutting tool and by selection of optimal 
cutting scheme. 

For wide utilization of hot machining it is necessary 
to design and manufacture new type of dedicated 
machines and cutting tools adapted to specific conditions 
of hot machining. 
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Abstract. The current investigation evaluates laser assisted 
machining, which uses an external laser beam to heat and soften the 
material to be machined locally in front of the cutting tool and offers 
an alternative approach to improving the machinability of titanium 
alloys.  By reducing the cutting resistance, the cutting tool sees less 
pressure and life is enhanced. This paper reports on the cutting 
forces and tool life during laser assisted milling of Ti6Al4V alloy. 
Cutting forces, especially the force in the feed direction, reduce 
dramatically with laser beam assistance. The reduction of feed force 
depends on the laser power,  depth of cut and cutting speed. This 
paper also discusses the major tool failure mode observed during 
both conventional and laser assisted milling operations. 

Keywords: Laser assisted machining, reduction of cutting force, 
cutting speed, depth of cut, tool wear.  

1. Introduction 

Titanium and its alloys are in increasing demand in the 
aerospace industry due to their attractive properties, such 
as high strength-to-weight ratio, low thermal conductivity 
and ability to retain their strength at high temperatures 
[1]. However, these properties also make the titanium 
alloys hard to machine [2]. 

The poor machinability of titanium and its alloys is 
due to the high temperature at the cutting zone and high 
pressure at the cutting tool edge. The former is due to the 
low thermal conductivity of titanium and dramatically 
increases with increasing cutting speed. The chemical 
reactivity between titanium and cutting tool materials is 
severe at high temperatures. 

Continuous efforts are being undertaken to improve 
the machinability of titanium so as to increase the 
material removal rate and extend tool life. Enhanced 
cooling techniques such as cryogenic machining [3,4] and 
high pressure coolant [5-7] have been reported to 
effectively increase tool life. 

Laser assisted machining (LAM) uses a laser beam to 
locally heat and soften the workpiece in front of the 
cutting tool. The temperature rise at the shear zone 
dramatically reduces the yield strength of the workpiece, 
which leads to a reduction in the cutting pressure on the 
cutting tool edge. Improvements in machinability using 
laser beam assistance has been reported when machining 
titanium alloys [8-10] in terms of lower cutting forces, 
longer tool life and better surface finish with lower 
deformation in the machined subsurface. The optimum 
material removal temperature for turning Ti6Al4V alloy 
is found to be 250 °C [8,11]. 

The most investigations reported to date on laser 
assisted machining of titanium alloys have been carried 
out in the turning operations. Improvement in tool life 
during laser assisted milling is important for this 
technology to be adopted by industry because the milling 
operation represents the largest proportion of machining 
when manufacturing aerospace components.  

This paper reports on a systematic investigation of 
cutting forces and tool wear during laser assisted milling 
of Ti6Al4V alloy. The results show improvements in 
machinability of Ti6Al4V alloy with laser assistance. 

2. Materials and Experiemental Procedures 

The workpiece used in this study is Ti6Al4V alloy. The 
microstructure of this alloy is shown in Figure 1. It 
contains primary α  with grain size of 17 μm and 
lamellar colonies βα /'  with spacing of 2 μm. The 
hardness of the workpiece is 285~342 Hv. 
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Fig. 1. Optical micrograph of the workpiece material. 

Conventional up cut end milling, where the workpiece 
moves in a direction against the rotation of the cutter, was 
conducted under dry condition. The workpiece was 
clamped onto a Kistler 9256A dynamometer, which was 
bolted onto the mill to measure the cutting forces in the 
X, Y and Z directions as shown in Figure 2. A cutter with 
a diameter of 40 mm and 4 carbide inserts (490R-08T3-
154861) supplied by Sandvik were used. Its primary rake 
angle and clearance angle are 30° and 6° respectively. 

 

 

 
Fig. 2. (a) top and (b) front views of laser assisted milling set-up. 

A 2.5 kW Nd:YAG laser was used in the experiments. 
The laser beam was delivered by a 15 m long optical fiber 
and defocused by an optical lens with a focal length of 
200 mm. The laser beam was incident onto the workpiece 
surface at an angle of 50° to avoid the reflection of laser 
beam to the cutting tool holder. The distance between the 
focal lens and workpiece surface was 240 mm, which 
produced a laser footprint of 5x7 mm2 on the workpiece 
surface. The minor axis of the elliptical laser beam 
covered the radial depth of cut ( mm 5=ea ). The 
processing parameters, including the cutting speed ( cV ), 
axial depth of cut ( pa ) and laser power (P) were 
investigated and are listed in Table 1. The feed rate was 
set at mm/tooth 10.f z =  for all the tests. 

The cutting conditions for the tool life are listed in 
Table 2. The tool-beam distance L  was set at 43.5 mm 

because of the significant reduction in cutting force and 
small through thickness temperature gradient found by 
previous investigation.  

Table 1. Summary of processing parameters. 

Fixed parameters Varied parameters 
pa =0.5 mm P=350, 510, 750, 1000, 

1250 W 
pa =1.0 mm P=350, 510, 750, 1000, 

1250 W 
pa =1.5 mm P=350, 510, 750, 1000, 

1250 W 

mm 528

mm/min 400
m/min 130

.L

V
V

f

c

=

=
=

 

pa =2.0 mm P=350, 510, 750, 1000, 
1250 W 

P=750 W 

m/min 250 220, 
190 160, 130, 90,=cV

 

mm 0.5a
mm 28.5L
mm/tooth 10

p =
=
= .f z

 
P=1000 W 

m/min 250 220, 
190 160, 130, 90,=cV

 

 

Table 2. Parameters for the tool life assessment. 

cV  
m/min 

ea  
mm 

pa  
mm 

zf  
mm/tooth 

L    
mm 

P 
(W) 

200 5 1 0.1 43.5 0, 750, 1000 

3. Results and discussion 

3.1 Reduction in cutting forces during laser assisted 
milling 

Since the rotation of the cutter is against the workpiece 
feed direction, the impact of the force on the primary 
cutting edge of the tool is significant in the X direction. 
Therefore, the resultant force examined in this study is 
the feed force in the X direction, i.e., Fx. 

The variation of feed force over time is shown in 
Figure 3. The force reduced dramatically in a period ( tΔ ) 
after the laser was turned on, the time delay (

fV
Lt =Δ , 

where fV  is the workpiece travel velocity, i.e. the feed 
speed) is due to the tool-beam distance. 

The comparison between conventional milling and 
laser assisted milling in this study is based on the 
reduction of force in the feed direction, i.e.: 

%100
F

Fforce ofReduction 
lconvntiona

×= Δ           (1) 

The effect of laser power on the reduction in feed force at 
different axial depths of cut is shown in Figure 4. The 
magnitude of the reduction of the feed force increases 
with increasing laser power, the maximum force 
reduction is 55%. Higher laser power is required to 
achieve the maximum force reduction for the larger depth 

Vc 

Vf 

tool pa  
50° 

focussing 
optic b 

L 

Vf 
Vc 

ea  
Y

X Z

laser beam 
footprint 
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of cut. A further increase in laser power does not result in 
further reduction in feed force after the maximum force 
reduction is 55% is achieved. 
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Fig. 3. Feed force and laser beam temperature during milling at a 
cutting speed of 220 m/min and depth of cut of 0.5 mm. 
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Fig. 4. Effect of laser power and axial depth of cut on the reduction 
in feed force. 

The difference in force reduction with different depths of 
cut under both low (350 W) and high (>1000 W) laser 
power is small. The effect of depth of cut is significant at 
the laser power range between 350 W and 1000 W. 
Higher laser power for a deeper cut is required to achieve 
the same force reduction as that at a shallow cut within 
this range. 

The exponents of the power type relationship between 
force reduction and depth of cut at the laser powers of 
510 W and 750 W are close to -0.5, indicating that 
thermal diffusion is dominant in this laser power range. 

The reduction in feed force with increasing cutting 
speed at constant feed per tooth of 0.1 mm is shown in 
Figure 5. The force reduction initially increases with 
cutting speed from 90 m/min and reaches a maximum at 

cutting speeds of 130 m/min and then drops to a 
minimum at cutting speeds of 160 and 220 m/min at an 
incident laser power of 750 and 1000 W respectively. 

In order to keep the feed per tooth constant, the feed 
speed increases with increasing cutting speed. The laser 
beam interaction time reduces with increasing feed speed.  
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Fig. 5. Effect of surface cutting speed on the reduction in feed force 
at incident laser power of 750 and 1000 W. 

Therefore, the change in the magnitude of force 
reduction with increasing cutting speed is the result of the 
combined effects of the reduced beam interaction time, 
reduced beam-tool delay time and increased heat 
generation by the cutting tool. The effects of the beam 
interaction time and beam-tool delay time on the 
temperature at the cutting edge need further investigating 
in order to interpret the effect of cutting speed on the feed 
force reduction. 

The abrupt drop in force reduction at cutting speeds 
of 160 and 220 m/min at the laser power of 750 and 1000 
W can be attributed to the phase transformation that 
occurs at the laser heated layer before it enters into the 
cutting zone. The phase transformation produces harder 
martensite which results in a higher cutting force. 

It also shows in Figure 5 that the maximum reduction 
of cutting force can be achieved at higher cutting speeds 
with higher laser power. 

3.2 Effect of laser beam on tool failure 

The cutter is periodically engaged with the workpiece 
because the radial depth of cut ( mm 5=ea ) is much 
smaller than the cutter diameter (40 mm) and the cutting 
tool edge undergoes severe cyclical impact and thermal 
fluctuations when it engages and disengages with the 
workpiece so chips are easily weld onto the cutting tool 
edge due to high cutting temperature. All these effects 
lead to tool edge chipping, which is the main tool failure 
mode in conventional milling [2], especially when milling 
at high speed and feed [12]. Significant chipping is 
observed after removing 3.6 cm3 of material in dry 
milling. 

tΔ  

FΔ  
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Similar to LAM of Si3N4 ceramic and Inconel 718 
alloy, tool edge chipping is significantly improved in 
laser assisted milling of Ti6Al4V alloy. Chipping was 
observed after removing 8.4 cm3 of material at an incident 
laser power of 750 W. The reduction of chipping is 
attributed to the reduced dynamic impact on the cutting 
edge due to the local softening of the workpiece. 

A comparison of tool chipping obtained when dry 
conventional and laser assisted milling is shown in 
Figure 6. The breakage of the cutting edge in 
conventional milling occurred along the full depth of 
cut (1 mm), while the chipping in laser assisted milling 
only occurred at the surface of the cut where the 
temperature is the highest in the workpiece. The rest of 
the cutting edge is still sharp without any damage. 

 

  
Fig. 6. The rake faces of the cutting tools after (a) 3.6 cm3 of 
material removed by conventional milling and (b) 8.4 cm3 of 
material removed by LAM. 

A further increase in the laser power results in 
overheating of the workpiece surface and a tendency for 
chip adhesion to the cutting tool edge, leading to a 
reduction in strength of the carbide tool. It was observed 
that significant tool chipping occurred after only 
removing 1.2 cm3 of material at the incident laser power 
of 1000 W. Therefore, laser power should be controlled 
to ensure that the tool is not overheated. 

4. Conclusions 

Laser heating the workpiece surface in front of the 
milling cutter dramatically reduces the cutting forces. The 
reduction of feed force increases with laser power until it 
reaches a maximum value of about 55%. 

The effect of depth of cut on the force reduction at 
low and high tested laser power is insignificant. The force 
reduction for intermediate laser power decreases with 
increasing depth of cut. 

The magnitude of the reduction in cutting force shows 
a complex dependence on cutting speed exhibiting a 
minimum at a certain cutting speed. This speed increases 
with laser power. The dramatic drop of force reduction is 
believed to be due to the martensite transformation in the 
heated layer, which makes this layer harder to machine. 

Tool edge chipping is the dominant tool failure mode 
in dry milling of Ti6Al4V alloy because of the dynamic 
impact on the tool edge when it engages the workpiece 
and thermal fatigue of the tool. Thermal softening of the 

workpiece by the laser beam effectively reduces the 
dynamic impact on the tool edge leading to a significant 
reduction in tool chipping. However, laser power should 
be controlled to avoid overheating and degradation of the 
cutting tool.              
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Numerical Techniques for CAM Strategies for Machining of Mould and Die 
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Abstract. The complex design of moulds and dies based upon 
complicated features and usage of harder materials is a continuous 
challenge for the development of manufacturing technology for 
these parts. In this paper we present an algorithm for handling this 
challenge as well as its implementation by using numerical 
techniques for the calculation of CNC tool-path. The algorithm 
consists of multiple stages and each stage achieves a partial 
objective of tool-path planning and optimization. An individual step 
in these stages implements trochoidal milling process under uniform 
machining load conditions and in multiple layers to machine a 
mould with complex deep cavity. The resulted CNC tool-path 
achieves bulk material removal of the work piece to a contour near 
shape with uniform rest material which ensures stable finish milling 
process subsequently. The method is applicable to dies as well with 
the same performance. 

Keywords: moulds and dies, numerical techniques, rough 
machining, trochoidal milling, CNC tool-path, triangulated mesh, 
rough machining, uniform rest material 

1. Introduction 

Moulds and dies are the most persistently used tooling 
throughout in all the sectors of the manufacturing. The 
complexity of the machining of moulds and dies is 
increasing due to simultaneous combination of features 
such as steps, sharp corners on the walls, narrow pockets 
on floor and multiple islands. Figure 1 shows a typical 
design of a mould with such features.  

 

Fig. 1. CAD model of a mould with typical features 

At the same time the requirement to build moulds and 
dies with harder materials, to increase their usage life 
(hardness reaching in the range of 50HRC), have 
increased the requirement to develop new processes as 
well as new methods for planning the machining of such 
parts. These processes should maximize material 
removal, minimize tool wear and reduce overall cost of 
manufacturing a mould or a die. The work at [1-4] 
present a comprehensive survey of requirements for the 
milling processes for moulds and dies. 

The generation of NC tool path for moulds and dies 
have been handled traditionally through the utilization of 
developed algorithms for pocket machining [5]. These 
approaches were based upon the contour offset method. 
Over the time, algorithms for the sculptured surface 
machining and space-filling curves have also been in 
usage for the NC tool-path planning for dies and moulds 
[6, 7]. A survey of various methods for solving the NC 
tool-path generation problem is also present at [7-9]. 

Trochoidal milling process has been established for 
its stability, constant loading on the milling tool and 
accordingly on machine spindle as well [10, 11]. Author 
has established this process at the Institute of Production 
Technology (IPT) for machining under high-speed 
conditions as well under multi axis milling of free formed 
surfaces. Therefore, trochoidal machining is selected for 
investigation and implementation scope of this work as 
well. In the following sections, we present a combination 
of various individual methods and their integration for the 
calculation of the trochoidal tool-path. 

2. Numerical techniques in NC tool-path planning 

The focus of the numerical techniques is to find the 
approximate tool-path positions with in given tolerance. 
These tool-path positions are collision free and satisfy the 
criterion of position continuity. In the following sections, 
the discussion focuses on the determination of a 
configuration space in the first step and then this 

step 

deep cavity
corner 

narrow pocket
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configuration space has to be filled with trochoidal tool-
paths. 

2.1 Configuration space determination 

The configuration space creation method is based on the 
model of mutual intersection of a polygon mesh of the 
part geometry and the CSG model of the milling tool [6], 
[14] at individual static positions or by moving along a 
curve. 

The configuration space data model is based on an 
axis aligned quad tree. The data model is established in 
two stages. The first stage creates the base net with quads 
of same size while the second stage does the actual 
refinement. To be able to represent topology conditions 
such as neighbouring information the configuration space 
is stored in a multi-resolution half-edge model [13]. The 
data stored in the net - such as tool tip position and 
contact point on the bounding positions - is obtained by a 
sequential application of tool dropping functionality in 
the ModuleWorks components library by dropping the 
milling tool along various orientation and at the end the z-
axis values are compared [15]. This results into an 
accurate linear approximation of the configuration space. 

 
Fig. 2. Configuration space generated for a simplifyed model – the 
blue curves are used as bounding curves for trochoidal too-paths 

The configuration space achieved in this way represents 
the position and orientation at boundaries for the 
trochoidal tool-path. In the next calculation steps the 
configuration space is used as the boundary conditions. 

2.2 Trochoidal tool-path in parametric space 

Depending upon the dimensional parameters of the 
individual bounding contours achieved from the step at 
2.1 above a two dimensional parametric space is 
established. The two axes of the parametric space 
represent individually the two linear dimensions of a 
bounding area (length and width) formulated in this 
parametric space.  

Within the parameters of the bounding area, a series 
of discrete trochoid curve is generated and individual 
segments are linked with position continuity. The 

position of any individual point k in parametric space is 
determined by: 
 

pk (i, j) = f(l, w, a) (1.1) 
 
where l and w are two dimensional parameters of the 
parametric slot at a selected position and a is the distance 
between two neighbouring trochoid curves. The function 
utilizes the parametric equation of trochoid enhanced 
with the introduction of new factors explained below 

 

Fig. 3. Trochoidal tool path in parametric space – represented on an 
test part 

As shown in the Figure 3 (above) the trochoidal tool-path 
in the parametric space are connected curves advancing in 
a straight direction. 

2.3 Space frame conversion 

The parametric space builds up an analogy to the real 
geometry. In order for the data in parametric space to be 
usable on the real part a space frame transformation has 
to be carried out. 

The transformation has two steps first scaling 
transform of the parametric dimensions and then a 
rotational transformation is applied. The transform is 
applied to each individual points of the trochoidal paths 
segments from the parametric space. The resulting tool-
path in real space is still within the bounds of the 
configuration space in real space determined earlier. 

 
Fig. 4. The trochoid too-path transformed into real work space for an 
example part 

 
The resulting tool-path satisfies the position continuity 

criterion. However, the tool-path is examined separately for 
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tangential continuity and additional smoothing functionality 
is developed for handling these tangential discontinuities. 

The smoothing method principally trims the parts 
with such discontinuities and puts new segments that 
satisfy the smoothing criterion. 

2.4 Process parameters verification 

The advantage of establishing the trochoidal curves in the 
parametric space are first it is a good method to represent 
the real system in analogy and secondly various criterion 
can be combined into the position calculation function 
(1.1) to improve the function against give criterion. 
Two main criterion are combined into this function: 

1. Uniform tool and material engagement 
2. Consideration for movements in material and in 

air over the parts of trochoid curve segment 
For the first criterion individual factors have been 
introduced which modify the position of individual point 
by shifting it along the parametric dimensions in this way 
the equation (1.1) is modified as that; 

pk (i, j) = f(l, w, a) ± f(b1, b2, w)  (1.2) 

b1, & b2 < 1.0 
b1, and b2 are the individual factors and by their values 
have been fixed by experiment 
 

 

(a) 

 

(b) 

Fig. 5. Verification of the process conditions. (a). the resulted 
material model after the material removal simulation (b) the results 
of the contact angle (red line) analysis for a single trochoid cut 

For the second criteria, each individual segment is 
broken into individual parts and the parts that are out side 
the material i.e. on the return part of the trochoid are kept 
shorter as compared to the parts that are inside the 
material. Accordingly, different feed values are assigned 
to each individual part as well. 

The verification of the process parameters is 
performed by the evaluation of relevant engagement of 
the milling tool and the material. This is achieved through 
a numerical model of the material/tool engagement for 
the removal of the material [15, 16]. The results are 
demonstrated in Figure 5. The red line in Figure 5-b 
shows the mean values of the contact angle over one 
selected trochoidal segment. 

3. Implementation and verification 

The implementation of the methods briefly explained 
above in a standalone system is not a feasible task for a 
single individual in a limited time. Therefore, an 
established system at ModuleWorks GmbH, for 
calculation of multi-axis machining tool-paths, has been 
selected [15]. In this systems called “MSurf” the above 
defined algorithm has been integrated as add on 
component. 

 

Fig. 6. The activity flow diagram of implemented algorithm 

The integration of the algorithm uses service-client 
architecture and the complete algorithm is accessible by 
the main system through a single and simple interface. 

The verification of the algorithm is done pre-selected 
tests cases which includes simple models such as shown 
in Figures 2, 3 and 4. The verification uses the 
simulations of the calculated out put including material 
removal simulation. 
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4. NC path planning for moulds 

For the real geometry the tool path planning has been 
done under various objectives, namely to produce by 
rough machining a shape that is close to the final contour, 
rough machining under uniform cutting load conditions 
for milling tool (to reduce tool wear and machine chatter 
etc.) or machining under “High speed cutting” conditions. 
For moulds and dies, this requires machining strategies 
that can handle corners, edges, steps etc. and at the same 
time deliver a higher material removal rate. 

The trochoidal tool-path planning can be carried out 
in a variety of conditions. Depending upon the criterion 
trochoidal path planning can handle corners, edges, steps 
as well as the tool-path that is optimized for high speed 
machining conditions. A trochoidal machining operation 
is defined with a specific sets of parameters and 
simultaneously handle multiple features. 
 

 
(a) – Tool-path planning for slow and finer tool-paths 

 

(b) – Tool-path planning for fast (HSM) tool-paths 

 
(c) – smoothing of sharp corners at the boundary 

of trochoidal tool-path 

Fig. 7. Results of tool-path planning under various conditions 

5. Conclusion 

In this paper the use of two numerical techniques for 
defining and implementing the algorithm for trochoidal 
milling method for moulds and dies have been stated. 
With the help of configuration space and calculation in 
parametric space, methods it is possible to calculate tool-
paths for models of complex moulds as well as dies. 
Utilizing, the concept of parametric space the method 
allows building into the tool-path different optimization 
criteria in analogy and immediately reflects its effects for 
the real geometry. The technique of building the tool-path 
first in a an analogy work space and then transfer it to real 
model space can also be extended for other processes 
because of its ease to inherently build into the tool-path 
planning various optimization criteria. 
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Net Shape Laser Butt Welding of Mild Steel Sheets 
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Abstract. In laser welding, the weld bead is normally extended 
above or below the parent material surfaces due to melt flow and 
rapid solidification. This paper presents a study of achieving net 
shape (i.e. weld bead is flat to the parent material surfaces)  butt 
welding of 1.5 mm mild steel sheets using a continuous wave single 
mode fibre laser (maximum 1 kW) at a range of laser powers, 
welding speeds and laser focal point positions. A series of 
experiments were performed using statistical design of experiment 
(DoE) techniques and analysis of variance (ANOVA) to identify  
significant variables and their interactions affecting the weld 
characteristics. The work shows that it is possible to obtain net shape 
welds on either the upper and lower surfaces of the material studied. 
There is an approximately linear relationship between upper surface 
weld bead offset from the surface and the welding speed. A welding 
speed of above 100 mm/sec is required for achieving net-shape butt 
welding at 500-550 W laser power. 

Keywords: f laser, butt welding, net shape. 

1 Introduction  

Over the last few decades, the application of laser 
welding and joining techniques has increased steadily 
with the advent of high powered industrial laser systems. 
Attributes such as high energy density and accurate 
focusing allow high speed processing for precision 
assemblies [1].   Compared with some of other traditional 
welding processes (e.g. arc welding and plasma welding) 
laser welding can generate higher aspect ratio welds (a 
ratio of depth over width) with lower heated affected 
zone (HAZ) sizes and little thermal deformation [2]. 
Because of laser’s ability to weld reproducibly at very 
high speeds using Computer Numerical Control (CNC) at 
a competitive price, laser welding is competitive in a 
variety of industrials applications [3].  
 
Laser welding falls within the group of high-energy-
density beam processing technology with the potential to 
produce welds of high characteristic ratios and it has the 
benefit of not needing a vacuum system [4,5]. Over the 
last few years the availability of high power fibre lasers 
has also enabled high energy efficiency welding to take 

place [6, 7]. Lasers are useful for welding thin materials, 
where strict requirement for workpiece fit-up and thermal 
distortion control are recognized challenges [8] and for 
welding thicker plates where thermal distortion is the 
main problem [9]. This is particularly useful for devices 
in, for example, the medical industry and aerospace 
components where formation of discontinuities (pore, 
void and hot crack) and distortion after laser welding 
could lead to the part failing quality criteria or failing in 
service [10]. 
 
In the melt pool a high temperature gradient is generated 
and rapid melt flow takes place. As a result, rapid 
solidification of the weld can cause the weld bead to form 
above or below the parent material surfaces. The main 
driving mechanisms of the fluid flow are the friction 
force of metal vapour from the capillary, the movement 
of the capillary relative to the work piece, the 
temperature-dependent surface tension gradient 
(Marongoni forces) and thermal expansion of the weld 
pool and capillary relative to the joined workpiece [11-
13].  An important factor that affects the weld geometry 
is the Peclet number. By increasing the Peclet number, 
the cross section of weld bead can vary from a 
rectangular to a triangular geometry in cross section [14]. 
Beam absorption coefficient, thermal diffusivity, melting 
and boiling points, among the range of physical 
properties have been found to be the major factors 
affecting the weld pool geometry [15].  
 
Eearlier work by the authors has shown that a net shape 
weld for laser bead-on-plate welds for the upper surface 
and lower surface of a plate can be obtained and that 
welding speed is the most critical parameter for weld 
bead geometry control [16, 17].  
 
This paper investigates the feasibility of achieving Net 
Shape Butt Welding (NSBW) of mild steel materials 
using a fibre laser. Laser net-shape butt welding has so 
far not been shown before. Therefore this study would 
open up a new area of research.  A design of 
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experiments and statistical modelling technique was 
used in this investigation.   

2  Experimental Design and Procedures  

2.1 Design of Experiments and Methodology 

 The experiments are divided in two parts; the first part 
(A) was carried out through design of experiment using 
Design Expert 7.0, and the second part (B) experiments 
were run under a constant laser power, focal point 
position and gas flow rate with variable speeds. 

2.1.1 Part (A) 
In this part of the investigation, an L 35 orthogonal array, 
which consisted of three columns and 35 rows, was 
applied.  The experimental design was based on three 
groups of welding parameters with five levels of each. 
The selected welding parameters for this research are: 
laser power, welding speed and laser beam focal point 
position (Fpp, positive means above the surface and 
negative means below the surface). Table 1 shows the 
design factors and parameter levels. 

Table 1. Design factors and variables 

Variables Levels 
laser power  
(W) 

500 525 550 575 600 

welding 
speed (mm/s) 

90 95 100 105 110 

Fpp (mm) -3 -2.5 -2 -1.5 -1 

2.1.2 Part (B) 
In this part of the investigation, experiments were carried 
out under a constant laser power, focal point position and 
gas flow rate with variable speeds from 65 mm/s to 125 
mm/s. Table 2 shows the laser welding variables. 
 

Table 2. Process parameters for Part (B) experiments 

Parameters  Units  Rate  
Laser power   W 600 
Welding speed mm/s 65-125 
Focal point position  mm 2.5 
Ar gas pressure kPa 100 

2.2 Laser welding preparation and methodology 

Laser welding was performed on mild steel plates (0.16% 
– 0.29% carbon), of  50 mm μ 50 mm μ 1.5 mm 
thickness, and 50 mm μ 25 mm μ 1.5 mm thickness.  
They were butt welded using a 1 kW single mode fibre 
laser. The samples were mounted on a CNC motion 

system and clamped during the welding process as shown 
in Figure 1. The coaxial assist gas was Argon with a gas 
pressure of 100 kPa. The focal distance of the lens was 
set according to Tables 1 and 2, and the gap between the 
welding nozzle and the sample was 5 mm. The nozzle 
which used for experimentation has an exit aperture of 2 
mm. The investigation in this study included 35 
experiments in part A and 12 experiments in part B. 

 

  
Fig. 1. Experimental setup: 1) laser head, 2) cooling jacket,  
3) shielding gas, 4) high speed linear motor traverse table,  

5) Experimental samples clamped on the table and 6) adjustable 
vertical manual table. 

2.3 Sample preparation  

Following the welding experiments, the samples were 
cross-sectioned perpendicular to the weld direction, and 
mounted in a resin, polished with diamond slurry to 6μm 
and 3 μm surface finishes and finally etched with Krolls 
reagent (1 ml nitric acid and 9 ml methanol) for 
approximately 60 seconds for further examination. The 
microstructures were imaged using Polyvar microscopy. 
For each sample, the welding bead offset from the parent 
material surfaces was measured in terms of the top height 
(TH), top width (TW), bottom length (BL), and bottom 
width (BW), as shown in Figure 2. 
 

 
 

Fig. 2. Schematic diagram of the cross section of sample 

2.4 Response surface methodology   

A response surface method (RSM) was used to classify 
the significant processing factors and quantify 
interactions between the parameters. The analysis of 
variance (ANOVA) was used to identify the importance 
of the input parameters and their correlation with the 
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weld characteristics. In this paper only wo output 
parameters were examined: Top Height (TH) and Bottom 
Length (BL).  

3 Results and Discussion   

3.1 Weld Profiles    

Figure 3 shows some examples of welds achieved. Near 
net shape on the top surface has been demonstrated. In 
addition, the weld bead profiles were positively tapered. 
On the other hand, in Figure 4, bottom weld bead near net 
shape welds are demonstrated. Depending on the 
parameter combinations used, diverse combinations of 
convex surface beads, undercutting and dropout were also 
seen. 
 

        

    
 

Fig. 3. Examples of near net shape from the top side with welding 
parameters: (a) laser power (P): 550 W, welding speed (S) 100 

mm/s, and Fpp: -3.00 mm, (b) P: 525 W, S: 105 mm/s, (c) P: 550 W, 
S: 90 mm/s, and Fpp: -2 mm, and Fpp: - 1.50 mm, (d) P: 550 W,  

S: 100 mm/s, and Fpp: -1.0 mm. 

    
 

    
 
Fig. 4.  Examples of near net shape from bottom side with welding 

parameters: (a) P: 575 W, S: 95 mm/s, and Fpp: -1.5 mm,  (b) P: 550 
W, S: 100, and Fpp: -3.00 mm, (c) P: 550 W, S: 100 mm/s,  

(d) P: 600, S: 100, and Fpp: -2.00 mm,  
(e) P: 550, S: 100, and Fpp: -3 mm, (f) P: 500 W, S: 100 mm/s,  

Fpp: -2mm. 

3.2 Weld Bead Offset from the Top Surface     

Figures 5 shows the parameter interaction effect of 
welding speed and power on the weld bead offset from 
the top surface, at a focal plane position of -2.5 mm 
(below the surface).  The values in the graph show the 
weld bead offset values in μm. It is clear that positive 
values of top height are formed at higher speeds at laser 
powers below 550 W. At the speed increases the top 
height will increase. This trend will reverse if the laser 
power is above 550 W. This means that control of the 
welding parameters, commonly given in terms of either 
specific energy or line energy, is important to achieve net 
shape welding.  The top height values vary from –300 μm 
to 175 μm. An important point here to be mentioned is 
that zero top weld bead offset (net shape) occurs at 
welding speeds above 100 mm/s and a laser power 
between 500 W and 550 W. 

 

 
 

 Fig. 5. Effect of power and speed on Top Height 

3.3 Relationship between welding speed and top 
height     

Based on the results in part (A) it was recognized that 
focal point position -2.0 mm was more effective to 
achieve net-shape welding, experiments were run under a 
constant laser power 600 W, focal point position -2.0 mm 
and a gas flow rate 100 kPa, and the speed was variable 
from 65 mm/s to 125 mm/s. From Figure 6 it can be seen 
that the weld bead offset over the top surface, i.e. top 
height, changes from negative to positive as the speed 
increases, passing through zero at the speed of 
approximately 100 mm/s.  
 

 
Fig. 6. Relation between welding speed and Top Height 
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3.4 Weld Bead Bottom Offset      

Figures 7 show the effect of welding speed and laser 
power on the weld bead bottom surface characteristic. It’s 
clear that bottom lengths, i.e. weld bead bottom offset 
from the surface, approaches to a zero (net shape) at a 
speed over 95 mm/s and power less than 575 W. Net 
shape on the bottom surface would be useful for pipe 
welding, where the machining will be complicated, and 
non-zero bottom weld bead offset might affect the fluid 
flow. The values of the bottom length vary from negative 
76 μm to positive 74 μm. Furthermore, it can be noticed 
that as the welding speed decreases the bottom length will 
increase.   

 
Fig. 7  Effect of power and speed on Bottom Length  

4 Conclusion      

Net shape butt welding of mild steel sheets has been 
demonstrated using a single mode fibre laser. A specific 
set of welding parameters were found to achieve the net 
shape welding (for either the top and the bottom welds) at 
different parameters of laser power, welding speed and 
focal point position. There is a linear correlation between 
the welding speed and top height; as the speed increases 
the top height changes from negative to positive. A 
negative fpp is found to improve surface quality in most 
circumstances.  

Using a fibre laser for the welding process creates a very 
efficient use of the material components, and has the 
potential to minimize the total cost of the production. 
Further investigations are in-progress to understand the 
mechanical and physical properties of the welds and 
model the behaviour of weld bead. 
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Humping Modeling in Deep Penetration Laser Welding  
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CDTA, Laser Material Processing Team, Po Box 17Baba-Hassen, 16303 Algiers, Algeria,  Email: amara@cdta.dz 

Abstract.  Deep penetration laser welding is studied at processing 
speeds leading to the humping phenomenon. Matter melting, 
vaporization and  re-solidification are considered through the 
implementation of User Defined Functions (UDFs) used with CFD 
Fluent code. The dynamic mesh method implementation allows the  
occurrence of regular humps apparition to be simulated. 

Keywords: Laser welding, deep penetration, keyhole, free surface 
deformation, CFD, humps formation.  

1. Introduction 

Nowadays, there is growing interest in fast deep 
penetration laser welding for economical and 
environmental reasons. For processing speeds above 20 
m/min, the humping regime is reached. It is characterized 
by weld seams with large swellings of quite ellipsoidal 
shape, separated by smaller valleys [1-2]. The resulting 
humps constitute a major obstacle for fast laser welding 
making a worthwhile topic to study. The associated 
physical processes are very complex phenomenon to 
understand from basic principles, due to the simultaneous 
occurrence of solid, liquid, gas and plasma states in a 
small volume. Experimental approaches have been 
proposed to understand humps formation, and data were 
compiled to verify the related models [2,3], and 
theoretical studies based on analytical models were also 
developed [4, 5]. Few simulations of the humping 
phenomenon have been proposed. Cho [6] developed a 
very interesting simulation in arc welding, by using the 
CFD-Flow3D code, where the Volume Of Fluid (VOF) 
method has been implemented to track the solid-liquid 
interface. In this paper, a 3-D transient modeling of deep 
penetration laser welding at high processing speeds is 
proposed. A finite volume numerical resolution of the 
fluid flow and the heat transfer governing equations is 
performed by Fluent CFD code [7]. We consider through 
free surface deformation, the vaporization and keyhole 
formation, the induced melt pool movements, and  the re-
solidification. In order to involve these complex 
mechanisms, the specific boundary conditions and  the 
temperature dependent physical properties, procedures 

called user defined functions (UDFs), have been 
developed to be used interactively with the Fluent solver. 
The recoil pressure mechanism has been included in the 
UDFs which is among the main causes of the free surface 
deformation. Tribel’skii [8] determined theoretically the 
shape of the free surface of the melt, undergoing  
deformations due to the recoil pressure.  The various 
aspects on the interaction of high-power optical radiation 
with a liquid have been reviewed in [9], and Samokhin 
[10] investigated the influence of evaporation on the melt 
behaviour during laser interaction with metal. In a 
previous work [11], the free surface deformation has been 
studied using the VOF method, while in this paper, the 
resulting keyhole and humps are studied by implementing 
dynamic mesh and enthalpic approaches.  

2. Modeling 

 
We consider initially, a flat free surface, and a 
temperature of 300K on the whole volume of the sample. 
During the welding process, the regions representing the 
melt bath, the keyhole and the weld joint are represented 
on Figure 1. The involved physical mechanisms in the 
model are the local laser energy absorption, the induced 
melting and vaporization, and then the re-solidification.  

 
Fig. 1. The sample during the welding process 

 
When the deposited laser energy is beyond the material 
vaporization threshold, the free surface undergoes 
deformation while it is irradiated by the laser beam. The 
amount of the deformation is calculated through the 
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displacement Δd, by considering the local drilling 
velocity described by Semak et al. [12], such as: 

 
                                    Δd = vd Δt                                (2.1) 

 
where Δt  is the simulation time step. The drilling 
velocity, vd, is proportional to the absorbed laser intensity 
following the relation: 
  
                                   vd = K Iabs cos(α)                      (2.2) 
 
where K is a proportionality factor, Iabs the absorbed laser 
intensity, and α the beam incidence angle over the sample 
surface.  Fabbro et al. [13] calculated 2-D keyhole 
profiles by considering segments evolution under the 
effect of the drilling, closing and processing velocities. In 
the 3-D calculation, the normal vectors on surface 
elements irradiated by the laser beam are considered. Iabs  
is thus needed in order to calculate the free surface 
deformation, and knowledge of the local incident angle α  
is also required. Next, the free surface is considered as an 
envelope where each surface element is identified by the 
normal vector NA  while Ax, Ay and Az are the vector 

components, Figure 2. The modulus of NA  and the vector 
components are data reachable from Fluent which 
updates the mesh geometry after each time step. Thus one 
can obtain the incidence angle α through the relation: 
 
                            cos (α) = Az / | NA |                           (2.3) 
 
and then the absorbed intensity  as (for a gaussian beam) :  
 
             Iabs= A (2P/πrl

2) cos1.2(α) exp (-2r2/rl
2)        (2.4) 

 
where A is the absorption coefficient of the material, 
related to the used laser wavelength, P the laser power, 
and rl the beam focal spot radius.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. 3-D schematic representation of the keyhole,  
and a surface element, with its normal vector 

 
In the approach, the laser beam is considered to move 
over the free surface of the sample at a welding speed vw.  
As shown on Figure 3, the position r is calculated such 

as r = [((l-x)2 +y2)]1/2, where l = xo + vw t, with xo the ini- 
tial position of the laser beam on the sample surface, and 
vw the welding velocity. If r <= rl, Iabs is calculated 
following equation (2.4), else if  r > rl, then Iabs  is equal to 
zero. Thus knowing the local absorbed laser intensity, at 
each surface element, the drilling velocity vd is deduced 
which is then used to calculate surface elements 
displacements, and then the whole envelope deformation 
is obtained for the 3-D geometry. 

 
Fig. 3. Representation of the laser beam on the free surface 

 
The material melting and re-solidification are calculated 
by an enthalpic method, while the surface tension 
variation due to the temperature difference produces a 
stress on the wall which is taken into account in this 
modeling. This stress, called Marangoni stress is given by 
τ = (dσ/dT)∇sT,  where dσ/dT is the surface tension 
gradient and ∇sT is the surface gradient. In the case of 
iron, we have taken dσ/dT = -104 N/m/K [14]. It has been 
noticed that the inclusion of the surface tension effect 
through this gradient is of high importance for the 
observation of humps.  

3. Results and discussions 

In the simulation the experimental beam parameters given 
in reference [2] have been used.  The laser power is taken 
equal to 4kW, the beam diameter is 600µm and the laser 
wavelength is 1.06 µm (Nd_YAG laser). An Iron sample 
is considered, its absorption coefficient A is 0.3, for the 
used wavelength and the proportionality coefficient K is 
taken equal to 3 10-11 (m/s) /(W/m2). 

The physical properties are considered to vary with 
the temperature. From Duley [15], the following  expres-
sions for the density and heat conductivity were deduced:  
 
               ρ(T)=-0.4522T+7755.7 in [kg/m3]               (3.1) 
         
              k (T) = -0.0218 T + 76.307 in  [W/m/K]       (3.2) 
 
Whereas, the latent heat effects with the temperature 
distribution, results in increasing of the heat capacity 
given by Toyerskani et al. [16] is applied such as: 
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*
pC  is the modified heat capacity. By developing (3.3), 

for a latent heat of fusion Lf = 2.76 105 J/kg, an 
approximation of the heat capacity C*

p [J/kg/K] is 
obtained as a function of the temperature such as:  
 

    
*
pC (T)=2.6137 10-4 T2 + 0.12034621 T + 124      (3.4) 

 
The laser beam displacement velocity used in the 
simulation is 0.8 m/s (~50 m/min). On the 
parallelepipedal sample with dimensions of 15 mm x 2 
mm x 1 mm, a 3-D structured mesh made up of triangular 
cells on walls and tetrahedral cells inside the volume is 
generated. The sample geometry, the domain meshing 
and the boundary reservation are performed by the pre-
processor Gambit of Fluent softwares. Fluent solver is 
used to solve the corresponding Navier-Stokes equations 
by finite volume discretizing. The boundary conditions 
and temperature dependant material properties are 
introduced by the mean of user-defined functions, or 
UDF, written in C programming language. These UDFs 
are used to customize Fluent and adapt it to a particular 
need required by the modeling. They can be used in 
various applications such as customizing boundary 
conditions or the definition of work-pieces’ physical 
properties depending on the temperature. They can be 
loaded interactively during the calculation procedure, 
allowing the enhancement of the standard features of the 
calculation code. In this modeling, UDFs have been 
developed to introduce the operating conditions, the 
different involved physical mechanisms such as laser 
energy deposition and recoil pressure, and the specific 
boundary conditions related to the problem. The study 
performed was relatively complex since to make evident 
the humping phenomenon, a 3-D approach had to be 
used, and also to take into account the keyhole formation 
from the initial instant t=0, when the laser beam drops 
onto the material surface. The deformation process due to 
matter vaporization, while the laser beam moves on the 
free surface, is calculated by a dynamic mesh technique. 
The dynamic mesh was difficult to stabilize, and many 
configurations have been tested before finding the 
suitable mesh. When the boundary displacement is large 
comparedwith the local cell sizes, the cell quality can 
deteriorate or the cells can become degenerate. This  
invalidates the mesh (e.g., results in negative cell 
volumes) and consequently, will lead to convergence 
problems when the solution is updated to the next time 
step. To circumvent this problem, the cells or faces that 
violate the skewness or size criteria, are agglomerated 
and are locally remeshed. If the new cells or faces satisfy 
the skewness criterion, the mesh is locally updated with 
the new cells (with the solution interpolated from the old 
cells). Otherwise, the new cells are discarded.  

 
In Figure 4 the results of the laser absorbed energy 

distribution are given. The recoil pressure induced by 
vaporization acts by pushing the metallic liquid layer 
generated on the keyhole front, to move around the 
keyhole towards the bulk of the molten pool in the rear 
region. The distribution of the dynamic pressure 
representing the recoil effect on the metallic liquid is 
represented on Figure 5. 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Contours of total surface heat flux (W/m2) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Dynamic pressure  (Pascals) on the keyhole front 
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 Figure 6 represents the temperature distribution from 
different views. The bird’s eye view shows clearly the 
elongated keyhole and its dimension. Figure (3.4) 
represents an experimental result [2] showing clearly an 
elongated keyhole and a hump formation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Temperature field distribution 
 
From Figures 6 and 7, it can be concluded that there 

is some similitude between the experimental observation 
and the numerical simulation.   

 

 
 

Fig. 7. Experimental observation of humps formation 
(courtesy of R. Fabbro, LALP) 

 
The last result concerns observation of the humping 
phenomenon. Occurrence of humps is clear on Figure 8 
which shows the sample with the molten bath and the re-
solidified region.  We can see the growth appearing 
behind the molten bath which suggests humps formation. 
 

 
 

Fig. 8.  Sample surface viewed from the rear side. 

4. Conclusion 

We made evident humps formation at high welding 
speeds, by developing procedures in order to insert the 
main physical mechanisms, implementing the dynamic 
mesh technique and the specific boundary conditions in 
the calculation process using the CFD Fluent code. The  
results obtained still have to be enhanced especially the 
humps shape, and for that purpose, future work will 
include the Bernouilli equation in the model. 
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Abstract. In laser material processing understanding the laser 
interaction and the effect of processing parameters on this 
interaction is fundamental to any process if the system is to be 
optimised. Expanding this to different materials or other laser 
systems with different beam characteristics makes this interaction 
more complex and difficult to resolve. This work presents an 
innovative way to understand these interactions in terms of mean 
surface enthalpy values derived from both material parameters and 
laser parameters. From these fundamental properties the melt depth 
for any material can be predicted using a simple theory. By 
considering the mean enthalpy of the surface, the transition from 
conduction limited melting to keyholing can also be accurately 
predicted. The theory is compared to experimental results and the 
predicted and observed data are shown to correspond well for these 
experimental results as well as for published results for stainless 
steel and for a range of metals. 

Keywords: Keyholing, Conduction, Laser welding, penetration 
depth, enthalpy 

1. Introduction 

Lasers have played a significant role in material 
processing for many years and have found their niche in 
many industrially related laser applications [1,2]. Material 
processing data, optimum cutting or welding parameters 
and process windows for various materials and specific 
laser systems have been reported and numerical 
modelling has been used to validate experimental and 
theoretical results for such processes [1,2,3]. Correlations 
of the melt or weld pool geometry with specific process 
and or physical parameters including interaction time, 
power or energy density, velocity, energy per unit length 
and material properties are common [4,5]. Research to 
correlate the different laser types and to actively predict 
the resultant material interaction based on these 
parameters has been undertaken and generalised tables 
produced [5,6]. Research, however, that attempts to 
fundamentally understand and present this data is often 
presented in a format that is complex and difficult to use. 
This research explores the limitations of presenting 
processing data in terms of the laser material interaction 

parameters of intensity and interaction time and presents 
an innovative way to understand these interactions in 
terms of mean surface enthalpy values derived from both 
material and laser parameters. This approach is then 
validated by expanding the concept to data obtained from 
other lasers and materials so that the melt depth for any 
material can be predicted using a simple theory. 

2. Experimental Set-up 

Bead on plate welds were performed in 6 mm thick AISI 
304. A set of experiments was designed with six levels of 
laser power (from 300 W to 2000 W) and three levels of 
welding speed (from 1000 mm/min to 3000 mm/min). 
The bead on plate welds were made at the focus position 
by using the different process fibres (200, 400 and 600 
µm) with the same setup. After making the bead on 
plates, the samples were cut in the middle of the welds, 
transverse to the direction of the welds. Then the samples 
were polished and etched to expose the weld profile 
which can then be measured with a microscope. After 
measurement, the penetration depth was plotted against 
the process parameters to show the relationship. 

3. Results and discussions 

The experimental data from laser welding process is 
typically presented in terms of laser power and welding 
speed. It has been suggested that presentation of the data 
in terms of energy or power density and interaction time 
would be better format. Fig.1 shows the penetration depth 
against power density for different welding speeds using 
a 200 μm fibre. Similar graphs can be plotted for 
penetration depth against interaction time (see Fig. 2).  
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Table 1 Some of the equation relating laser welding and materials 
properties 

Property Symbol and units 
Speed of weld U (m/s) 
Half-width of Gaussian 
beam σ (m) 

Radius to  of Gaussian 
beam  (m) 
Characteristic 
thermodynamic time  (s) 

Dimensionless depth 
 

Peclet number of Weld   

Interaction time  (s) 

Power density 

 
 

 

Fig. 1. Shows the penetration depth against power density for 
different welding speeds using 200 µm fibre  

However, a closer look of these Figures (Fig. 1 and Fig. 
2) suggests that there are a number of possible 
penetration depth for the same interaction time at the 
given power density as seen Fig.3 which shows the 
penetration depth with interaction time (spot diameter 
divided by the welding speed) for a constant laser power 
density. A number of the possible parameters and derived 
quantities are shown in Table 1. It clearly shows that the 
interaction time cannot be used unless another term which 
related to the change in diameter of the beam/fibre is 
accounted for. 

 

Fig. 2. Shows the penetration depth against interaction time for 
different laser power using 400 µm fibre 

 

Fig. 3. Penetration depth as a function of interaction time using 
various process fibre diameters at constant power density 

Fig.4 shows another common way of presenting the data: 
the penetration depth with power density for a constant  
interaction time. Again, there are a number of potential 
depths for any particular power density, for the same 
interaction time and a similar logic applies, in that 
another factor that needs to be account for if these results 
are to be understood. 

Courtney and Steen [2] suggested that penetration 
depth was related to the square root of velocity. Fig.5  
shows results for the three fibre sizes in this manner 
demonstrating that all the data converge for each fibre 
however the lines are of different gradients for the 
different fibre diameters. 

These results indicated that a term relating to the 
different fibre diameters and therefore beam diameters is 
required if these values are to be compared. 
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Fig. 4. shows the penetration depth with Power Density. Again, 
there are a number of possible depths for the same heat input which 
indicates the usefulness of the data in this format is limited. 

 

Fig. 5. Power / √(velocity) plotted against experimentally measured 
penetration depth for the 200, 400 and 600 μm fibres 

From these results, it can be stated that the interaction 
time, power density and heat input are limited in their 
usefulness when defining the penetration depth in laser 
welding process.  

The laser process involves a large number of 
parameters including power, traverse rate, beam size, 
material properties (surface absorption, thermal 
conductivity and thermal diffusivity) and also the 
dimension of the workpiece. For laser material processing 
a simple relationship between the laser processing and 
material parameters to enable a quick and easy 
determination of the process and parameters is required. 
Ion et al. [6] have suggested that the laser material 
processing problem can be simplified by identifying 
dimensionless groups of the process parameters. They 
have defined a number of process diagrams for laser 
processing based on the normalized beam power and a 
dimensionless variable (the Peclet number) for laser-
material interaction. The process diagram in [6] shows a 
complex relationship, but does define a  single weld depth 
for a particular beam power and a particular Peclet 
number.  

However the relationship is difficult to deduce from 
their diagrams as they are essentially data the best fit line 
occurs when 3D visualizations of the experiment space. It 
would be much better to provide a simple relationship 
between the laser processing and material parameters so 
that simplified determination of transitions can be 
determined.  

The data shown in this paper can be analyses using 
standard data reduction techniques by optimizing the data 
to fit to a function . When this 
function is optimized to the experimental  

          (1) 

Here is a normalization constant such that the 
parameters are dimensionless. In this case  has units 

of . Fig. 6 shows the data presented in this 
manner and it can easily be seen that there are two main 
regimes of depth, possibly corresponding to conduction 
and keyholing modes of welding.  
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Fig. 6. shows the normalised depth as a function of the laser 
parameters only. All the data has now collapsed onto a single 
line. 

This expression only considers the laser parameters. It 
should be obvious that the material parameters should be 
included in this discussion to account for different 
materials. Dimensionally the units of B can be 
constructed from the relevant thermodynamic quanitites 
of thermal diffusivity ( ), the absorption coefficient ( ), a 
non-dimensional constant (  and enthalpy needed to 
reach melting point  by the relationship 

   (2) 

This suggests that the non-dimensional power can be 
written as  
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      (3) 

 
It should be noted that dimensionally this can be written 
as 

    (4) 

This suggests that the depth of the weld is a function of 
the relative enthalpy increase of the weld compared to an 
initial enthalpy value. Since this contains both laser and 
material thermodynamics properties, this should be true 
for many metals.  

Fig.7 shows that the dimensionless depth calculated 
from the experimental data varies with this parameter and  
the data from Rai et al. [3] which covers four different 
metals and making an estimate of the value of . This 
shows a sharp transition between the conduction welding 
and the keyhole welding that occurs when the maximum 
enthalpy of the material reaches the boiling point.  
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Fig. 7. Graph showing the normalized depth against the normalized 
Enthalpy of welding spot including experimental data from this 
work and also shows Rai et al [3].  

The data from the different metals shows a close 
correlation for this showing that the derived expression 
can be used to estimate the weld depth for many different 
welding cases. The vertical lines in figure 7 represent the 
enthalpy ratios for liquidus and solidus temperature 
(  and for onset of boiling and vaporisation 
( ). The advantage for this presentation of 
the data is that due to Richard’s and Trouton’s rule these 
ratios are fairly constant for most materials, so the ratio of 
the enthalpy will be true for a wide variety of metals and 
plastics [7]. 

4. Conclusions 

The work carried out under this study can be summarized 
as follows: 

There are a number of possible penetration depths for 
the same interaction time at given power densities and 
vice versa. Therefore, a term relating to the fibre diameter 
and beam diameter is required if these values are to be 
compared.  

Dimension analysis technique has been used to 
propose a different way to presenting the data where the 
penetration depth is linked to mean-enthalpy of the 
material surface. As a result, a laser welding process 
diagram is established which cover not only data from 
this study but also other different materials and laser 
types. 

Using the laser process diagram established in this 
research, it relates the transition of conduction welding 
and keyhole welding to the mean enthalpy ratio. This 
relationship has the potential to predict the onset of 
melting and transition to keyhole mode welding for any 
laser system and material, since the mean enthalpy ratio 
at vaporisation is similar in all materials. 
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Abstract. Dual focus Nd:YAG laser welding has been considered as 
a method to  reduce the formation of porosity in titanium alloy laser 
welds. The effects of the foci orientation, foci separation, welding 
speed and power distribution ratio on the resulting porosity have 
been examined using response surface methodology. Both transverse 
and in-line foci orientations, with controlled foci separations and 
welding speeds, can be used to establish a stable keyhole and vapour 
plume regime, promoting low porosity welds. The weld metal 
porosity levels can be reduced to within levels stipulated in stringent 
aerospace weld quality criteria. 

Keywords: laser, welding, titanium, Nd:YAG, dual focus, porosity. 

1. Introduction 

As a result of their excellent mechanical properties and 
corrosion resistance, α, α/β and β titanium alloys have 
been incorporated into aerospace designs for several 
decades [1]. Environmental and economic pressures are 
increasing the demand for weight savings in commercial 
airframes, which is driving further demand for titanium 
components in the sector [2]. Despite being of high 
quality, machined titanium components have 
uneconomical buy-to-fly ratios compared with structural 
steels and aluminium alloys. The production of near-net-
shape components by keyhole laser welding could reduce 
material wastage significantly and increase production 
rates. However, weld metal porosity can be formed when 
keyhole laser welding [3]. This is of particular concern 
for high-performance, fatigue-sensitive applications, such 
as primary airframe structures and aeroengine 
components, whose weld seams are typically dressed, 
allowing pores to break the surface, act as stress 
concentrators and reduce the fatigue resistance of the 
weld [4]. Consequently, stringent weld quality criteria are 
applied to welded components in the aerospace industry 
[5]. 

Several researchers have reported that welding with a 
dual focus laser beam is an effective method of reducing 
weld metal porosity in other materials [6,7,8]. Weld metal 
porosity can be reduced when welding AA5083 and A356 

aluminium alloys with a Nd:YAG laser beam if a dual 
focus configuration is utilised [6]. Observation of the 
plasma behaviour when welding AA5052 aluminium 
alloy with a CO2 laser beam suggested that there was less 
variation in its behaviour if a dual focus technique was 
used [7]. For CO2 laser welding of C-Mn steels, the 
variation of electron density in the plasma above the 
keyhole was found to defocus the incident laser radiation 
and affect the power density delivered to the workpiece, 
therefore influencing keyhole behaviour [9]. A dual 
focused CO2 laser has also been reported to reduce weld 
metal porosity when welding SUS 304 austenitic stainless 
steel [8]. The keyhole behaviour was observed using an 
in-situ X-ray transmission method, which revealed the  
two keyholes coalesced to form one larger keyhole and it 
was suggested that this prevented the generation of gas 
bubbles in the weld pool.  

Dual focus Nd:YAG laser welding has been 
considered here as a method to control the behaviour of 
the keyhole and weldpool, and reduce the formation of 
porosity when welding titanium alloys. 

2. Methodology 

2.1 Materials and Material Preparation 

Experimental bead-on-plate (BOP) tests were performed 
on 3.25mm thickness Ti-2.5Cu  plates. The TiO2 layer on 
the workpiece surface, which is hygroscopic and will 
adsorb moisture from the atmosphere, was removed with 
an abrasive paper. The workpiece surface was then  
cleaned and degreased with acetone immediately prior to 
welding. 

2.2 Equipment and Experimental Procedure 

All bead-on-plate (BOP) tests were produced using a 
Trumpf HL4006D Nd:YAG rod laser (beam parameter 
product of 23mm.mrad). An optical fibre, of 600µm core 
diameter, delivered the laser radiation to a HIGHYAG 
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process head, which contained a dual focus forming 
module. This allowed control of the foci orientation (see 
Figure 1), the foci separation and the power ratio between 
the focused beams. The foci had beam waists of 450µm, 
and the beam waists were always set coincident with the 
top surface of the workpiece. A laser power of 4.1kW at 
the workpiece was used for all experiments. Test pieces 
were clamped in the same welding jig, which was 
traversed with respect to a stationary processing head in 
the downhand position. A trailing shield and a 10mm2 
cross-section copper efflux channel were both supplied 
with argon gas to prevent oxidation of the top and bottom 
of the weld metal respectively.  

Observation of selected welding conditions was 
performed using two high speed cameras; a MotionPro 
X4, and a Photron SA-3. The Photron SA-3 was 
synchronised with a copper vapour laser (CVL) and 
utilised to observe changes in the keyhole and weldpool 
behaviour, whilst the dynamic behaviour of the vapour 
plume was recorded with the MotionPro X4. An imaging 
frequency of 10kHz was used. 
 
 

 
Fig. 1. Foci orientations investigated. 

2.3 Process Variables 

The effects of four process variables on the resultant weld 
quality were examined. Table 1 details the range of 
values considered for each variable.  

Table 1. Process variables investigated. 

Variables Range
Foci orientation transverse or in-line

A: Welding speed (mm/s) 33.33 – 100mm/s
B: Foci separation (mm) 0† - 1.45mm

C: Power ratio‡ (leading:trailing) 50:50, 60:40, 78:22 
†i.e. a single 450µm diameter spot 
‡ varied in the in-line spot configuration only 
 

2.4 Porosity Assessment 

Radiographic examination was performed (according to 
BS EN 1435:1997) to determine the weld metal porosity 
content. Indications ≥0.05mm in diameter could be 
detected using this technique. Pore counts were 
performed over a 76mm weld length, and the diameters of 
all the pores in this length were summed to determine the 
accumulated length of porosity. Internal weld qualities 
were compared against a stringent quality standard that is 

representative of those developed for high-performance, 
fatigue-sensitive aerospace applications. For 3.25mm 
thickness material, the limits stipulated for the maximum 
pore diameter and maximum accumulated length of 
porosity (per 76mm weld length), are 1.0 and 1.7mm 
respectively.  

3. Results and Discussions 

3.1 Welding Performance 

The maximum welding speeds that resulted in consistent 
full penetration for both foci orientations, with spot 
separations of 0 to 1.45mm, are shown in Figure 2. Three 
data sets are included for the in-line foci orientation, 
relating to the BOP tests produced with power ratios of 
50:50, 60:40 and 78:22. It can be seen from Figure 2 that, 
full penetration was possible at higher welding speeds 
when operating with the in-line foci orientation compared 
with the transverse orientation. This is as expected, given 
the increased volume of material processed when welding 
in the transverse foci orientation. 
 

 
Fig. 2. Limits of full penetration. 

 

3.2 Statistical Analysis 

The weld metal porosity data, generated from the 
examination of the radiographs, was analysed with 
response surface methodology (RSM) to establish the 
relationship between the weld metal porosity and the 
process variables. Although statistical methods were not 
used to design the dual focus experiments performed in 
this work, the range of experiments performed is similar 
to a fractional high-order factorial experiment. Design-
Expert 8.0.1 was used to analyse the historical data. The 
data sets generated from the different foci orientations 
were analysed separately, and included a large number of 
repeated welding conditions so that the prediction 
variances could be minimised. The limits where design 
points could be created were constrained, using the data 
from Figure 2, so that only those conditions giving full 
penetration were analysed. In order to minimise the 
residuals, a square root transformation was applied to the 

Welding direction 
Foci separation 

Transverse 

In-line 
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transverse data (52 BOP tests), and a log10 transformation 
was applied to the in-line data (91 BOP tests). In both 
data sets, a cubic model gave the most complete 
description of the response. In the case of the transverse 
foci orientation, those BOP tests produced with foci 
separations >0.54mm were not included in the statistical 
analysis. Analysis of variance (ANOVA) was used to 
determine p-values (i.e. statistical significance) of the 
individual terms. The models were reduced by removing 
those terms with p-values >0.10 (unless they were 
required to support hierarchical terms) using a backward 
elimination technique.  

Various diagnostic checks of the residuals were 
performed to ensure that the model satisfies the 
assumptions of the ANOVA (i.e. ensuring the factors are 
fixed not random). The studentised form of the residuals 
was used in all the plots. No abnormalities were found in 
any of the residual plots. Additional graphical tests were 
carried out to provide a measure of the influence, 
potential or actual, that individual runs may have. No 
runs were found to have a high degree of influence or 
leverage over the model. Table 2 details the β coefficient 
values, in terms of actual factors, for both models. 
 

Table 2. β coefficient values, in terms of actual factors, for the 
transverse (sqrt porosity) and in-line models (log10 porosity). 

Coefficient Transverse In-line 
β0 9.76E+0 7.58E+0 
βA -1.74E-1 -1.78E-1 
βB 4.11E+1 -8.84E+0 
βC n/a not significant 
βAB -1.29E+0 not significant 
βAC n/a 8.31E-5 
βBC n/a -1.91E-2 
βABC n/a 5.15E-4 
βA2 9.15E-4 not significant 
βB2 4.76E+1 not significant 
βA2B 8.07E-3 -1.62E-3 
βAB2 1.03E+0 not significant 
βB2C n/a -2.22E-2 

 

3.3 Transverse Foci Orientation Porosity 

Lower welding speeds produced larger pores, up to a 
maximum diameter of 0.4mm. At higher welding speeds 
the majority of the pores were 0.1-0.2mm in diameter. 
Figure 3 shows a significant increase in weld metal 
porosity at welding speeds below 65mm/s. According to 
Figure 3, BOP tests meeting the stringent subsurface weld 
metal porosity criteria (≤1.7mm accumulated length per 
76mm weld length) can be produced at a range of 
welding speeds (~70 to 100mm/s), if a suitable foci 
separation was chosen. Within this speed range, decreases 
in speed, and hence proportionate increases in heat input, 
necessitated an increase in the foci separation if porosity 
formation was to be minimised. Particularly low levels of 
weld metal porosity (≤1.0mm accumulated length per 

76mm weld length) are predicted to form when a welding 
speed of ~80mm/s is used with a foci separation of 
~0.15mm. Two BOP tests produced with a welding speed 
of 83.33mm/s and a foci separation of 0.15mm, had 
accumulated lengths of porosity of 0.8 and 1.4mm. 
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Fig. 3. Contour graph detailing the effects of the welding speed and 
the foci separation on the formation of porosity in the weld metal. 

 

3.4 In-line Foci Orientation Porosity 

The β coefficient values of the statistically significant 
terms are shown in Table 2. As with the transverse foci 
configuration, BOP tests produced at welding speeds 
above ~75mm/s generally had pore diameters of 0.2mm 
or less. Those BOP tests produced at slower welding 
speeds and with an even power ratio contained pores with 
diameters up to 0.5mm. At higher power ratios between 
the leading and trailing spots, the occurrence of larger 
diameter pores decreased. Comparing the response 
surfaces for the different power ratios shows that having a 
higher power density in the leading spot than the trailing 
spot significantly reduces the formation of porosity when 
welding with foci separations greater than ~ 0.45mm. As 
observed from high speed video, this is a result of moving 
from a dual keyhole regime (50:50 power ratio) to a 
regime where the leading keyhole is dominant (78:22 
power ratio) and the welding process is very similar to 
that produced with a single laser beam. At spot 
separations <0.45mm the change in power ratio had little 
influence on the weld metal porosity. 

However, even though a significant decrease in the 
porosity levels occurred when utilising spot separations 
>0.45mm and high power ratios, the lowest levels of 
porosity are predicted to occur when utilising a 50:50 
power ratio with a relatively high welding speed and a 
foci separation between 0.15 and 0.30mm. A BOP test 
produced with a welding speed of 83.33mm/s and a foci 
separation of 0.30mm is predicted to have an 
accumulated length of porosity of 1.4mm. Three 
experimental results produced with the same parameters, 
had accumulated lengths of porosity values of 0.8, 1.0 
and 1.1mm. Both the statistical model and the 
experimental results were in agreement, and indicated 
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that the weld metal porosity criteria could not be met by 
utilising a single focused spot. 
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Fig. 4. Response surfaces for the effect of welding speed and foci 
separation on porosity formation, for spot intensity ratios of 50:50 

(top), 60:40 (middle), and 78:22 (bottom). 

3.5 High Speed Observations 

The dual focus technique can reduce the weld metal 
porosity content to within stringent aerospace standards, 
at spot separations of 0.15-0.30mm, in both the in-line 
and transverse foci orientations. Analysis of the high 
speed observations of the weld pool has shown that with 
these spot separations, one, elongated or widened, 
keyhole is present. This is in agreement with previously 
reported work [8]. This elongated or widened keyhole 
does not collapse as frequently as a keyhole produced 
with a single focused beam. This agrees with the analysis 
of the vapour plume observations. The vapour plume 
emitted from an elongated keyhole is more constant and 
does not fluctuate as frequently compared with a single 
focused beam (Figure 5) [7]. This suggests a more 
constant power density is delivered to the workpiece 
when welding in an optimised dual focus mode, which 
will reduce the occurrences of keyhole collapse and, 
subsequently, the formation of porosity in the weld metal. 
 

 
Fig. 5. Images of the vapour plume when welding with a single 
focus (top) and an optimised dual focus (below). 100µs intervals. 

4. Conclusions 

This work has investigated the feasibility of reducing the 
formation of porosity in the weld metal when Nd:YAG 
laser welding titanium by using a dual focus technique. 
The results have been analysed by RSM and the models 
indicate that the weld metal porosity can be reduced to 
within levels stipulated by stringent aerospace criteria, if 
a relatively small foci separation and a suitable welding 
speed are utilised. Observation of the welding process 
using two high speed cameras has shown that a small foci 
separation increases the keyhole stability and hence 
reduces the occurrences of keyhole collapse and the 
formation of weld metal porosity. 
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Abstract. The utilization of laser is growing for various 
applications. These applications have been mostly among those of 
car manufacturing and car components. Only lately, partly due to 
lower sales among car manufacture, the applications among machine 
building has been getting growing interest and quite a few 
applications has been coming public. The laser cutting and welding 
can usually provide low production costs and trough put time if 
efficiently utilized. One real obstacle to overcome prior further 
utilization is the adapting the real potential of laser into the structure 
of the product. The advantages of laser welding in product design 
are only seldom realized. Still this would be an important factor to 
be taken into account and would justify the laser investment in 
several cases. This paper deals with development of procedures for 
product design for welding. Systematic procedure gives potential to 
modulation and cost effectiveness gained with that. The procedure 
starts from common rules of design for automated and robotized 
welding since the basic criteria of those should also be fulfilled for 
welding. Some typical examples are shown and a collection of ways 
to utilize laser in product design. 

Keywords: Product design, laser cutting, DFMA, Design For 
Welding -model, manufacturing-friendly design 

1. Introduction 

Manufacturing companies know their own technical 
problems, but the initiation of development is often 
difficult or not even started. Smaller companies often lack 
the possibilities and knowledge of new production 
methods and product development.  

This article give some tips for the welding product 
development, design implementation and development of 
welding used in the workshop. Product design is a 
demanding task because the usability and the cost of the 
product are decided at the design phase. Designers need 
to know the different manufacturing methods and the idea 
of manufacturing-friendly design, so that they can take 
into account manufacturability and assembly 
considerations. A good welding construction has a 
minimal amount of welding. Both modulation and 
standardization, as well as substitutive methods to 
welding have been used. This article presents 
manufacturing-friendly "Design For Welding" -model, 

that goes through the specific features of welded structure 
from the point of view of design. 

The design knowledge is reduced because the design 
is outsourced to outside of the company and 
manufacturing is diversified suppliers. These design 
subcontractors often do not have access or the skills to 
improve the product manufacturing-friendly. The 
designers are also often too little information about the 
manufacturing processes and manufacturing-friendly 
production. The old experience of the designers can also 
be a burden, because it is accustomed to doing things a 
certain way, and new manufacturing methods are not 
enough time or the know considered. Many times the 
company needs outsider person to tell that something 
should be subject to change and develop. The threshold 
for starting development work is often high. 

Laser welding is a excellent example about a 
production method providing new opportunities for 
product design. These advantages can be of much higher 
advantage than those obvious ones achieved directly like 
high speed and small heat input [1, 2] . 
 

2. Model for design for welding 

Traditionally, industrial and engineers want to improve 
manufacturability by increasing and improving 
production automation. Production automation 
investments are huge and at some point in the automation 
is no longer a cure for the manufacture of the product. For 
this reason, companies have begun to use the 
manufacturing-friendly design, for example DFMA 
known method (Design for manufacturability and 
assembly). 

Manufacturing-friendly design starting point is to 
avoid the design and manufacture of the product in the 
known disadvantages, so that the already known 
manufacturing defects do not attempt to solve, but a 
product designed to avoid known problems. The method 
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is designed to prevent costly re-design and to ensure in 
advance that the product needs to make changes 
afterwards. The method has advantages that it can 
increase your productivity without investment. Most of 
the problems of the manufacturability are caused by too 
difficult a construction, where automation is not taken 
into account [3]. 

Manufacturing-friendly design planning does not 
exist on the source material, which should be applied 
directly to the welding or welding design. Various 
planning model is also suitable for welded product 
design, but they do not take into account the details of a 
welded structure. This new “design for Welding” -model 
(DFW) combines the advantages of DFMA and 
concurrent engineering design (CE) and is linked to the 
information of requirements and opportunities of welding 
processes [4]. 

 
Fig. 1. Design for welding prosedure [4] 

Manufacturing-friendly product design is a challenge, 
because the design should take into account 
manufacturability and assembly considerations. The 
designer is also able to evaluate and compare the 
manufacturability and assembly of different construction 
options such that they can offer the best option to the 
market. Designer decides product functionality, 
performance and economical feasibilities, so strongest 
affect on the product price can be gained by investing in 
the design. Product design project should spend more 
time to optimize the product concept, manufacturing-
friendly design and modularity, than selection and design 

of individual components or thinking about the specific 
details [4]. 

This DFW model goes through a welded structure 
design implementation. Welding manufacturing-friendly 
model can also be used for other manufacturing 
processes, since many of the manufacturability aspects 
are common to different manufacturing methods. 
Manufacturing-friendly design aims to reduce the order-
specific design, welding, post-processing and tooling. 

3. Design procedure 

The design project starts by check of the product status in 
production. Is the product new or should one improve the 
old product. The old product in the case focuses on the 
well-known product lines to solve the problem and to 
simplify the product. The design of a new product starts 
from the design of a concept of an ideal product. During 
this phase we consider the function of the initial product 
by various aspects, requirements and outline a draft of the 
product. Concept sketching often begins from a model of 
the product which is already in the production of the 
company itself or competitors of it [4]. 

Next chart box is “General development of the whole 
structure”. There checking basics design rules whole 
products. At this stage, the product should be subdivided 
into modules, which are developed separately and try to 
get a product as simple as possible. In this stage of 
development is the product geometry, dimensions, 
details, list of necessary parts and equipment, and we 
consider all of what consists of the product.  

Good designer identify at an early stage the most 
likely method of manufacture to the product. Product 
components have to grouped material, geometry, and the 
action of the various groups whose production can be 
considered separately. Although the designer has in mind 
the likely method of manufacturing, does not agree with 
the comparison of alternative methods to be omitted. 
Many of the parts can be done for example by casting, 
machining or welding, although often, however, the 
conclusion is the method of the preparation methods are 
known and can be done manually [4]. 

Inside the “General development of the whole 
structure”–box is “design of manufacturability” and 
“finalizing of manufacturability/weldability” boxes. 
Figures 2 and 3. Finalizing of manufacturability / 
weldability–box goes through a welded structure and 
check different manufacturing and assembly stages and 
detailed DFM rules e.g. for welding.  Welded structure 
has to think welding process and materials requirements, 
and compares the various methods from parts of the 
series of operations to the number and total time. Also 
have to know welding method, strength of the welds, 
government articles, welding quality class, tolerances, 
weld position, heat input, welding sequence and many 
other things that comes up for welding [4]. 
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When the entire structure of the general development 
of the box has been completed and one or more of the 
product concept alternatives are chosen which differ from 
the material, production, design, or other basis structure, 
the comparison of these different versions of the criteria 
for choosing the best product concept. Comparison of 
product variations has to do by functionality, performance 
and economical feasibility. The comparison can be used 
for scoring, or some other method which can be shown to 
the best concept. To calculate the cost of the product to 
the product must include all costs and expenses to be 
throughout its life cycle. Manufacturability of the 
cheapest product is not necessarily the cheapest overall, 
but you should consider how easy the product is 
maintained, for example. The next can begin prototyping 
and testing. Production is the next step when everything 
is in order [4]. 
 

 
Fig. 2. Design of manufacturability box is inside the general 
development of the whole structure –box 
 

 
Fig. 3. Finalizing of manufacturability/weldability box is inside the 
general development of the whole structure –box 

4. Application examples 

There is some typical laser collection of ways to utilize 
laser in product design. As we know the use of laser 
enables different ways to save material and fulfill the 
functions of product case by case.  

One method reduce welding and simplify assembly is 
slot and tab method, see Figures 6 and 7. This is exact 
and quick method to simplify product construction and 
production.  

 
Fig. 4. Slot and tab method to do personalized beam. Design makes 
the fixture manufacturing easier and the accuracy of final product 
better than the conventional structures.  

 
Fig. 5. Slot and tab method to reduce welding work and simplify 
assembly. In practise the desing can also resist the distortions and 
strengthen the structure by proper dimensions and shapes agains the 
load in use. 

Other method to simplify the fixturing, lower the material 
cost and still to retain the accuracy is to use jigsaw joint 
where you can laser cut sheet metal various shapes and at 
one time reduce loss of sheet.  
 

 
Fig. 6. Jigsaw joint 

A whole family of products utilizing desing for welding 
is laser welded all steel sandwich panels. The do 
comprice of thin sheet and due to structure and high 
quality together with low distortion provide strengh of a 
structure typically achieved of considerably higher weight 
[5, 6]. These structures are typically weight – strenght 
optimized solutions and have been utilized in some 
applications. There are several different structures of 
sandwich panel types available such that for various cases 
it is possible to select the basic structure. Typically all  of 
them are desigen based on the automatisation of welding 
process even to the highes level of automatisation. Figure 
7 shows the different types of sandwich panels. In 
practice the firs generation sandwich panel having 
continuous  core is off highest weight and most difficult 
to manufacture. The optimum solution naturally by 
weight is the I-core structure that really minimizes the 
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weight still ensuring high mechanical properties. 
Unfortunately welding through the face sheet hitting to 
middle of I-core that in optimum case has thickness of 
about 1 mm, is really difficult in case of any larger panel.  

 

V-core:   

I-core:   

Vf-core:  

O-core:   

Fig. 7. Sandwich panel designs [6, 7] 

The original V-core was considered logn to be off best 
stiffness, but quite soon the problems of part manfuacture 
forced the design to so called free core desings from 
which the Vf is the most common. So actully in this case 
breaking the desing rule of lowering number of 
components makes the manufacturing more difficult than 
using the property vise optimiced cores. 

A simple application with still a remarkable savings 
gained with design is a webtrain of a aluminum ship, see 
Figure 8. These structures change in shape, but typically 
can be parametrised. The typical idea to manufacture 
these structures is to stack weld components and then 
weld them on site manually [8]. 

 

 
Fig. 8. Aluminum webtrain [8] 
 
As unlogical as possible is that the welding procedures 
used causes distortion that can be avoided by cutting the 
welding work into small sections thus making the 
manufacture more difficult and through put slowlier. 
Analysis of the structures showed that fillet joint between 
a web and a flange of a webtrain is a crucial component 
for boat building. By taking these webtrains into boat 
premanufactured stiff components the whole boat 
building is easened and some part of the work can be 
done automatised. The stiffer components can resist 
distortions and keep the whole stucture stiffer. The 
procedure also removes difficult position welding and 
enables automated part manfufacture in normal 
production environment [8]. 

5. Conclusions 

A careful analysis about the function of the product and 
ease of automatisation of the welding task for existing 
design can show potential for improvement of product 
and production. The developed model is the first step in 
road to production of better products with lower cost. In 
some constructions it will require real a lot of work but 
realising the objectives it is typically worth working out. 
This utilisation requires different way of thinking from 
the whole company personnel and continuous support of 
the management.  
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Abstract. In the present study, significant parameters of weld 
bonding namely surface  roughness, curing temperature, curing time, 
welding current, weld cycles and electrode load and their ranges 
were identified by conducting pilot experiments for the adhesive 
bonding and resistance spot welding. The tensile shear resistance of 
the adhesive joint, resistance spot welds and weld-bonding was 
evaluated by applying uni-axial tensile shear load   on the lap joints 
and applying tensile shear load and the results were obtained in the 
terms of ultimate shear load (USL). The maximum shear load 
carrying capacity was found in case of adhesive joints produced 
using surface roughness with 220 emery grade cured at temperature 
120°C for 60 min. A  maximum USL was obtained in case of spot 
weld joints produced using welding current 13kA, weld load 0.5 kN 
and weld time 8 cycles. The strength of adhesive joint was found to 
be more than the resistance spot weld joint. The optimized 
parameters of spot welding and adhesive joining were used to 
develop the weld-bond.  

Keywords: Weld-bonding, Adhesive bonding, Resistance spot 
welding, Ultimate shear load (USL), Aluminium sheet. 

1. Introduction 

Joining of metals by employing spot welding in 
combination with adhesive bonding called weld-bonding 
has drawn considerable attention of numerous scientists 
and industrialists. Applications of weld-bonding have 
extended up to the sophisticated areas like the air craft 
industry, missile technology and others. Thus the weld 
bonding is defined as a resistance spot weld process 
variation in which the spot weld strength is augmented by 
adhesive at faying surface [1]. 

2. Weld bonding 

The weld bonding process is essentially resistance spot 
welding of parts that subsequently have their overlapping 
areas adhesive bonded. The Soviet Union initially 

developed this technology, which was called as ‘Glue 
Welding’, which was  ‘Flow-in’ method Fig.2.1(a), where 
by the parts were welded together and then an adhesive 
was flowed in to the joint. A low viscosity adhesive was 
used which penetrate the overlap joint by capillary action 
and was subsequently cured. The technique used in the 
united states and in various places of Europe is the 
‘Weld-Through’ method Fig.1(b), where by the adhesive 
is applied to the parts to be joined, spot welded and 
subsequently cured [2]. 

 

 
Fig. 1. (a) Flow-in technique, (b) Weld-through technique [10] 

 
Compared to the resistance spot welding, the weld-
bonding has the following advantages regarding the joint 
strength (in order of importance) [3, 4]: 
 
1. Superior fatigue strength (up to two thirds of the 

ultimate shear force). 
2. Higher static strength. 
3. Higher corrosion resistance (no crevice or friction 

corrosion). 
4. Higher capacity of energy absorption when subjected 

to impact loading. 
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5. Higher capability of damping when subjected to 
vibration. 
 

Compared to adhesive bonding, weld-bonding has the 
advantage of suppressing continuous creep in the 
adhesive layer so that the creep strength of the joint is 
strongly increased [3]. 

The properties of weld bond largely depend up on 
surface characteristics of the substrate and the type of 
adhesive used. For an optimum joint strength the welding 
parameters for the preparation of weld bond differ from 
those used in case of conventional spot welding [5]. In 
the view of the above promising future of using weld 
bond in automobile industries, an effort has been made in 
this investigation to study the effect of relevant 
parameters on weld bond characteristics of aluminium 
sheet. 

3. Experimental Procedure 

3.1 Adhesive Joining 

The commercial aluminium sheets (A1050) of thickness 
0.85 mm were adhesive bonded by application of epoxy 
adhesive (consists of equal amount of resin and hardener 
by weight). Epoxy resin adhesive refers to the adhesive 
which cures chemicals containing epoxy group with 
amines and acid anhydride. Epoxy is a copolymer and it 
is formed from two different chemicals. These are 
referred to as the "resin" and the "hardener". The resin 
consists of monomers or short chain polymers with an 
epoxide group at either end. Most common epoxy resins 
are produced from a reaction 
between epichlorohydrin and bisphenol-A, though the 
latter may be replaced by similar chemicals. The hardener 
consists of polyamine monomers, for 
example Triethylenetetramine (TETA). When these 
compounds are mixed together, the amine groups react 
with the epoxide groups to form a covalent bond. Each 
NH group can react with an epoxide group, so that the 
resulting polymer is heavily cross linked, and is thus rigid 
and strong.  

The process of polymerization is called "curing", 
which can be controlled through temperature and choice 
of resin and hardener compounds where the process can 
take from few minutes to hours. Some formulations 
benefit from heating during the cure period, whereas 
others simply require time, and ambient temperatures. 

Before application of adhesive the surface of the 
specimen was cleaned mechanically using emery paper 
of different grades (120 to 600 grade) followed by 
wiping with acetone in order to obtain oxide free 
different surface roughness and required surface 
degreasing respectively. After getting sufficient strength 
to the adhesive joint, curing at 120°C was employed for 
different curing times. 

Scheme of adhesive joining: 
Sample material: Commercial aluminium sheet (1050) 
of 0.85 mm thickness. 
 Sample size: 100×25×0.85 mm 
Overlap length: 7 mm 
Emery grades: 120, 220, 400 and 600  
Curing times: 20, 40, 60, 80 and 100 min 
Type of adhesive: 2-C Plain Epoxy Resin (Resinova 
manufacturers, ISO 9001 : 2000)   

3.2 Resistance Spot Welding 

The aluminium sheets of thickness 0.85 mm were 
resistance spot welded using the PECO-Bench spot 
welding machine of capacity 64 kVA. Before welding the 
faying surfaces of the specimen were cleaned 
mechanically by rubbing with 400 emery grade paper 
followed by wiping with acetone in order to remove the 
excess oxides and grease from the surface. Resistance 
spot welding was carried out by using water cooled 
conical Cu electrode. Welding was carried out using 
varying the welding current and weld time at given 
voltage and electrode force respectively. 
Scheme of resistance spot welding: 
Sample material: Commercial aluminium sheet (A1050) 
of 0.85 mm thickness. 
 Sample size: 100×25×0.85 mm  
Overlap length: 25 mm    
Welding current: 7, 9, 11 and 13 kA    
Welding time: 6, 8, 10 and 15 Cycles 
Welding load: 0.5 and 0.6 kN 
Electrode: Copper electrode  

3.3 Weld Bonding  

The aluminium sheets of thickness 0.85 mm were weld 
bonded by application of adhesive followed by resistance 
spot welding. Before application of adhesive, the surface 
of the specimen was cleaned mechanically with 220 
emery grade followed by wiping with acetone in order to 
obtain oxide free different surface roughness and required 
surface degreasing. Then the adhesive (consisting equal 
amount of resin and hardener) was applied on the faying 
surfaces. By holding the faying surfaces in right position 
(lap joint of shear test specimen) the resistance spot 
welding was carried out by using the water cooled Cu 
alloy electrodes as described earlier. The welding was 
carried out using the above mentioned resistance spot 
welding machine of capacity 64 kVA. Welding was 
carried out by varying the welding current, weld time and 
welding load. The weld joints were prepared as per 
specifications to produce tensile shear test specimens. 
After welding curing was also employed to the joints at 
optimum conditions of temperature of 120°C for 60 
minutes to facilitate adhesive bonding and cross linking. 
Scheme of weld bonding (adhesive plus resistance spot 
welding): 
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Sample material: Commercial aluminium sheet (1050)  
 of 0.85 mm thickness. 
 Sample size: 100×25×0.85 mm 
Type of adhesive: 2-C Plain Epoxy Resin (Resinova 
manufacturers, ISO 9001 : 2000)   
Overlap length: 7 mm (width equal to overlap)  
Emery grade: 220  
Curing time at 120°C for 60 min 
Welding currents: 7, 9, 11 and 13 kA            
Welding times: 1, 2, 3, 4, 6 and 8 cycles 
Welding load: 0.5 kN 
Electrode: Copper electrode  

3.4 Shear Test 

The shear test of the joints produced by adhesive 
joining, spot welding and weld-bonding was carried out 
by uniaxial tensile shear loading on two ends of the lap 
joints. The sub size area of overlap used in case of the 
preparation of adhesive joint is primarily to ensure the 
failure from the joint, so that the effect of various 
parameters on the joint strength can be studied. The test 
was carried out at a cross head speed of 1mm/min on a 
hydraulically operated dynamic universal testing 
machine (Mohr & Federhaffag Mannheim-Germany). 
The ultimate shear load (kN) and failure mode 
characteristics were studied. 

4. Results and Discussion 

4.1 Effect of Curing Time on Strength of the 
Adhesive Joint 

The effect of curing time (at curing temperature of 
120°C) on adhesive joint strength (having equal joint 
area) of aluminum of varying surface roughness is 
shown in Figure 2. It can be observed that at a given 
surface roughness of aluminum the ultimate shear 
load (USL) carrying capacity of the adhesive joint 
increases with increase of curing time up to about 60 
min followed by a decrease in it with further increase 
in curing time up to 100 min. The decrease in joint 
strength with the increase of curing time beyond 60 
min possibly happened due to degradation (bond 
breaking) of the adhesive under long thermal 
treatment which adversely affects the adhesive 
strength. 
 

 
Fig. 2. Effect of curing time on strength of the adhesive bonded joint 
at different emery grades. 

4.2 Role of Surface Roughness on Adhesive Joining of 
Aluminum 

The effect of surface roughness of different emery grades 
on ultimate shear load (USL) carrying capacity of the 
joint (produced using 60 min curing time  at 120°C 
temperature) has been shown in Figure 3. It can be 
observed that the decrease in surface roughness increases 
the joint strength up to emery grade of 220 and further 
decrease in surface roughness (with increase in emery 
grade number) lowers the joint strength. Higher the grade 
number of emery paper lower is surface roughness. An 
increase in joint strength with the decrease in surface 
roughness may be primarily caused by the enhancement 
in mechanical locking where as the decrease in joint 
strength with a further decrease in surface roughness may 
be primarily caused by the reduction in surface area of 
adhesive bonding.  
 

 
Fig. 3. Role of surface roughness on strength of the adhesive bonded 
joint. 
 
This is possible because the surface roughness affects the 
joint strength in two ways: a) surface area of adhesive 
bonding increases with lower surface roughness resulting 
from using higher grade of emery paper and b) by 
providing mechanical locking primarily depends upon 
geometry of surface roughness which varies with the 
change in grade of emery paper. It is known that the 120 
grade emery paper offers higher surface roughness 
compare to 220 emery grade paper. Joints produced on 
aluminium sheets having greater roughness faying surface 
(obtained from 120 grade emery paper) resulted lower 
shear load carrying capacity of joints produced compare 
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to that produced on smoother surface (obtained from 220 
grade emery paper) due to presence of high peak and 
valleys on the surface which in turn results in insufficient 
adhesive filling in the valleys and creates porosity and so 
lower shear strength capability.  

4.3 Shear Strength of Resistance Spot Weld 

Figure 4. It is observed that for welding current of 7 and 9 
kA, an increase in weld time up to 8 cycles enhances the 
ultimate shear load (USL) bearing capacity of spot weld 
followed by a decrease in it with a further increase in 
weld time up to 10, 15 cycles. The increase in ultimate 
shear load (USL) bearing capacity of the weld with the 
increase of weld time up to 8 cycles is primarily caused 
by the increase in diameter of weld nugget while the 
decrease in ultimate shear load (USL) bearing capacity of 
weld prepared at the weld time of 10, 15 cycles was 
caused by a significant expulsion occurred during 
welding. At a higher welding current (11 and 13 kA) the 
increase in weld time from 6 to 8 cycles has also been 
found to increase the ultimate shear load (USL) bearing 
capacity of the weld significantly. However, at both these 
welding currents, the weld joint using higher weld time 
beyond 10, 15 cycles could not be produced due to 
excessive expulsion and melting of the region. 
It is also observed that at a given weld time of 6, 8 and 10 
cycles the increase in welding current enhances the 
ultimate shear load (USL) bearing capacity of weld 
significantly  primarily due to  providing sufficient heat 
to form proper nugget size, when no expulsion was found 
to occur (Figure 5).  
Figure 6 shows the effect of welding load (for applying 
pressure during spot welding) on strength on spot 
welding of aluminium sheet at different welding times. It 
is observed that increase in welding load at 13 kA has 
reduced the strength of the spot welding joint. This is due 
to fact that as load is increased the contact resistance and 
the heat generated at the interface decreases. Therefore, to 
maintain the level of heat needed for sound spot weld, 
either amperage or weld time must be increased to 
compensate heat reduction owing reduction in contact 
resistance.  

 
 

Fig. 4. Effect of welding time on strength of the spot welding of 
aluminium at different welding currents and welding load of 0.5 kN. 

 
 

Fig. 5. Effect of welding current on strength of the spot welding of 
aluminium sheet at different welding cycles. 

 

 
 

Fig. 6. Effect of welding time on strength on spot welding of 
aluminium sheet at different welding load. 

4.4 Shear Strength of Weld-Bonding 

In weld-bonding joint could be made only in four cases. 
Weld-bond was developed 9 kA welding current for 
1cycle welding time. But in the case of welding current 7 
kA weld-bonding was not observed due to insufficient 
current.  
Figure 7  shows the effect of welding current on strength 
of the weld-bond of aluminium sheet at welding time 1 
cycle. It is observed that increase in the welding current 
from 9 kA to 11 kA increases the strength of the weld-
bond joint and further increase in welding current up to 
13 kA there is drop in strength of the weld-bond joint. 
This is due to moderate expulsion was observed in the 
case of welding current 13 kA. 
Figure 8 shows the effect of welding time on strength of 
the weld-bond of aluminium sheet at different welding 
current levels. At 2 cycles welding time and 11 kA and 13 
kA welding current, weld-bonds cannot be produced due 
to severe expulsion [27]. Increase in weld time at high 
current levels leads to severe expulsion and electrodes are 
indented completely in sheets. It is believed that the 
presence of adhesive between the faying surfaces acting 
as an insulator and produces more heat on the surfaces 
and leads to melting of the sheet. 
At weld-bond produced using 11 kA welding current and 
1 cycle welding time showed the maximum strength 
because of sufficient weld nugget diameter was observed 
compared to in the case 9 kA welding current at 1 and 2 
cycles welding time. Similarly in the case of 13 kA 
welding current a moderate expulsion was observed 
which in turned lowered the strength of the weld-bond 
joint. Combinations of 9 kA welding current, 2 cycles 
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weld time and 13 kA welding current, 1 cycle weld time 
showed the same tensile shear strength (0.98 kN). It 
indicates that low welding current at high welding time 
and high welding current at low welding time gives the 
approximate equal results in shear strength of the 
aluminium weld-bonded joint. 

 

 
 

Fig. 7. Effect of welding current on strength of the weld-bond of 
aluminium sheet at welding time 1 cycle. 

 

 
Fig. 8. Effect of welding time on strength of the weld-bond of 

aluminium sheet at different welding current levels. 
 

Figure 9 shows the comparative study of spot welding 
and weld-bonding with respect to welding time. In case of 
spot welding effect of welding time was observed from 6 
cycles onwards while in the case of weld-bonding 
welding time was 1 and 2 cycles [27]. Because in weld-
bonding presence of adhesive acts an insulator and 
produces more heat on the metal surface which in turn 
lowers the weld time for same heat requirement for 
joining.  
Figure 10 shows the comparative studies of spot welding 
and weld-bonding with respect to welding current. With 
same welding current the weld-bonding joint has the 
maximum shear load compare to spot welding joint. 
Because due to combination of spot welding and adhesive 
bonding in weld-bonding increases the area of the weld-
bonding joint and thus the strength of the weld-bonded 
joint increased. In spot welding nugget is acting as a 
notch on the metal surface and thus result in lowering the 
strength of the spot welding joint. Spot welding combined 
with adhesive bonding results in increasing the area of the 
joint and increases the shear strength of the aluminium 
weld-bonded joint nearly 1.75 times of the spot welded 
aluminium joint.         

 
 

Fig. 9. Comparison of spot welding and weld-bonding with respect 
to welding time.   

 

 
 

Fig. 10. Comparison of spot welding and weld-bonding with respect 
to welding current.  

 

 

Fig. 11. Shows the fracture surface of the adhesive joint (cured at 
120°C for 60 min, surface prepared with 220 emery grade paper) 

 

 

Fig. 12. Typical pictorial shows failure mode from nugget in spot 
welding during shear testing. 

 
 
                                           

Weld bonding

Spot welding 

Weld bonding

Spot welding 
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Fig. 13. Failure mode of weld-bonding specimen.  

5. Conclusions 

The observations of the present investigation can be 
concluded as follows. 
1. The roughness of the faying surface affects the 

tensile shear strength of adhesive joint. A surface 
roughness of 220 emery grade gives maximum 
tensile shear strength to adhesive joints between 
aluminium sheets. 

2. The preparation of adhesive joint by using 
commercial adhesive (2-C Epoxy Resin) cured for 
60 min at 120°C has been found to give 
maximum strength joint. 

3. The spot weld of aluminium sheets produced 
using 13 kA welding current, 0.5kN welding load 
and 8 cycles weld time resulted maximum 
ultimate tensile shear load carrying capacity. 

4. A maximum ultimate shear load bearing capacity 
of the weld-bond was obtained in weld-bonds 
produced using 11 kA welding current and 1 
cycle welding time. 

5. Weld-bonds produced about 1.75 times stronger 
joint of aluminium sheets (in terms of tensile 
shear strength) than spot welds. Moreover, weld-
bonds were produced using much lower welding 
current and shorter welding time than spot weld 
joints. 

6. The ultimate tensile shear load of adhesive joint 
was more than the resistance spot weld. While 
tensile shear load carrying capacity of weld-bond 
is more than the spot welding and adhesive 
bonding individually. 
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Abstract. To reduce the negative influence of residual welding  
stresses in aeronautical products, electron beam(EB) local annealing 
after electron beam welding(EBW) was studied for near α titanium 
alloy of Ti-Al-Sn-Zr. The appearance of the welded joints was 
observed, and the residual welding stresses for EBW and EB local 
annealing were measured by the drilling-hole method. The results 
showed that the gradient of the longitudinal residual stresses lowered 
along the central line of vertical welds after EB local annealing, and 
the peak stresses lowered 40% more than those of as-welded; , 
transverse residual stresses changed a little. Along the welds, the 
longitudinal stresses were also decreased after EB local annealing, 
and the equilibrium region of the residual stresses was located in the 
centre of the plate. 

Keywords: electron beam, local annealing,welding, residual stresses 

1. Introduction  

With the increasing demands arising from aero engine 
developments, materials with high strength, long fatigue 
life and excellent reliability are required for engine 
components.   Titanium alloys are regularly used for such 
components due to their advantages, such as low density, 
high specific strength, and corrosion resistance.  

Instead of conventional welding, the technology of 
EBW has been applied to the compressor, combustor and 
casings of aero engines because of its advantages which 
include high power density, high efficiency, low 
deformation and great depth-to-width ratios.  The 
compressor disks of the AЛ-31Ф turbofan engine, the 
EJ200 engine and industrial gas turbines have been 
welded by EBW in Russia, America and Europe[1-5]. In 
China, EBW is particularly suitable for application in 
new aero engines [4]. 

During welding, temperature gradients and asym- 
metric heat expansion induces thermal stresses and 
distortions, and ultimately welding residual stresses 
formed. High residual tensile stresses decrease the joints’ 
fatigue strength and corrosion resistance, whereas the 

components’ stability under high compressive stresses is 
improved [6-8]. Although the residual stresses of EBW 
joints are lower than the yield stress, vacuum annealing 
must be applied after EBW to improve the properties and 
the qualities of the aero components [9].  

In Beijing Aeronautical Manufacturing Technology 
Research Institute (Bamtri), electron beam local 
annealing was investigated to find its efectiveness for 
reducing welding residual stresses and distortions for 
titanium alloy after EBW.  Residual welding stresses 
were measured by the drilling-hole method, and the 
influence of EB local annealing was investigated.  

2. Experimental procedures 

The material investigated was Ti-Al-Sn-Zr alloy, which is 
one of the near α high temperature titanium alloys. Test 
plates had dimensions of  280×180×12 mm. Before 
EBW, platinum-rhodium thermocouples were fixed to the 
materials, and connected to a DX1012 temperature 
recorder to measure the heat treatment temperatures. The 
temperature on the upper surface was measured by 
Reytech infrared thermometer outside the chamber. EBW 
and post-welded heat treatment were accomplished by a 
ЭЛУ(electron beam welding machine). Adjusting 
focusing currents and deflection parameters, EB local 
annealing was carried out by continuous rectangular 
scanning (shown as Fig. 1). In Bamtri, the temperature of 
EB annealing finished was 850～870 ℃, maintained for 
30min. The parameters of EBW and EB local annealing 
are shown in Table 1. The test plates assembly is shown 
in Fig. 2, the width of the front and back weld were 7 mm 
and 2 mm respectively. The joints’ shapes were defined 
as Bell pattern according to the references [1, 11]. 
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Table 1. Parameters for welding and heat treatment  

Fig. 1. Diagram of EB local annealing 

 

 
a                                              b 

Fig. 2. Photograph of the welds :a,appearance; b,cross section  

The annealing tmperature curve was measured in a 
position 6mm from welds center by thermocouples. The 
curve is shown in Fig.3. 
   According to the design of measurement positions, 
strain gauges of BX120－3CA were fixed to the surface 
of the welding plates (as in Fig. 4). The resistance values 
of strain gauges were 120±0.1Ω，and the sensitivity of 
the resistance strain measurement of YJD－1 was 
2.18±1%. Residual welding stresses of as-welded and 
post-weld heat treatment conditions were measured by 
the drilling-hole method. With regard to the release of 
residual strain after drilling holes, the strain values were 
measured every 15 min, until measurement errors were  
twice less than 5με [12]. 
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Fig. 3. Temperature curve of EB local annealing 
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Fig. 4. welding plates and measurement position 

3. Results and discussion 

3.1 Residual stresses along the vertical and centre 
lines of the welds (Y)  

After EBW and EB local annealing, the distribution of 
residual stresses along the vertical and centre line (Y) of 
the welds is shown in Fig. 5, for readings located on the 
front welds. The as-welded joints were not heat treated.  
The results showed that the longitudinal stresses of the 
welds were higher than the transversal stresses, which 
had greater gradients and higher peak stress than the 
welds for as-welded joints. Longitudinal residual stresses 
in the welds were tensile stresses and the values of the 
tensile stresses gradually decreased with increase of the 
distance from weld center, even the compressive stress in 
base metal. After EB local annealing, the distribution of 
residual stresses had changed, and the stresses’ transition 
from the welds to base metal became gentle. Compared 

Process Voltage 
/kV 

Beam 
current 

/mA 

Speed 
/mm.m

in-1 

Scaning 
Spot 
mode 

welding 60 130 800 － 

Heat 
treatment 60 50～60 － 100×50 
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with as-welded, the peak of longitudinal tensile stresses 
in weld center obviously decreased by over 40%, which 
reached 236 MPa from the as-welded of 456 MPa. The 
transversal stresses after EB local annealing slightly 
increased with as-welded joints.  

Due to the penetration of the welding process (Fig. 1), 
residual stresses were also induced on the back welds 
(shown in Fig. 6). The distribution of the back welds was 
the same as the front welds. Compared with as-welded, 
the longitudinal tensile stresses in weld center decreased 
by over 40% after EB local annealing, and the transversal 
stresses also lowered by over 50%. From reference [13], 
it was deduced that EB local annealing would induce a 
micro-change of microstructure and the recovery of 
residual strain, and inner stresses would be redistributed. 
With the increase of the heat treatment time, the stress 
gradient would become gentle and peak stress also lower. 
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Fig. 5. Residual stresses along Y on the front welds: a, longitudinal 
stresses; b, transversal stresses 

3.2 Residual stresses along the welds (X) on the front 
welds  

Residual stresses of EBW and EB local annealing along 
the welds are shown in as Fig. 7. The results show that all 
the longitudinal residual stresses were high tensile 

stresses, and the transverse stresses were low tensile 
stresses. Compared with EBW, the longitudinal stresses 
after EB local annealing were decreased by 40-65% in 
the region of（-50, 50）mm, which reached 150-
220 MPa. And the transverse stresses were 60-130MPa, 
as near as makes no difference with as-welded. In the 
region of (-50, 50）mm, the longitudinal stresses were 
uniformly distributed for EBW or EB local annealing, 
and the same with the transverse stresses. It was 
concluded that the stresses’ equilibrium area existed in 
the middle of the plates（-50, 50）mm, which was a 
similar result to reference [14]. 
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Fig. 6. Residual stresses along Y on the back welds: a) longitudinal 
stresses; b) transversal stresses 

4. Conclusions 

The welds of the Bell shape and fine configuration were 
produced by the appropriate welding process for Ti-Al-
Sn-Zr alloy with 12 mm thickness. Compared with as-
welded (EBW), the residual stresses were redistributed in 
the vertical direction after EB local annealing, and the 
gradient of the longitudinal stresses obviously decreased, 
which the peaks lowered by over 40%. The transverse 
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stresses only changed a little. Along the welds, a stresses’ 
equilibrium area existed in the centre of the welding 
plates, and the longitudinal stresses in this section also 
obviously decreased.  
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Fig. 7. Residual stresses along the welds(X):a, longitudinal stresses, 
b, transversal stresses 
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Abstract. In this research an experimental study has been carried 
out to investigate various procedures for welding ductile cast iron 
(DCI) by similar and dissimilar welding. Preliminary experiments 
were conducted which showed failed welded specimens in many 
cases where shielded-metal arc welding (SMAW) process using 
AWS 6013 welding electrodes was employed. In the light of these 
results, new and modified welding procedures were applied using 
both SMAW and tungsten inert-gas (TIG) welding processes for 
both similar and dissimilar joints. Dissimilar joints included joints 
with a combination between DCI and ST37 and DCI with stainless 
steel 304 (ST. ST. 304). There was dissimilarity not only in the 
welded steel type but also in the welded thickness. A variety of 
different thicknesses was joined together; namely 6, 7 and 8 mm 
plate thicknesses. Welded specimens were tested visually at the 
beginning. Then, examination of both microstructure and 
microhardness of welded joints were carried out. Tensile strength, 
macrohardness and impact value for selected welded specimens 
were determined and compared with microstructure and 
microhardness results. Successful similar and dissimilar welded 
joints proved the applicability of using the new welding techniques 
for DCI. 

Keywords: Welding, ductile cast iron, welding ductile cast iron, 
MMAW, TIG, similar welding, dissimilar welding. 

1. Introduction 

The automotive, agriculture and pipe industries are the 
major users of ductile cast iron. It is used for critical 
automotive parts, such as crank shafts, front wheel 
spindle supports, disk brake calipers, complex shapes of 
steering knuckles, engine connecting rods, truck axles 
and many other parts in automotives [1]. In such 
applications welding is carried out to connect parts from, 
for example, carbon steel to cast iron; carbon steel 
steering tubes to malleable iron flanges, or small tube and 
heat exchangers shells of carbon steel welded to end caps 
or heads of ductile iron, are two practical examples [2]. 
Ductile iron castings are also used for a variety of 
machinery applications, marine components, and 
equipment used in the paper and glass industries. 

The weldability of ductile cast iron depends on its 
original matrix [3-4]. Similar welding of ductile cast iron 
has received considerable investigations among 
researchers [5-9]. Dissimilar welding of ductile iron with 
other materials has received limited interest, especially 
with fusion welding processes [10] - dissimilar joining 
using diffusion bonding received better attention when 
dealing with other grade of cast iron like gray cast iron 
[11] or martensitic stainless steel [12]. Friction welding 
for joining with aluminum has also been investigated 
[13]. There is still lack of information about the usage of 
various welding processes and different welding 
techniques and about the weldability of similar and 
dissimilar welded joints made from cast iron and steels in 
general. 

It is well known that any heat treatment, with the 
exception of austempering, reduces fatigue properties and 
above-room-temperature fracture resistance. [14]. This 
promoted the authors to perform welding without 
external/extrinsic preheating. Interpass heating was 
implemented in the welding as internal/intrinsic 
preheating. This could reduce the previously mentioned 
effect of preheating and reduce the cost of welding. 

In this research similar and dissimilar welded joints of 
pearlitic ductile cast iron have been made using different 
welding processes and various techniques. A new 
technique has been developed for welding cast iron by 
mixing two different filler wires of steel and stainless 
steel filler wire. Dissimilar joints included ductile cast 
iron with mild steel ST. 37 and with stainless steel ST. 
ST. 304. There was also dissimilarity in the welded 
thicknesses, where the stainless steel plate thickness was 
6 mm, the mild steel plate thickness was 7 mm and the 
ductile iron plate thickness was 8 mm. 

2. Experimental Work 

Pearlitic ductile cast iron ASTM A536 (100-70-03) with 
chemical composition shown in Table 1 was used for 
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similar and dissimilar welded joints. Mild steel ST. 37 
and stainless steel ST. ST. 304 - with chemical 
compositions shown in Table 1- were the two other 
material selected to get dissimilar welded joints with 
ductile cast iron. The experiments were divided into two 
main parts. First, preliminary experiments, in which both 
bead on plate and welded specimens were produced were 
carried out using different welding procedures. These can 
be summarized in Table 2. Preheating was applied for 
some specimens while others were welded without 
preheating. Some were welded with SMAW using E6013 
electrode and others with ENiFe-CI (Esab ok 92.58) 
electrodes and some were TIG welded using E309 filler 
wire. Regardless the welding condition, all specimens 
welded with SMAW using E6013 electrode failed and 
fractured at WZ either during or after depositing the 
second pass. Figure 1 shows examples of failed 
specimens. All other specimens which were welded with 
SMAW using Esab ok 92.58 electrodes and those which 
were welded with TIG using E309 filler wire succeeded, 
but specimens had the defect of lack of root penetration. 
The chemical composition of electrode and filler wire 
adopted in the study is shown in Table 3. 

In the light of such results of the preliminary 
experiments, new experiments with some modified 
procedures were adopted. Extrinsic preheating (using 
oven, flame, etc.) was prevented and more concentration 
on intrinsic preheating was made. Intrinsic means 
preheating resulting from multipass welds. Joint types 
and combinations are summarized in Table 4, coupled 
with welding condition in each case. Schematic 
representations for joint design used for both similar and 
dissimilar welding and the procedure of using the new 
technique of mixing the filler wire E309 with E6013 
SMAW electrode are illustrated in Figs. 2-3. Examples of 
successful welded specimens from similar and dissimilar 
welding are shown in Figs. 4-5. 

3. Results and Discussion 

Visual examination of the similar and dissimilar welded 
specimens showed successful joints as depicted in Figs. 
4-5. Samples for metallurgical examination and 
microhardness tests were extracted from welded 
specimens. Results for the microstructural examination 
and microhardness for selected specimen are shown in 
Figs. 6-8. Fig. 9 shows the maximum hardness values. 

Figure 6 shows the microstructure of the as cast 
ductile iron, it is pearlitic matrix with ferrite halos around 
graphite nodules. Figure 7 shows the optical micrographs 
of the weld, fusion and heat affected zones of the 
specimens welded with different welding processes and 
procedures and with various filler wires described above.  

Using steel electrode E6013 gave the rise to the hard 
zones with martensite and ledeburite structure as shown 
in Fig. 7(a).  Its highest microhardness value reached 798 
HV at the fusion boundary which is more than 4 times the 

original hardness of the ductile iron raw material (184 
HV) as shown in Fig. 8(a). This is also beneficial when 
using this type of filler wire when hardfacing of ductile 
iron is required. Such a hard structure was also found in 
some other welded specimens, such as similar SMA 
welded joints using buttering technique (664 HV at 
fusion boundary) and TIG welded joints using 309 
stainless steel filler wire (591 HV at fusion boundary) as 
depicted in Figs. 7(b) and (c) and Fig. 8(b). Using 
austenitic filler wire E309 promoted the formation of 
carbides at fusion and HAZ regions. 

Using the ENiFe-CI electrode (so called Esab in the 
text and graphs) with the SMAW process showed lower 
hardness values (353 HV at fusion boundary) which is 
nearly twice the original raw material hardness as shown 
in Fig. 8(c). The lowest microhardness value among 
similar welded joints; namely 311 HV, was recorded for 
the joint welded using the new technique of mixing the 
filler wires of 6013 and 309 during welding.  This 
microhardness value is about 1.5 times the value for the 
raw material. It is worth mentioning that the highest value 
of this joint is located at the weld region and not the 
fusion or HAZ regions. The Microhardness in other 
regions of this joint is lower and therefore the fusion and 
HAZ regions are less hard and have less possibility for 
cracking. The microstructure of this joint is shown in Fig. 
7(d). Less martensitic and ledeburitic structure is revealed 
and some austenitic structures are formed. 

Dissimilar welded joints showed high hardness values 
in all specimens regardless of the welding procedure 
adopted. The lowest microhardness value was recorded 
for dissimilar joint of ductile iron with stainless steel 304 
welded using ENiFe-CI electrode.  The hardness was 404 
HV at both fusion boundaries of stainless steel and 
ductile iron. Figs. 7(e)–(i) show the martensitic and 
ledeburitic structure which raised the microhardness 
values to reach 650-700 HV. Fig. 7(j) shows the 
austenitic dendritic microstructure of the weld zone for 
dissimilar welded joint ductile-stainless with ENiFe-CI. 

Tensile and impact tests for some selected specimens 
were done. An impact value of 18 J was recorded for 
similar welded and dissimilar welded joints used ENiFe-
CI electrode. Microhardness values at the weld zone for 
joints welded using ENiFe-CI electrode were 200 HV for 
similar and dissimilar joints as shown in Figs. 8(c), (f) 
and (h). A much lower value of 1.9 J for dissimilar joint 
ductile-stainless steel 304 using E309 was found and the 
lowest value was 0.68 J for dissimilar joint of ductile-
mild steel with buttering. Dissimilar joint ductile-stainless 
steel 304 using E309 had 400-500 HV microhardness at 
weld zone as shown in Fig. 8(g). In case of buttering the 
E6013 electrode is used as filler wire to build the weld 
zone in which the notch of the impact test specimen was 
inserted. This joint showed a high hardness value of about 
500-600 HV at the weld zone as shown in Fig. 8(e). A 
very low toughness was recorded, as expected. 

The tensile strengths of some welded specimens were 
measured. A similar welded joint using TIG welding with  
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Table 4 Combinations and welding procedure for similar and dissimilar welds 

Process SMAW TIG BUTTERING MIX Joint 

 Type Electrode/Filler wire AWS 
6013 

ESAB   ok 
92.58  
ENiFe-CI 

E309 309TIG  
6013SMAW  

6013 SMAW  + 
309  

B.O.P √ √ √ X √ 

Similar Welds (DCI/DCI) √ √ √ √ √ 

Dissimilar Welds (DCI/M.St) X √ √ √ X 

Dissimilar Welds (DCI/St.St) X √ √ X X 

 

Table 1 Chemical composition for the raw materials used in the study 

 C Si Mn P S Cr Ni Al Co Cu Ti Mg Fe 

DCI 3.83 2.68 0.232 0.050 0.005 0.022 0.015 0.017 0.009 0.011 0.013 0.020 Rest 

M. St. 0.157 0.211 0.489 0.009 0.012 0.063 0.037 0.042 0.009 0.039 0.001 ----- Rest 

SS304 0.08 1 2 0.045 0.030 18 8 ----- ----- ----- ----- ----- Rest 

 
Table 2 Chemical composition for the electrodee/filler wire used in the study 

Process SMAW TIG Joint 

Type 
Electrode/Filler 

wire AWS 6013 ESAB,   ok 92.58, 3 sp. 309 

W.P.H*
700oC 

WT.P.
H** X X X X X X X 

B.O.P 
----- ----- X X X X X X X 

W.P.H, 
400 oC 

WT.P.
H 

W.P.H, 
400 oC WT.P.H, 6 sp. 
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Table 3 Chemical composition for the electrodee/filler wire used in the study 

 C Si Mn P S Cr Ni Cu Fe 

E6013 0.08 0.24 0.4 0.02 0.015 ----- ----- ----- Rest 

E309 0.06 0.5 1.8 ----- ------ 24 13.5 0.1 Rest 

ENiFe-CI 1 0.8 0.8 ----- ----- ----- Rest ----- 43 
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a     b 

Fig. 1. Examples of failed similar welded joints of DCI/DCI either 
(a) with preheat or (b) without preheat.  

 

 

 
 
a    b 

 
 
 
 
 

c    d 
Fig. 2. Schematic representation for (a) joint design, (b) SMAW, (c) 

TIG and (d) new technique (SMAW6013+filler309). 

 

 
 
 

a    b 
 
 
 

c    d 
 
 
 
 

e    f 
Fig. 3. Schematic representation for dissimilar joint design of (a) 

DCI/St.St, (b) DCI/M.St, (c) and (d) SMAW used for both joints and 
(e) and (f) TIG used for both joints. 

 

     
   D/D TIG 309              D/D SMAW Esab 
 

     
D/D SMAW 6013          D/D battering TIG 309     
                                                2sides SMAW 6013 

 
D/D SMAW 6013 + 309 

Fig. 4. Examples for similar welded specimens of ductile cast iron 
made by various welding procedures. 

 
 

       
    D/MS Battering                  D/MS SMAW ESAB 

       
        D/MS TIG 309          D/SS SMAW ESAB 

 
 D/SS TIG 309 

Fig. 5. Examples for dissimilar welded specimens of ductile cast 
iron with stainless steel 304 and mild steel 37 made by various 

welding procedures. 
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Fig. 8. Microhardness distribution along BM, FB, HAZ and WZ for 

similar and dissimilar welded joints. 

 

 

Fig. 9. Maximum microhardness values for similar and dissimilar 
welded joints. 

          
    Fig. 6.  BM, DCI, x500        a            b    c      

            
 d     e             f      g            h     

                                    
     I          j 

Fig. 7.  Microstructue of similar and dissimilar welded joints, (a) WFH, DCI/DCI, x500, 6013, (b) WFH, DCI/DCI, x500, 309, (c) WFB, 
DCI/DCI, x500, 309 buttering, (d) WFB, DCI/DCI, x500, mix, (e) WFB, DCI/M.St, x500, 309-Buttering, (f) WFB, DCI/St.St., x200,  309-

St.St. Side, (g) WFB, DCI/St.St., x500, 309-DCI Side, (h) WFB, DCI/St.St., x500, Esab - DCI Side, (i) WFB, DCI/St.St., x500, Esab – St. St. 
Side, (j) WZ, DCI/St.St., x500, Esab welded BM, DCI, x500. 

 

a b 

c d 

e f 

g h 
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E309 showed a tensile strength of 296 MPa; fracture 
occured at the HAZ. The joint made using SMAW with 
ENiFe-CI electrode showed 286 MPa and fracture 
occured at the WM. In a dissimilar welded joint with mild 
steel ST. 37 made by SMAW using ENiFe-CI electrode, 
the tensile strength was 357 MPa and fracture occured at 
the HAZ.  

4. Conclusions 

From the current results, the following concluding 
remarks can be drawn: 

1. Ductile cast iron can be welded without 
preheating. 

2. Dissimilar joints of ductile cast iron with mild 
steel and stainless steel 304 revealed successful 
combinations. 

3. Using steel electrode when welding ductile cast 
iron by SMAW process raises the microhardness 
to very high values (800 HV). This can be 
beneficial when hardfacing ductile cast iron for 
special applications. 

4. Stainless steel electrode with high nickel (E309) 
promoted the formation of carbides, which raises 
the microhardness values for either similar or 
dissimilar joints welded by TIG welding. 

5. The Buttering technique did not show better 
results than those obtained with steel electrode 
E6013 or stainless steel filler wire E309. 

6. Using an ENiFe-CI electrode is recommended for 
similar welding of ductile iron and dissimilar 
welding of ductile with stainless steel 304. 

7. A new technique has been developed in this study 
and applied to similar welding of ductile iron 
where a mixing of both steel electrode E6013 and 
stainless steel electrode E309 gave the best results 
where a lower microhardness were recorded. The 
toughness is expected to be better than other joints 
welded by various techniques. 
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Abstract. This paper presents a method for recognition of 
contact states in robotized assembly using an example of 
cylindrical peg into hole part mating. Starting from force 
quasi-static model, offline features extraction using Discrete 
Wavelet Transform and teaching (classification) using 
Support Vector Machines is carried out. Thus obtained class 
boundaries together with features extracted from signals of 
generated contact force vector are used for recognition of 
contact states on-line. Proposed method is tested using 
intensive real world experiments. 

Keywords: Part Mating, Contact State Recognition, Discrete 
Wavelet Transform, Support Vector Machines 

1. Introduction 

During robotized part mating process considerable 
geometrical and dynamical uncertainties which lead to 
errors in fine motions are inherently present. The most 
cost effective solution for part mating with uncertainties 
is active compliant robot motion which assumes the 
correction of robots nominal trajectory according to force 
feedback, i.e., according to compliance which correlates 
measured force and motion correction. Active compliance 
robot control assumes that each contact situation between 
moving object (MO) and environmental object (EO) 
generates certain form of generalized force (force/torque).  

Topologically, objects in contact are convex and 
concave 3D polyhedra which are contacting trough three 
topological elements (surface, edge and vertex). Based on 
work presented in [1] and [2] principal contacts (PC) and 
contact states (CS) can be introduced. PC represents 
unique contact between a pair of surface elements which 
are not the boundary elements of other contacting surface 
elements [1]. CS between two polyhedra is a set of PC’s. 
Unlike for the convex polyhedra, for concave polyhedra, 
CS can consist of more than one PC. This makes the 
recognition of CS in the latter case more complex. 

Active system for compliant robot motion demands 
following active components: 1) interactive active motion 
commands planner; 2) system for recognition of contact, 
and 3) controller for execution of planned compliant 
motion commands. Based on detail review of the active 
compliant motion in [3] the authors conclude that 
although there has been significant research in different 
components of active compliant motion system, there is a 
lack of research in interfaces between these components, 
especially in the recognition system functions which 
transform low level measurement signals into high level 
contact primitives suitable for intelligent planners.  

In this paper we propose the method for recognition 
of CS’s in cylindrical peg-into-hole part mating whose 
training is based on the model of forces generated in each 
CS. 

2. Contact State Recognition Machine 

Fig. 1 gives architecture of the machine for on-line 
recognition of contact states during cylindrical part 
mating process. Basic features which are taken directly 
from process are represented by six-components vector of 
contact force F between MO and EO. Using certain 
transformations τ components of the force F are 
transduced into patterns - features vectors X. 
Transformations τ are the result of off-line features 
extraction and selection. After transduction, classification 
is carried out using class boundaries, also defined in off-
line training process. At the classification output the class 
to which the pattern belongs is obtained – this class 
corresponds to the CS in which the part mating process is 
currently. The information about CS is handed over to the 
planner which, based on the motion plan, gives 
commands to robot control system for further action. 
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Fig. 1. Architecture of on-line recognition machine 

 

 

Fig. 2. Architecture of off-line training machine 

Off-line training of recognition machine (Fig. 2.) is based 
on the quasi-static model of generated forces. From 
modeled force vector representative and discriminative 
features are extracted and selected. Thus obtained 
patterns are then classified and class boundaries for on-
line classification are generated.  

2.1 Quasi-static Model of Forces  

The quasi-static model of forces in cylindrical part mating 
is based on the work presented in [4] and it is 
summarized in Fig. 3 and Table 1. Since parts are 
centraly symmetric, the whole model is given in one cross 
section in which the contact was made. The components 
XCC, ZCC and MCC of contact force F in compliance center 
(CC) are presented. 

Given model assumes [4] that the parts in contact are 
absolutely rigid, that the friction is Coulomb and given by 
friction coefficient – μ, gravitational and inertial forces 
are neglected, etc. The truly dynamical nature of the part 
mating process is neglected here. Dynamical model 
which would introduce impact at CS transition, elasticity 
of parts, and dynamical nature of friction [5] would be 
too complex for implementation. Experiments (section 3) 
have shown that the trends of signals obtained in real 
world correspond to quasi- static force models and that 
the effects of dynamic phenomena (with no stick-slip) can 
be introduced by adding the white noise of 30dB – noise 
intensity is considerable. The changes of force 
components in time for one case of part mating using 
adopted model are shown in Fig. 4. Intensity of force is 

highly dependent on initial position and orientation error 
(e0, θ0). 

 

 
Fig. 3. Quasi-static contact force model 

Table 1. Quasi-static contact force model 

CS Quasi-static model of generated forces 
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2.2 Feature Extraction and Selection 

Analysis of Fig. 4 leads to conclusion that the selected 
features should be qualitative and independent on force 
level. Relations given in Table 1 show that the character 
of dependence (linear, nonlinear constant) of force 
component from insertion depth, that is, time (since 
insertion velocity is constant) is different for some CS’s. 
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Nevertheless this character is for given CS the same for 
all three components of force. This leads to selection of 
one component – ZCC as the first feature X1, and two 
more features X2 and X3 can be extracted as follows: 

 CC1 ZX = ; CCCC2 /ZXX = ; CCCC3 /ZMX =  (1) 

Character of time dependence of selected features X1, X2 
and X3 for possible CS’s is listed in Table 2. This 
character is different for different CS’s. The only 
exceptions are states CS1- and CSl. Nevertheless these 
states are not necessary to differ because the same 
sequence of motion given by planner can be used. The 
most important is correct recognition of CS2 since this 
CS is made of two PC’s and it can lead to jamming or 
wedging and failure of part mating process. 
 

 
Fig. 4. Quasi-static contact force model with 30dB of noise 

As long as features that describe the character of signal 
change in time can be extracted, they would be 
discriminative and representative and would lead to 
robust classification. Technique for features extraction 
and primary signal processing (de-noising) must have 
properties of good time localization and real-time 
applicability. These are the main reasons for selection of 
Discrete Wavelet Transform (DWT) [6]. The crucial 
characteristic of wavelets for the problem at hand is that 
wavelets from Daubechies family (db) have first N (N is 
the order of wavelet) vanishing moments. This means that 
db wavelets are orthogonal to polynomials 1, x, x2… xN-1. 
Consequently, in all regions in which signal is well 
approximated by polynomial of order N-1 wavelet (detail 
[6]) coefficients will be zero. We have chosen the 4th 
level detail coefficients obtained by DWT of X1, X2 and 
X3 using the first order db wavelet (db1) as features 
denoted by X1db1, X2db1 and X3db1. These features should 
be equal zero in regions where the corresponding X1, X2 
or X3 is constant. 

Before features are generated signal is de-noised in 
order to eliminate the noise and highly dynamical and 
stochastic phenomena disregarded in the quasi-static 

model. For signal de-noising DWT is employed again 
because, unlike conventionally used IIR or FIR low-pass 
filters, it is characterized by phase correctness and good 
time localization. Since further analysis of signal employs 
db1, the wavelet for de-noising should be db of the order 
higher than 1 or wavelet from another family [6]. In order 
to keep the time for de-noising as low as possible, we 
have chosen the wavelet db2.  

 
Table 2. Character of force components change in time 

 CSc CS1+ CS2 CS1- CSl 

X1 linear non-lin non-lin const const 

X2 const const non-lin const const 

X3 const linear non-lin const const 

2.3 Classification  

The representation of features vectors [X1db1 X2db1 X3db1] 
in 3D feature space is given in Fig. 5. Total of 465,504 
patterns is generated for different part mating cycles with 
initial errors in the range of e0∈[0, 3mm] and θ0∈[0, 1°]. 
Since working with noised data components of features 
vectors are rarely equal, but they are close to zero. Real-
time operation demands simple classification and 
working with real world data in the presence of huge 
uncertainties and noise asks good generalization 
properties of classification machine. These are the main 
reasons for choice of Support Vector Machines (SVM) 
[7] for classification.  

 

 
Fig. 5. Representation of generated patterns in feature space 

In each classification step one class is separated. Fig. 
6 shows the class boundaries obtained using SVM with 
linear kernel functions for recognition of CSc, CS2, CS1 
and CSl/ CS1-. CS0 is recognized as CS in which the ZCC 
force level is below 5N.  
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Fig. 6. Generated class boundaries 

3. Experimental verification 

 
Fig. 7. Experimental installation 

Proposed CS recognition machine is evaluated using real 
world experiments. Experimental installation (Fig. 7) 
consists of Kawasaki JS10 robot arm equipped with 
custom made RCC unit for compliance compensation. 
The six-component custom made strain-gauge force 
sensor is put on the worktable, and EO with hole is 
mounted on it. The mating parts have diameter D=40mm, 
clearance ratio c=5e-4, champher 3/45, and are made of 
cemented steell. Force signal is sampled by 400Hz. ZCC 
component obtained during one part mating cycle 
together with the results of recognition of CS’s using 
proposed machine is shown in Fig. 8. 

 
Fig. 8. Recognition of CS’s parallel with acquired ZCC force 

4. Conclusion 

Model based teaching of CS recognition machine 
proposed in this paper has advantages over the teaching 
based on experimental data. Available priory information 
is exploited and numerous experiments with questionable 
outcomes due to great uncertainties and small clearances 
in assembly process are avoided. The selected features 
are independent on parts geometry, the change in friction 
coefficient and on the system rigidity as long as it is not 
highly dependent on insertion depth. Thus, proposed 
machine is generally applicable for considered class of 
part mating tasks.  

Experimental verification has shown the satisfactory 
results in real world application. 
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Linear Axes Performance Check on a Five-Axis Machine Tool by Probing an 
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Abstract. In this paper, a method is proposed for a rapid 
performance check of the three linear axes of a five-axis machine by 
probing a reconfigurable uncalibrated 3D master ball based artefact. 
The artefact composed of independent master balls is assembled 
directly to the machine table thus providing flexibility in the number 
and positions of the balls according to the machine topology and 
geometry. However, this reconfigurability attribute hinders precise 
knowledge of artefact’s geometry, so it is uncalibrated. During a 
test, both rotary axes move to obtain the desired location 
(relocalisation) of the artefact. Then, for each relocalisation the 
linear axes are used to perform the probing. A distance based 
analysis is conducted for the performance check of the linear axes. 
The analysis is limited to the artefact geometry distortion and not its 
location thus excluding the potentially erroneous artefact 
relocalisation accomplished by the rotary axes. Tests are conducted 
in a laboratory on a five-axis horizontal machine. The results show 
that the artefact and the proposed method provide a practical tool for 
assessing the volumetric distortion of linear axes of a five-axis 
machine. 

Keywords: five-axis machine tool, linear axes errors, on-machine 
probing, ball artefact 

1. Introduction 

Five-axis machine tools allow high productivity for the 
machining of large and complex monolithic parts such as 
those found in the aerospace field. They offer a 
significant reduction in the number of required setups by 
orienting the tool relative to the workpiece with two 
rotary axes. There are different methods for the 
performance evaluation of a five-axis machine. One of 
them is the parametric method where the error parameters 
are measured individually. It requires special instrument 
and experienced personnel. The other is the volumetric 
method where the effects of all error parameters are 
measured in combination. One method involves the 
measurement of an artefact using on-machine probing to 
obtain the machine volumetric status. 

Artefacts are widely used for coordinate measuring 
machine (CMM) performance evaluation [1-3]. De 
Aquino Silva et al. [3] designed an uncalibrated ball 

artefact for volumetric error evaluation and uncertainty 
analysis of a four-axis CMM. The measured ball centre 
coordinates at the first location of the artefact were 
accepted as the nominal values. From that initial data, the 
nominal coordinates for other measurement locations 
were calculated. The difference between the measured 
and the calculated coordinates were used to explain the 
volumetric errors of the CMM. 

Most machine tools also have on-machine probing 
capability, usually used for part setup compensation. 
However, the idea of using a three-dimensional probe for 
machine tool inspection reaches back into the early 
1980s. A calibrated cube array artefact composed of eight 
cubes was proposed by Choi et al. [4] to quickly assess 
the positioning errors of a 3-axis machine tool. 
Bringmann and Kung [5] created a pseudo 3D artefact by 
mounting a 2D ball plate in different locations for fast 
testing and calibration of machine tools, robots and 
CMMs with three linear axes. The precise translational 
and rotary shifts between locations were assured using 
kinematic couplings which have high repeatability. 
Woody et al. [6] developed a technique to transfer the 
accuracy of a CMM to a machine tool by measuring a 
part with fiducials both on the CMM and on the machine 
tool.  

In previous studies on machine tools, the artefacts 
were used as standard parts which were calibrated on 
CMMs and then measured on machine tools to evaluate 
their performance. In this paper a volumetric error 
analysis for linear axes of five-axis machine tools is 
presented. Section 2 presents the uncalibrated 3D ball 
artefact on which the probing is performed. Section 3 
addresses the distance based analysis. The experimental 
results are given in section 4 followed by a conclusion. 
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2. Artefact design 

The artefact is designed to exploit the on-machine 
probing capability to perform a rapid volumetric 
assessment of the machine [7]. It is composed of 
independent (unconnected) master balls mounted at the 
tips of rods of different lengths forming a 3D artefact. 
One of the most important characteristics of the artefact is 
its reconfigurability. The machine table becomes an 
integral part of the artefact with the rods screwed directly 
to its standard threaded fixturing holes. Therefore, it 
provides flexibility in the number and positions of the 
balls within the machine working and probing envelop. 
Fig. 1 shows an artefact component and components 
mounted on a machine table forming a four-ball artefact.  

Fig. 1. Artefact component and a four-ball artefact. 

This reconfigurability attribute hinders precise 
knowledge of the artefact’s geometry, so it is 
uncalibrated.  

3. Distance based analysis 

The artefact is aimed at a five-axis machine with three 
linear and two rotary axes. During a test, both rotary axes 
move to obtain the desired position (relocalisation) of the 
artefact. Then, for each relocalisation the linear axes are 
used to perform the probing. A distance based analysis 
which takes into consideration the variation of the 
distances between the master balls is performed. The 
distance dij between the ball i bi and the ball j bj is 
calculated as 

 222 )zz()yy()xx(d jijijiij −+−+−=        (1.1) 

where xi, yi and zi are the measured centre coordinates of 
bi. Since the artefact is uncalibrated there is no reference 
length, so as an alternative the deviation of the distance 
between bi and bj for the kth location of the artefact from 
the mean is calculated as  

 ijkijkij dd −= ,,ε  (1.2) 

where dij,k is the measured distance for location k and  
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where n is the number of locations. Fig. 2 illustrates the 
six distances of a four-ball. 

 
Fig. 2. Distance analysis on a four-ball artefact. 

The distance method analyses the artefact geometric 
distortion from one location to another and not its 
location and so excludes the potentially erroneous artefact 
relocalisation accomplished by the rotary axes. In other 
terms, it only considers the effect of linear axes (which 
are active during artefact probing) and of course any 
artefact deformation. 

The method does not require a calibrated artefact as 
long as the artefact stability is ensured. In order to 
evaluate the artefact stability at different orientations 
during a measurement session the artefact in Fig. 1 
including the balls and the machine table was brought to a 
CMM and measured for three orientations with the 
objective of generating gravity induced ball rod 
deflections: one horizontal where the machine table is 
mounted parallel to the CMM table, and two vertical 
where the machine pallet is mounted perpendicular to the 
CMM table with two orientations (0° and 180°). The 
deformation range of the artefact geometry was ±1.5 µm 
[7].  

4. Experimental results 

The experiments are conducted on a five-axis horizontal 
machine with WCBXFZYT topology. The four-ball 
artefact is probed in fourteen locations (b=45°, c=0°); 
(b=45°, c=30°); (b=30°, c=60°); (b=30°, c=90°); (b=15°, 
c=120°); (b=15°, c=150°); (b=0°, c=0°); (b=0°, c=180°); 
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(b=-15°, c=210°); (b=-15°, c=240°); (b=-30°, c=270°); 
(b=-30°, c=300°); (b=-45°, c=330°) and (b=-45°, c=360°) 
and the measured centre coordinates of each ball at each 
location are used to calculate the six distances. In order to 
determine the repeatability, the relocalisation sequence 
was repeated five times and measurements were taken 
each time. Fig. 3 to Fig. 6 show the variation of selected 
distances given in Fig. 2 (d12, d23, d34 and d41, 
respectively) as a function of the rotary axes’ locations 
and for successive measurement runs.   

 
Fig. 3. Variation of d12. 

 

 Fig. 4. Variation of d23. 

 

Fig. 5. Variation of d34. 

 
Fig. 6. Variation of d41. 

The figures above indicate a symmetric variation 
tendency with respect to the b=0° location. In fact, left 
and right hand side locations of b=0° generate the same 
vector components’ magnitudes Δx, Δy, and Δz between 
the balls. Fig. 7 illustrates how c=0° and c=180° as well 
as c=120° and c=240° correspond to the same Δx, Δy, and 
Δz for d12, d23, d34 and d41. In addition, d12 and d34 (also d23 
and d41) have similar variations as their vector 
components’ magnitudes are alike.  

 

                (a) c=120°                           (b) c=0°                      (c) c=180°                       (d)  c=240° 
 

Fig. 7. Artefact locations during the tests 
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As seen in Figs. 8 and 9 for d13 and d24 the variation is 
rather cyclic because these distances pass through the 
centre of rotation. They generate the same Δx, Δy, and Δz 
between c=0°-180° and c=180°-360°. For example, in 
Fig. 8 d24’s components’ magnitudes at c=120° are 
identical to the ones at c=300° instead of c=240°.   

 

 
Fig. 8. Variation of d13. 

 
Fig. 9. Variation of d24. 

The behaviour presented above may indicate 
dominancy of scaling errors of the linear axes, because 
the scaling errors produce the same effect provided that 
Δx, Δy, and Δz covered by the linear axes from one ball to 
another at one location remain the same at another 
location even though the orientation changes. However, 
this behaviour should be analysed in detail by simulating 
the scale and squareness errors of the linear axes.  It could 
also suggest optimal locations to reveal key error sources.  

The results show that the maximum distance variation 
range is 24.4 µm for d24 and the maximum range between 
each run is 6 µm for d23 at b=30°, c=60°. 

5. Conclusion 

In this study a distance based analysis is applied to an 
uncalibrated artefact that is probed on a five-axis 
machine. The method excludes any erronous location 
caused by the rotary axes and provides the artefact 
geometry distortion affected only by the linear axes and 
the artefact stability. The results show that the artefact 
and the proposed method provide a rapid and practical 
tool for assessing the volumetric distortion of linear axes 
of a five-axis machine.  Further work is required to assess 
how typical machine error sources affect the distance 
measured. It could also suggest optimal locations to 
maximize the observable effects. 
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Abstract With today’s ever increasing demand for improved 
accuracy and faster material removal rates, CNC machine tool 
manufacturers and users are under pressure to supply and maintain 
machinery with a high degree of accuracy and performance. 
Although some machine tool users have their machines “checked”, 
there is no formal method of establishing the capability of a machine 
tool as an overall measure of its performance, accuracy and 
availability. This paper identifies the key performance indicators for 
modern CNC machines and highlights the technical difficulties in 
understanding machine tool capability. To solve the problem, a 
novel method of measuring, analysing and controlling the overall 
capability is presented. The philosophy and process of machine 
performance evaluation, optimisation and monitoring (MPEOM) is 
explained. The paper also illustrates how conventional “Lean” 
techniques can be utilised to simplify the complex area of machine 
tool metrology allowing for the integration of the process into 
modern manufacturing systems. 

Keywords: Lean manufacturing, Metrology and measurement, 
Sustainable manufacturing, Precision machining, Condition 
monitoring. 

1. Introduction 

Many high precision manufacturers are aware of the 
problematic areas within their processes and the impact 
they have on the cost and ability to remain competitive. 
Although quality, performance and availability levels 
might be measured in some form, the data only represents 
the symptoms of underlying problems within the 
manufacturing process. As a result, manufacturers usually 
engage in process improvement where ‘Lean’ strategies 
such as Kanban, Kaizen, TPM and Six Sigma are 
implemented to improve organisational efficiency and 
overall equipment effectiveness (OEE), Gibbons [1].  
Unfortunately this process improvement will often stop at 
the machine tool level due to the complexity of machine 
tool systems and a skills shortage throughout the industry. 
ISO DIS 263003-1(E) Machine Tools – Reliability, 
availability and capability provides an indirect 

measurement of capability by evaluating the machining 
process. This methodology was developed in the 
automotive industry and is particularly suited to large 
batch manufacturing due to its use of statistical process 
control (SPC). The short term capability of a specific 
process can be evaluated, however should the process be 
changed or a different area of the machine be required 
then capability of the asset is no longer known. 

1.1 Machine tool complexity 

CNC machine tools are continuously increasing in 
flexibility and functionality, but the added complexity 
leaves many end-users struggling to keep up with the 
technology.  When the capability of the machine tool is in 
question, not only is it often unknown, but methods of 
establishing it are also unclear. This leads to a situation 
where assumptions, based on non-factual or untraceable 
information, are made and proliferate among all relevant 
departments. As a result, the equipment is isolated from 
organisational quality systems. Figure 1 illustrates a 
typical manufacturing system where all other processes 
are managed by some kind of auditable or “Lean” system. 
The interface of the machine tool into this system is often 
disregarded. 

 
Fig. 1. Managing the manufacturing process 
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In many cases the machine tool will be ‘maintained’ by 
performing scheduled service and calibration activities, as 
recommended by the original equipment manufacturer 
(OEM) or a quality system. However, the value added by 
these actions is often unknown and potentially minimal. 
An OEM might not wish to highlight failings in their 
machine that indicate non-reliability and any end-user 
generated system requires a high level of knowledge to 
provide a comprehensive study.   

Take for example, a company who has the linear 
accuracy of their machine regularly recalibrated to ISO 
230-1. This gives a piece of information, but what is it’s 
worth in isolation from the required component output? If 
linear compensations mean it passes the calibration, does 
this mean the machine has been corrected for its inherent 
angular or straightness errors? If these are not 
mechanically maintained then the machine will 
eventually fail to produce the correct parts, even with a 
certificate proving its “capability”. 

As a result, the machine tool is often not optimised 
and its problems only addressed once a failure event 
occurs which requires urgent attention, such as a 
breakdown or loss of product quality. In these cases it is 
common that the cause cannot be confidently identified 
and that “patches” are applied to ‘fire fight’ the machine 
back into production. Examples or such practice are 
commonly seen through the re-working of parts via 
offsets being applied into part programs or unnecessary 
replacement of entire machine tool components such as 
ballscrew systems. In both cases the root cause is never 
identified and so remains unresolved, making recurrence 
inevitable.  

The following section illustrates how a machine tool 
can be categorised and its capability can be holistically 
analysed. 

1.2  Machine tool characteristics 

A machine tool can be broken down into three general 
characteristics which will govern its overall capability: 

• Mechanical Characteristics 
• Electrical / Electronic Characteristics 
• Metrology Characteristics 

The characteristics above are typically treated in 
isolation from one another. Historically, these three 
functions have been dealt with by different machine 
design departments and different end-user maintenance 
departments. The effect of these characteristics has a 
direct impact on the performance characteristics of a 
machine tool: 

• Power 
• Speed 
• Accuracy & Reliability 

When investigating the relationship between these 
characteristics (Figure. 2) it becomes apparent that to 
improve OEE these performance characteristics cannot be 
treated in isolation. 

 

 
 

Fig. 2. Machine Tool – OEE Matrix 
 

This matrix can be used to help identify key areas of non-
conformance, through utilising techniques such as fish 
bone root-cause analysis as specified by Ishikawa [2]. 
Once all critical sources of non-conformance are 
identified we then need a method of addressing and 
controlling them. 

1.3  Total productive maintenance (TPM) and 
Six Sigma 

The concept of total preventative maintenance was 
presented over twenty years ago by Nakajima [3]. It was 
recognised that the effective application of modern 
technology can only be achieved through people, starting 
with the operators and maintainers of that technology and 
not through systems alone. TPM is now considered as a 
‘Lean’ improvement method established as an enabling 
tool to capitalize on true operational effectiveness.  

Six sigma is a business management strategy 
originally developed by Motorola (USA) in the 1980s [4]. 
It has the aim of improving the quality of manufacturing 
processes, product and services through a set of methods 
including statistical process control, business 
improvement methodologies and management systems. 

Both TPM and Six Sigma have similar aims and 
frameworks for improving OEE on a shop floor and 
organisational perspective, however the way in which 
these techniques can be implemented to today’s machine 
tools is still unclear. An attempt to address this problem 
has been made by Saunders [5]. Here a typical 
manufacturing process has been broken down into gated 
processes using a hierarchical pyramid system. At the 
centre of Six Sigma methodology is the DMAIC (Define, 
Measure, Analyse, Improve, Control) model, where 
project teams are created to tackle specific problems to 
reach Six Sigma levels of performance. On the other hand 
TPM can be seen to be implemented in a multitude of 
ways but with no formally defined approach that can be 
considered as an industry standard for implementation on 
high precision machine tools. It is argued [4] that 
although TPM and Six Sigma have very close links in 
terms of strategy the former focuses primarily upon 
quality issues and the latter on reliability. 

Through employing techniques used in both TPM and 
Six Sigma we can propose a methodology for 
establishing and continuously improving machine tool 
capability. The following section introduces this in the 
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implementation of such a system via a machine tool 
service and calibration based organisation.  

It has been seen from industrial experience of others 
that the separate implementation of ‘classic’ lean 
approaches regularly fail due to large financial, human 
and technical requirements which end-users are unlikely 
to be able to justify or provide. A strategy has 
consequently been developed that requires a simple yet 
effective system to facilitate an approach to any 
manufacturing cell irrespective of size, location and 
complexity. This system, called MPEOM, has been 
applied to a full spectrum of machine tools ranging from 
small manual lathes to very large multi-axis gantry 
machines and is presented in the following section. 

2. The MPEOM™ Framework 

MPEOM™ (Machine Performance Evaluation Optimise 
Monitor) is a six stage continuous improvement process 
with can be used to evaluate, optimise and monitor the 
condition of machine tool systems. It is a ‘lean’ tool that 
can be used to pull the machine into a quality system and 
creates the structure of TPM. The cycle can be seen as 
shown in Figure 3.  

 

 
 

Fig. 3. The MPEOM cycle 
 

The system picks up on a lean strategy often used in TPM 
and Sig Sigma. It is an evolution of a Plan, Do, Check, 
Act cycle and can also be compared to the five stage 
DMAIC process. Each stage of the MPEOM™ process 
will be explained in the following section of this paper. 

2.1 Pre-assessment review 

The pre-assessment review brings together manufacturing 
engineers, production, maintenance and machine tool 
specialists. During this review the part or range of parts 
produced on a selected machine and the machining 
process key performance variables (KPVs) are analysed 
and formalised. The results of the meeting include: 

 
• classification of the machine as reliability or 

accuracy biased 
• a clarification of machine performance 

requirements 
• identification where part/process specific 

auditing/measurement actions are required 

• a metrology index based on machine 
configuration 

• measurement equipment requirements  

2.2 Machine condition evaluation 

Once objectives have been set for the machine, it is then 
audited.  During this audit critical mechanical, 
electrical/electronic and metrological characteristics of 
the machine are investigated.  This includes assessment 
of: 

 
• all main mechanical components  
• all main electrical and electronic components 
• the machines axial geometry to ISO 230 – 1 and 

OEM specifications  
• the machines structural geometry to ISO 230-1 

and OEM specifications 
• the machine’s measuring systems in accordance 

to ISO 230 - 2 
• the machine’s dynamic capability in accordance 

to ISO – 4  
• artefact accuracy 
 
During this evaluation non-intrusive tasks can be 

carried out also, which can include cleaning of the 
machine, adjustments and optimisations to any minor 
machine faults and its geometry and measuring systems. 

2.3 Post-assessment review 

The data collected on the machine is presented to the 
representatives from the maintenance and production 
departments through comprehensive reporting and 
charting. All machine issues or out of tolerance 
metrology items that could not be rectified during the 
evaluation stage are flagged. Concessions are negotiated, 
based on budget and time available for optimisation and 
the level of performance that is required from the 
machine. Once an agreement has been reached by the 
team, plans are formulated for any rectification and 
optimisation work on the machine. 

2.4 Machine condition optimisation 

The optimisation of the machine is a sub-cycle within the 
MPEOM process, consisting of four levels.  Level 1 
involves optimisation which can be carried out non-
intrusively such as adjusting machine geometry using 
conventional mechanical alignment techniques, 
adjustment of CNC controller setting and general 
servicing actions. Should it be agreed that this would be 
insufficient a Level 2 optimisation is subsequently used. 
This would consist of a partial rebuild of the machine 
using the machine and process requirements as the 
specification guideline. Such corrective action could 
include removal of critical machine components for 
repair and/or re-engineering. A Level 3 optimisation 
option is also offered normally for high accuracy 
applications or for situations where time and cost 
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restraints are prohibitive. This would involve the use of 
hardware and software utilising a volumetric 
compensation system (VCS) to compensate the geometric 
and positioning errors of the machine to remove up to 
70% of errors left after the other levels of correction were 
ineffective Postlethwaite [6].  

Level 4 is only used when it can be shown that all 
previous levels of correction would not meet 
requirements for the machine tool accuracy and reliability 
specification. In this case, a decision would be made to 
rebuild, redesign or replace the machine. Here the 
information from previous stages in the MPEOM process 
would be used as part of the specification and acceptance 
of new machinery or validation of correct redesign, 
retrofit and rebuild of the machine. 

2.5 Post optimisation review 

During optimisation new data will have been collected on 
the mechanical, electrical and metrological condition of 
the machine. This data along with any collected from the 
initial audit will represent the machine capability 
‘benchmark’ condition. The data is reviewed and a 
preventative maintenance schedule is agreed between all 
concerned, again based on part and performance 
requirements. This will involve the implementation of a 
Go, No-Go / sustainment program. 

2.6 Go, No-Go system 

A “Go, No-go” system is set up for the machine operators 
and maintenance staff to use to ensure that non-
conforming parts on the machine are not produced and 
that regular failure points are monitored to predict 
breakdown.  The system is based on the benchmark data 
collected and relevant KPVs identified earlier on in the 
process. Data is collected from the machine and can 
include but not limited to circularity Ballbar, vibration 
analysis, oil condition monitoring, artefact probing. These 
tests are carried out non-intrusively and on a defined 
schedule, where tolerance bands are set to flag and 
predict when intervention is next required. 

3. Conclusion 

Although machine tools are complex systems, problems 
of accuracy and reliability can be addressed by breaking 
them down into their key characteristics. By adopting 
“lean” manufacturing philosophies it is possible to 
involve all departments across a manufacturing plant to 
make targeted decisions on the key performance variables 
for machine tool performance, accuracy and availability. 

 

This paper presents such a strategy, which has already 
been successfully applied to a wide range of manual and 
CNC machine tools.  

The MPEOM system presented in the paper provides 
a conduit for defining, establishing and maintaining a 
machine’s required characteristics according to the 
rigours of the production requirement. It acts as best 
practice, but with the constant review process enabling 
efficient adoption of new technology as it becomes 
available. 

At this stage only the static rigid body errors are 
addressed. There is scope in the future to analyse the non-
rigid body errors associated to thermal displacement, 
load, deflection etc.  

At present there is no clear ISO guideline for Machine 
Tool Capability across the full industrial spectrum. This 
continuing research exercise will contribute to redressing 
this shortfall. 
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Development of a Small 3-axis Angular Sensor for Real-time Abbé Error 
Compensation on Numerically Controlled Machine Tools 
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Abstract. Abbé error is the inherent systematic error in all 
numerically controlled (NC) machine tools. Any angular error of the 
moving stage will result in the position offset of the ideal cutting 
point. The existing method using error budget obtained from prior 
calibration can only compensate for the mean positioning errors, 
which are not temperature dependent. In this paper, the development 
of a small three-axis angular sensor is developed. It uses DVD 
pickup head technology. The pitch and yaw angles are detected 
based on the autocollimation principle while the roll angle is 
detected using the pendulum principle. Three angular sensors are 
integrated into one single module unit so that it can be installed in 
the proper location of the moving stage. Using kinematic analysis, 
the Abbé error can be significantly compensated for  in real time. 

Keywords: machine tools, Abbé error, angular sensors, error 
compensation 

1. Introduction 

Abbé error is the inherent systematic error in all 
numerically controlled (NC) machine tools. Since it was 
proposed by Professor Abbé in 1890, the Abbé principle 
is regarded as the first principle in the design of precision 
positioning stages, machine tools and measuring 
instruments. It defines that, in displacement 
measurement, the reference should be in line with the 
displacement to be measured or on its extension. Bryan  
made a further generalized interpretation that if the Abbé 
principle cannot be applied in the system design, either 
the slideway that transfers the displacement must be free 
of angular motion or the angular motion data must be 
obtained to compensate the Abbé error by software [1, 2]. 
Following the Abbé principle, Bryan extended the 
concept to straightness measurement [1] and Zhang 
extended it to other geometrical measurements [3]. 
      In the past, some special approaches were taken 
which focused on designing machines that attempted to 
have no Abbé offset or minimize it. One approach was to 
use a laser interferometer as a measuring reference 
resulting in an expensive machine, such as the “Ultimat” 
Coordinate Measuring Machine (CMM) [4], the 

Nanomeasuring machine (NMM) [5], the AFM system 
[6] and the diamond turning machine [7]. The other way 
is to increase the machine size in order to mount a 
measuring  scale on the extension of the functional axis, 
such as the high-precision 3D-CMM [8] and the Micro-
CMM [9].  

Nowadays, most existing machine tools and CMMs 
still cannot comply with Abbé principle because the scale 
axis is always parallel to the moving axis. A very popular 
way to improve the accuracy is to store the positioning or 
volumetric errors through a prior calibration process and 
then compensate these error budget with software, which 
is called the feed-forward compensation. Although this 
strategy complies with the generalized Abbé principle, it 
can only compensate for the mean systematic positional 
errors. The angular errors are subject to temperature 
changes. It is known that if the Abbé principle is not 
possible in the system design, one effective method is to 
obtain the real time angular data and compensate for the 
Abbé error in software or hardware. 

This paper reports on the development of a small 
three-axis angular sensor using DVD pickup head 
technology. The pitch and yaw angles are detected based 
on the autocollimation principle while the roll angle is 
detected using the pendulum principle. Three angular 
sensors are integrated into one single module unit so that 
it can be installed in the proper location of the moving 
stage. Using kinematic analysis, the Abbé error can be 
significantly compensated in real time.  

2. Abbé Error in Machine Tools 

A general type 3-axis machine tool was designed with  
three serial linear axes. Each axis is equipped with a 
linear scale or a rotary encoder as a position feedback 
sensor, which is offset from the cutting axis by a distance 
L. During the motion, the angular error (θ) of the stage 
will cause actual positioning error (δ) of the cutting point, 
as shown in Figure 1. The corresponding Abbé error is   
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δ= L tanθ                                 (1.1) 
 

 
Fig. 1. Abbé error in one axis 

 
Eq. (1.1) applies only to the case when a rotary 

encoder is mounted on the servomotor that is in line with 
the ballscrew, which is right underneath the moving 
stage. In a case when a linear scale is mounted as the 
measuring sensor, it has an additional horizontal offset 
from the cutting axis, as shown in Figure 2. The 
corresponding Abbé error is expressed by  

 

                       (1.2) 
 

 
Fig. 2. Abbé error of linear scale 

From Eq. (1.2), it is understood that if the angles can 
be detected, the realtime Abbé errors can be calculated. 
This implies the importance of sensing angular errors on 
the machine tool. 

3. Development of Angular Sensors 

In each axis motion there are three angular errors, namely 
pitch, yaw and roll. For a commercial machine tool, these 
angular errors should be as small as possible in order to 
maintain the geometrical accuracy. An acceptable 
machine tool normally can tolerate angular errors of a 

few arc-seconds. Because the machine tool market is very 
competitive, for any value added functionality would 
require low cost sensors. Commercially available angle 
measuring instruments, such as autocollimators or laser 
interferometers, have a high price and a bulky size and  
cannot be used as the sensor. Some researches adopt laser 
diode and optical components in association with a 2D 
photodetector to build up miniature angle sensors for 
pitch and yaw [10, 11]. Some other researches directly 
make use of the optical components of the pickup head of 
a CD [12] or DVD [13, 14] and modify it to become a 
miniature 2D angle sensor. Since the DVD pickup head is 
cheap in price and stable in performance, the design 
reported also makes use of the optoelectronic effects of a 
DVD pickup head to develop a small 3-axis angular 
sensor. It is composed of an autocollimator, for pitch and 
yaw angles, and an optoelectronic level for roll angle. 
Details are described below. 

3.1 The DVD Autocollimator 

A typical DVD or CD pickup head is an autofocusing 
sensor that employs the astigmatism principle. The 
authors’ group has studied the devices for many years and   
has modified the head into geometrical measurement 
sensors such as the autofocusing sensor [15], straightness 
sensor [16] and accelerometer [14]. The necessary   
associated techniques matured in our laboratory, such as 
the auto power control (APC) circuit, quadrant detector’s 
signal processing circuit, and calibration instruments.  

Figure 3 shows the schematic diagram of a 2D 
collimation modified from the original autofocusing 
principle [15]. The laser beam is projected onto the plane 
mirror, and the reflected laser beam is then focused at the 
centre of the four-quadrant photodiode. If the plane 
mirror tilts a small angle in the Y direction (yaw angle), 
the position of the focused light spot will shift across the 
surface of the photodiode in X direction. Similarly, when 
the mirror rotates in the X direction (pitch angle), the 
spot  moves in Y direction. As shown in figure 4, the 
photodetector transforms the incident energy of the 
focused light spot into electrical current signals. 
Deviations of the focused light spot from the centre of 
the photodiode produce corresponding changes in the 
magnitudes of the electrical signals output by the four 
quadrants. By applying an appropriate circuit, the X- and 
Y-coordinates of the focused light spot are related to the 
voltage signals of the individual quadrants by the 
following expressions: 

           (1.3) 
 
where Vi is the voltage of quadrant i, Vs is the sum of 
four-quadrant voltages, and K is a constant. 
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Fig. 3. Optical system of 2D collimation 

 

 
Fig. 4. Four-quadrant detector outputs 

 
The pickup head used is made by Hitachi Co., model 
HOP-1000. This small 2D angle sensor was calibrated by 
a triple beam laser interferometer, made by SIOS Co. The 
pitch and yaw angles  have an accuracy of ±0.8 
arcseconds within the range of ±20 arcseconds. These 
specifications are good enough to measure the angular 
motion of the machine tool table.  

3.2 DVD Optoelectronic Level 

Similar to the autocollimation principle, the scheme to  
measure the roll angle is to mount the plane mirror onto a 
pendulum block, as shown in Figure 5. With the proper 
selection of  the wire, mass and damper, the level can be 
stabilized in one second. It is also calibrated by a triple 
beam laser interferometer. The accuracy was found to be 
at the same level as the autocollimator. 

 
 

 
Fig. 5. DVD level and its calibration setup 

4. On-Machine Experiments 

4.1 Testing on Machine Tool  

In the on-machine experiment, these two angle modules 
are integrated into one unit. The level sensor is placed on 
the moving table. The plane mirror of the autocollimator 
is placed on the side wall of the level. The pickup head 
for the autocollimator is mounted on the bearing housing 
of the ballscrew. The experimental setup is shown in 
figure 6.  The machine tool used is a 3-axis CNC 
machining centre of encoder feedback type. A laser 
interferometer (HP5529) is used to calibrate the 
positioning error in the X-direction. In order to eliminate 
the angle induced from the foundation deformation, a 
special setup of the laser interferometer is used, shown in 
Figure 7. In practice, the laser axis of Figure 7 is higher 
than the collimated beam axis of Figure 6. The only Abbé 
offset is in the Z direction, so that equation (1.1) applies 
in this case. Figure 8 shows the results that the original 
positioning errors (the difference between the laser 
interferometer reading and the encoder reading) are in the 
range of ±4 μm. After the Abbé error compensation, it 
reduces to less than ±1 μm. 
 

 
Fig. 6. On machine tool mounting of the 3-axis angle sensor 
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Fig. 7. Mounting the laser head on the machine base 

 

 
Fig. 8. Positioning errors,  with and without compensation 

 

4.2 Testing on a Stage with a Linear Scale 

It is not easy to find a machine tool that is equipped with 
a linear scale as feedback sensor. Therefore, an optical 
measuring machine with scale feedback was selected for 
test. Figure 9 shows the experimental setup with the 3-
axis angular sensor placed on the table top and two laser 
lines are selected for positioning error tests (Case A and 
Case B). The effective Abbé offsets are Lz and Lx. In this 
case, equation (1.2) is applied. Figure 10 shows the 
results of case A and Figure 11 shows the results of case 
B. Since the offset of Lx is larger in case A, the 
positioning error is accordingly larger. After 
implementing the Abbé error compensation the errors are 
reduced to a very small amount. 

 
Fig. 9. Setup of the test on a linear stage 

 

 
Fig. 10. Positioning errors of Case A 

 

 
Fig. 11. Positioning errors of Case B 

5. Conclusions 

This paper proposes the concept that the Abbé error can 
be compensated in realtime if the angular motions are 
known. A 3-axis angular sensor for pitch, yaw and roll 
measurements have been developed based on the DVD 
pickup head technology. Embedding this sensor in the 
machine tool slide, all positioning errors can be 
significantly compensated in real time. This methodology 
can be expanded to all three axes of a machine tool for 
the compensation of volumetric errors in real time. 
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Abstract. The development of the co-ordinate measuring machine 
(CMM) dramatically improved metrology in manufacturing 
environments. As modern manufacturing techniques have developed 
to supply products with ever decreasing dimensions, which depend 
on more accurate geometric specifications of micro-scale parts, 
developers of CMMs have responded accordingly. Initially, micro-
scale probes for CMMs were developed and then, following further 
demand for micro-scale measurements, dedicated CMM platforms 
(micro-CMMs) were designed. The effectiveness of these micro-
CMMs depends entirely on their ease of use and the access afforded 
by the probes to high aspect ratio features on micro-scale parts. The 
National Physical Laboratory (NPL) has purchased a commercial 
micro-CMM and is using it to perform traceable measurements with 
the aim to better understand the limits of this technology. Initial 
work, both at NPL and around the world, has suggested that current 
micro-CMM platforms are capable of higher measurement accuracy 
than is achieved with existing probes. To address this imbalance, 
NPL has developed a micro-scale probe that promises to realise the 
full potential of micro-CMMs. This paper presents the current 
research being undertaken on the commercial micro-CMM at NPL 
along with the recent advances in probe development. 

Keywords: micro-co-ordinate metrology, micro-CMM, micro-
CMM probe, micro-manufacturing. 

1. Introduction 

Co-ordinate measuring machines (CMMs) are a common 
sight in many precision manufacturing facilities. They 
have been invaluable in increasing the accuracy and 
speed of measurements taken in a manufacturing 
environment and have been keenly investigated in 
research environments. The use of CMMs in research 
environments has helped develop a better understanding 
of measurement uncertainties as well as helping to 
identify areas for improvement in manufacturing 
processes and precision engineering [Leach 2009]. The 
prevalence of CMMs and their extensive use in industry 
has meant that developments in the area of co-ordinate 
metrology have been led almost exclusively by the 
requirements of precision manufacturing engineers. 

 

Early CMMs were large and bulky, relying on granite 
metrology blocks to mount measurement samples and on 
probing systems that were triggered with physical contact 
switches. Similar principles still hold today, although 
high accuracy CMMs are now often instrumented with 
precision glass or ceramic scales, and in some cases, for 
traceability, interferometers [Bosch, 1995]. This enables 
the most modern CMMs to achieve 10 nm precision on 
their measurement scales. However, probe development 
has lagged behind for some years, with most CMM 
manufacturers content with simply miniaturising their 
current probe technology to fit the ever more accurate 
machines. High accuracy probes tend to rely on piezo-
resistive strain gauges or optical trigger mechanisms to 
increase the repeatability and accuracy of triggering for 
surface detection. 

Significant research time has been spent designing 
ever more versatile probe heads that still maintain the 
measurement accuracy demanded by modern 
manufacturing standards. An early breakthrough in CMM 
research was the development of the scanning head, 
which is able to maintain contact with the measurement 
surface while scanning a path taking a high density of 
data points. Further developments have included the 
development of reflex heads [Weckenmann 2004] that 
incorporate precision angle measurement into the probe 
system, enabling it to index to certain angles during 
measurement. This and other developments enable 
CMMs to become more versatile, measuring truly three-
dimensional objects without the need for moving the 
artefact for access. 

2. Current micro-CMM research at NPL 

A more recent requirement of CMMs is that they should 
stay in step with developments in micro-manufacturing, 
which is already very well versed in machining, assembly 
and design at the micro-scale. An early solution to the lag 
in metrological capabality was to custom build CMMs 
capable of micro-scale measurements. Indeed, many © Crown Copyright 2010 
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National Measurement Institutes (NMIs) and other 
research laboratories built their own CMMs to meet this 
demand. NPL designed and built a “mini-CMM” that was 
capable of measuring to an uncertainty of 100 nm within 
a measurement volume (50 x 50 x 50) mm [Lewis 2003]. 
The NPL mini-CMM was fully traceable, by virtue of 
three orthogonal linear and three angular interferometers. 
The probing head of the mini-CMM set a new precident 
for probe design parameters. The mini-CMM probe, 
which formed the basis of the new NPL micro-CMM 
probe, is discussed later. 

To further the understanding of micro-CMMs in a 
manufacturing environment, NPL has purchased a 
commercial Zeiss F25 machine capable of taking micro-
scale measurements to sub-micrometre accuracy in 2.5D 
within a measurement volume (100 x 100 x 100) mm. 
This micro-CMM is being used as both a research tool 
and a calibration tool for customers and is shown in 
Figure 1. 

 

 
 

Fig. 1. The NPL micro-CMM 
 

Research being conducted on the machine is of interest 
on an international scale. Current work includes a pan-
European project with three other NMIs to investigate the 
compatibility of measurements taken on three different 
measuring instruments. The project will compare 
measurements of five identical artefacts on two identical 
commercially available micro-CMMs (Zeiss F25s), a 
purpose built micro-CMM [Küng 2007] and a micro-x-
ray tomography instrument. Results from the comparison 
will help design transfer artefacts that will be used to 
cross reference micro-metrology tools. 

NPL is also a major partner in the EC-funded 
EUMINAfab consortium, a pan-European infrastructure 
aimed at solving major challenges in the field of micro- 
and nano-scale manufacturing and offering open-access 
to manufacturing and metrology facilities [Kautt et al. 
2009]. One of NPL’s inputs to the project is the 
investigation into handling and mounting techniques for 
micro-scale products during manufacture and verification. 

NPL is assessing the metrology capabilities of all the 
partners and comparing all handling procedures, 
including product mounting and cleaning before 
measurement. 

Recent work completed on the micro-CMM has 
included: extensive verification of micro-fluidic devices 
produced by micro-injection molding; collaborating with 
the Agency for Science, Technology and Research 
(A*STAR) in Singapore to further our understanding of 
CMM axis alignment and verification of precision 
manufactured microwave wave-guides. 

3. Micro-probe research at NPL 

When work began on the NPL mini-CMM in the late 
1990s it became apparent that a new paradigm in probe 
design was required to reach the accuracy demanded by 
industry [Lewis 2003]. The resulting probe, a three 
flexured, isotropic probe instrumented with capacitance 
sensors, constituted a breakthrough in probe design and 
has since been licensed to a commercial partner (IBS 
Precision Engineering). This was not developed further, 
however, and is now competing in a market with many 
micro-CMM probes capable of similar and higher 
accuracy. A wide array of micro-CMM probes are 
available for commercial micro-CMMs, that have tip 
diameters ranging from 50 µm to 300 µm with probing 
forces as low as 10 µN (see [Weckenmann 2004] for a 
review). 

There are issues that need to be addressed to ensure 
maximum accuracy from any micro-CMM prob. These 
include; isotropy - the probe’s ability to exert equal forces 
in all directions while probing; and exerting low probing 
forces in general - to reduce damage and to enable high 
accuracy sensing of surface contact coupled with high 
repeatability. It is also essential to understand the effect 
of surface forces on micro-scale probing. The probe’s 
ability to counteract these surface forces will be essential 
in ensuring that accuracy is not hindered by false 
triggering and adhesion to measurement surfaces. The 
design that is being developed at NPL to address these 
issues is shown in Figure 2. 

The requirement for probe isotropy and low probing 
forces dictated the specifics of the probe design. The 
three flexure elements, arranged in a triskelion, are 
required to exert equal forces in all three probing axes 
that the probe will operate. The need for the probe to 
vibrate is in direct response to the need for the probe to 
counteract the interaction forces that are prevalent at such 
small scales [Stoyanov et al. 2008]. 
 



 Micro-scale co-ordinate metrology at the National Physical Laboratory 325 

 
Fig. 2. A schematic diagram of the vibrating micro-CMM probe 

The probe should also be able to access the many high 
aspect ratio structures that are common in micro-scale 
devices. The ability of the probe to accurately measure 
high aspect ratio features will be dependant on the 
dimensions and aspect ratio of the stylus. Investigations 
were carried out to determine the optimum dimensions of 
the stylus using a finite element model [Claverley and 
Leach 2009]. The optimisation of the stylus design had to 
include the limitations of micro-manufacturing. The 
resulting micro-styli have suitable aspect ratios for a 
range of micro-scale metrological applications whilst still 
being within the limits of manufacture at the micro-scale. 
A micro-stylus design that is currently being investigated 
is a 100 µm diameter shaft that tapers to 50 µm, is 2 mm 
long and is tipped with a 70 µm diameter spherical tip.  

A finite element model has been used to determine 
the isotropy of the device, and investigate the effect of 
dimensional changes of the flexures on the overall spring 
constant of the micro-CMM probe. 
Work has been carried out to model the surface 
interaction forces present in close-to-surface probing 
[Claverley et al. 2010] [Seugling et al. 2008]. These 
surface forces, insignificant in macro-scale CMM 
probing, become increasingly disruptive when using a 
micro-stylus with tip radius reduced below around 
100 µm [Bos 2009]. A graph of the effect of each 
adhesive surface force with respect to stylus tip radius is 
shown in Figure 3.  

It can be seen that as the size of the contacting 
elements is reduced, the adhesion forces not only reduce, 
but also change priority. At tip radii of less than 100 µm, 
the gravitational force is no longer dominant. 

A similar effect also occurs when the distance 
between the stylus tip and the measurement surface is 
reduced below 10 µm. As this distance is reduced, the 
interaction forces tend to increase, resulting in a ‘snap in’ 
of the probe to the measurement surface; an effect which 
can cause false triggering and damage to both the probe 
and the measurement surface [Meli and Küng 2007]. 
These adhesion forces will also act to stick the probe to 
the measurement surface while retracting, resulting in a 
‘snap back’ when the adhesions forces fail, which could 
again cause damage to the probe. 

 

 
Fig. 3. Adhesion forces (Van der Waals, surface tension and 
electrostatic) between spherical objects and a flat surface compared 
with the gravitational force [Van Brussel et al. 2000] 

Counteraction of these surface forces is essential if a 
micro-CMM probe is to be accurate whilst probing with 
micro- to nano-scale accuracy. Therefore, the NPL micro-
CMM probe was designed such that it can vibrate. These 
vibrations are forced on to the probe tip through six 
piezo-electric actuators (two on each leg) and can be 
controlled such that 3D probing is possible. The 
vibrations are also constantly controlled such that the 
probing vector is always normal to the surface. 

To best understand the surface forces and the effect 
that they will have on measurements taken at the micro-
scale, a mathematical model to describe a driven 
oscillator subject to a damping force was developed. The 
individual surface forces were investigated and modelled 
and were input into the vibration model as a damping 
force on the micro-probe. 

An expression for the minimum required amplitude of 
vibration to counteract the surface forces was developed. 
This theoretical minimum was compared to experimental 
data on a real device, collected using a laser Doppler 
vibrometer. Initial experiments have confirmed that the 
vibration of the probe is suitable to counteract the surface 
interaction forces. 

The interaction of the micro-CMM probe with the 
surface forces will also result in a change in the vibration 
characteristics of the probe. Rather than measuring direct 
contact with the measurement surface, the probe will 
work in a non-contact mode. Changes in the amplitude 
and frequency of the probe are measured using six piezo-
electric sensors deposited on the legs of the probe (two on 
each leg, either side of the piezo-electric actuators). 

The micro-CMM probe flexures are made in nickel 
using typical MEMS production methods such as 
deposition and chemical etching. A sol–gel spinning 
technique enabled the piezo-electric elements to be 
deposited onto the flexures to a well-controlled thickness. 
It is essential that the thickness of the piezoelectric films 
be controlled during production because the thickness of 
the sensors is responsible for 83 % of the sensitivity of 
the device output [Sun et al. 2009].The flexures are 
produced as a single element, packaged onto a silicon 
chip for easy handling. This chip is shown in Figure 4.  
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Fig. 4. The micro-CMM probe chip. The flexures can be seen in the 
centre. The micro-stylus will be assembled onto the central island to 
form the vibrating micro-CMM probe. 
 
The stylus is produced separately and must be assembled 
onto the flexures to produce a fully working device. This 
micro-assembly challenge relies on the ability to 
accurately align the stylus and the alignment feature on 
the flexures and make a permanent join between them 
[Smale et al. 2009]. 

4. Future work 

Development of the micro-CMM probe is ongoing. 
Theoretical values from analytical models of interactions 
between the vibrating probe and the surface and finite 
element models of the mechanical dynamics of the micro-
CMM probe are being tested and verified [Sun et al. 
2009]. 

Real devices, produced by the methods described 
previously, are being tested to confirm isotropy. 
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Abstract. Eddy current techniques are favoured for measuring the 
properties of conductive coatings on magnetic substrates because the 
skin effect ensures that only the coating or region at or just below 
the surface of a magnetic substrate is inspected. The data acquired 
from eddy current sensors, however, is affected by a large number of 
variables, which include sample conductivity, permeability, 
geometry, and temperature, as well as sensor lift-off. The 
multivariable properties of sample coatings add an even greater level 
of complexity. This research project is therefore motivated by the 
need for a measuring instrument, which can intelligently adapt to the 
large number of variables that affect eddy current measurements on 
steel. Sensor model optimisation against experimentally generated 
data is undertaken, leading to the development of accurate and fast 
inversion models based on artificial neural networks. Neural 
network architecture, operation and training are discussed, which 
includes an algorithm for neural network normalisation and 
calibration. System tests are finally undertaken on a wide range of 
plated samples. This research demonstrates that an intelligent 
measuring system incorporating a ferrite-cored sensor can provide 
high accuracy while operating over a wide frequency range. 

Keywords: Eddy current technique, Coating thickness, Intelligent 
measurement, Neural network 

1 Introduction 

The multi-variable properties of steel and its coatings 
have been successfully measured using the eddy current 
technique, which is often favoured over other methods 
because of cost, portability and the skin effect ensuring 
that only the coating or region at or just below the surface 
of the coating is inspected. Most commercial eddy current 
instruments require a simple calibration on a certified 
standard. When an instrument calibration fails to provide 
accurate results, because substrate-coating variation 
exceeds the acceptable limits of the calibration process, 
model-based multi-frequency testing is often employed. 
This form of testing normally requires the use of a PC for 
model inversion and highly accurate air-cored detection 
coils, which are difficult to manufacture. As a result, 
model-based eddy current inversion is restricted to the 
laboratory.  

Ferrite-cored coils are known to overcome many of 
the problems associated with air-cored coils, the benefits 
of which include high sensitivity and dynamic range, and 
low thermal drift. Ferrite is also readily available in a 
wide range of grades and can be manufactured to close 
mechanical tolerances. If artificial neural networks can be 
trained to reproduce the input-output mapping of ferrite-
cored sensor models, then ferrite-cored sensors used in 
conjunction with multi-frequency model-based inversion 
is possible for portable test equipment.  

The decision-making flexibility of model-based 
systems is of particular benefit where heat-treated steel or 
alloying is involved e.g., anticorrosive duplex systems on 
steel, protective coatings on duplex stainless steel, 
plating, thermal spray or hot dip galvanising. 
 

2 Sensor Development 

Almost all published research on the multi-frequency 
eddy current inspection of conductive half-spaces makes 
use of air-cored absolute coils; other coil arrangements 
are considered an unnecessary complication (Harrison 
DJ, Jones LD, Burke SK, 1996). The air-cored coil 
remains the preferred sensor for model-based inversion 
because closed-form solutions for air-cored sensors are 
the only accurate solutions known to exist. A theoretical 
model however, is only effective when used with 
precision wound coils, which are difficult to manufacture. 

Ferrite-cored sensors exhibit much stronger signals 
than air-cored. Stronger signals provide enhanced signal-
to-noise ratios and increased sensitivity and dynamic 
range, which are essential for accurate measurement 
(Moulder JC, Uzal E, Rose JH, 1992, Blitz J, 1991, Ida 
N, 1986). A typical equation for the inductance L of a 
ferrite-cored sensor is given below: 
 

                      
l

r
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l is rod length, r0 is core radius, N coil turns and           
μrod = Lk/Lo (where Lk is the self-inductance of a cored 
coil and Lo is the inductance without a core). 

Equation (1) clearly shows that when μrod > 2.0 the 
sensor core contributes more magnetic flux than the 
sensor coil. This means that a ferrite-cored coil can have 
M2 turns removed to have the same inductance as an 
equivalent air-cored coil (i.e., a coil where μrod = 1). 
Reducing the number of turns effectively makes the 
length and cross sectional area of the coil smaller in 
relation to the core, which removes the need for 
precision-wound coils. 

A novel ferrite-cored sensor is shown in Figure 1 
(May P, Zhou E, Morton D, 2007a). The sensor is 
comprised of three coaxial coils, a central source coil, 
which carries a current I amps, and two sense or pick-up 
coils in a differential configuration. 

 The sensor of Figure 1 was designed to meet a 
requirement of maximum flux-linkage of the sensor core 
with the test medium, for the given coil arrangement. 
Most eddy current coil designs keep the effective coil 
radius close to the thickness of the layers being measured 
for optimum sensitivity and dynamic range (Moulder JC, 
Uzal E, Rose JH, 1992). The effective coil radius of this 
sensor was 2.3 mm, however the actual effective radius of 
the sensor was much less due to the flux-focussing 
influence of the ferrite core. Core length-diameter ratio 
was kept as small as possible at 3.0. 

Sensor tests demonstrated source coil inductance was 
independent of core loss and core initial permeability. 
Sensor tests also demonstrated coil inductance, 
sensitivity, and dynamic range was significantly better 
than that of an equivalent air-cored coil. Low levels of 
measurement uncertainty made this sensor highly 
suitable for numerical modelling. 

3 Sensor Optimisation 

Along with a novel sensor design, a numerical model f(x) 
of the sensor was developed for accurate depth profiling 
of layered materials, where independent variable x are the 
parameters that characterise the sensor (i.e., coil 
dimensions and turns, core dimensions and permeability 
etc). This model solved the generalised operator equation 
Lϕ = h using the Green’s function G(r; r′) to reproduce 

the magnetic vector potential of filamentary currents 
impressed on the sensor ferrite core-air interface (May P, 
Zhou E, Morton D, 2007b). Given this, optimisation of 
the sensor model proceeded by defining the cost function             
c(x) = f(x) – g(x*), where g(x*) is the target function 
based upon experimental data. An optimal solution is 
given by minimising the square of the cost function. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
  
 

 
Given that x* is the true value of x, which is unknown, 
and given that the speed of convergence of x on x* has no 
bearing on overall outcome, a first order Taylor 
polynomial was used to represent the effect of making a 
small change to x. If x(0)  represents an initial guess at x* 
and x(1) a revised estimate, then 
 

        f(x(1)) = f(x(0)) + (D f(x(0))T(x(1) – x(0))            (2) 
 

where D f(x(0)) is the calculated gradient at x(0). 
 Substitution of equation 2 gives the cost function c(x(1)): 

     c(x(1)) = f(x(0)) + (D f(x(0))T(x(1) – x(0)) – g(x*)         (3) 
 

Each new value for c(x(1)) requires the recalculation 
of f(x(0)) and Df(x(0)), which proceeds iteratively (i.e., x(0), 
x(1),…, x(n)) until convergence on x* is achieved. The 
method is a form of gradient descent. 

Source coil inductance readings of measured plastic 
shims placed on copper, aluminium, brass, steel (μi = 80, 
σ = 7.0 MSm-1) and ferrite (μi = 250) plates were made to 

Table 1. Optimised Model Statistical Comparison 

 Pearson Correl   r Std Error (μH) Sxy Accuracy (mean)   % 

Coated Plate Response 0.999951 0.684 0.029 

Frequency Response 0.999926 1.048 0.138 

Core Position 0.999975 1.179 0.058 
 

 
 
 

 

Ferrite-core
μi 

Source coil
N  turns 

Pick-up coil
N turns each 

Free space 
 μ0, σ0  

Fig. 1. Ferrite-Cored Eddy Current Sensor 
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optimise the sensor model. Model optimisation was also 
performed by moving the sensor core relative to the 
source coil (no test plates present) and by taking zero lift-
off swept frequency readings on all plates. Training 
examples for fi(x(k)), Dfi(x(k)) and gi(x*) were generated 
from model simulations and experimental data (taken 
using a GW INSTEK LCR-821 meter) at two different 
frequencies (1kHz and 10 kHz). Optimised model results, 
subject to constraints that were chosen to ensure that x 
remains within realistic limits, are given in Table 1. 
Model constraints are given below: 

 
• Core length cl = 6.00 mm. 
• Core radius 0.988 mm < cr < 1.00 mm. 
• Core permeability  900 < μ < 1100. 
• Sensor zero lift-off  0.5 mm < zl < 0.45 mm. 
• Coil inner radius r1 = 1.455 mm. 

The average difference between measured values of x* 
and their numerical estimates x, after model optimisation, 
was 4.2 microns; optimised core permeability was within 
the specified manufacturers tolerance. 

4 Neural Network Model Inversion 

A neural network was selected as the inversion element 
for this work due to its speed, where some level of real 
time processing was considered essential for online 
process control. The use of the sensor numerical model to 
perform this task, because of complexity and run-time, 
was not considered practical. 

The selection of sampling frequencies was dictated by 
the need for maximum profile information within the 
frequency bandwidth and minimum data processing. 
Regression analysis revealed the frequency spacing: 0.3, 
0.6, 1.25, 2.5, 5.0, 10.0 and 20.0 kHz to be optimal for a 
wide range of conductive coatings on steel. 

The most relevant study of eddy current neural 
network inversion reconstructs non-magnetic 
conductivity profiles using a simple multilayer perceptron 
(Glorieux C, Moulder J, Basart J, and Thoen J, 1999). A 
similar MLP was planned for this work, where the inputs 
to the neural network were source-coil inductance 
measurements Ii taken at sample frequencies fi. The 
neural network output T was the calculated coating 

thickness or conductivity. In order that network input-
output vectors were mapped correctly, some form of 
network training was essential. Since vector Ii is 
frequency dependent, data conditioning was required in 
order to make network training more efficient. This was 
accomplished by normalising the standard deviation I(std) 

and mean I(mean) of all vectors from the input training set, 
giving: 

          
( )

)std(

)mean()zero(
ii)norm(

i I
III

I
−−

= ,       (4) 

where )zero(
iI  is zero lift-off inductance at frequency fi. 

 
3500 example pairs were generated from the sensor 

numerical model and the data divided into two equal parts 
(i.e., estimation and validation subsets) for cross 
validation. Although good generalisation was the primary 
goal of training, an overall mean squared error of 10-10 
was set as the target performance of the estimation subset. 
Network training was conducted using MATLAB® and 
the Levenberg-Marquardt algorithm, which was 
implemented in a batch format. Two MLPs were trained, 
one for the measurement of coating thickness and the 
other for coating conductivity. Both neural networks were 
fully connected. 

The MSE target for the thickness MLP was achieved 
with one layer of 8 sigmoid neurons and a single linear 
output neuron. The MSE target for the conductivity MLP 
required a single layer of 10 sigmoid neurons and a single 
linear output neuron. A regression analysis of network 
performance (i.e., network response to corresponding 
target) gave the square of the Pearson correlation 
coefficient r2 = 0.99998 for both networks. 

5 Results 

Copper and brass foils of varying thickness were selected 
to cover the range metallic non-magnetic coatings on 
steel; plastic foils were chosen as non-conductive 
coatings. Cold rolled low carbon steel plate (BS1449 
1991, grade CS4 H5) was purchased as a substrate due to 
its widespread use in construction. Seventeen plates of 
this grade were tested in total, of which three were 
selected as representative of the batch. Before any coated 

Table 2. Mean Coating Thickness and Conductivity 
 

 Cu_1 Cu_2 Cu_3 Cu_4 Cu_5 Br_1 Br_2 Br_3 Br_4 Pl_1 Pl_2 Pl_3 

Actual Thickness μm 10.7 48.7 104.6 179.9 215.8 13.8 37.6 52.0 104.3 51.4 97.2 176.6 

Actual Cond MS/m 57.8 57.8 57.8 57.8 57.8 15.8 15.8 15.8 15.8 0.0 0.0 0.0 

Rdg Thickness μm 9.5 51.1 104.0 179.5 224.1 14.2 38.0 52.1 104.8 51.5 96.6 174.7 

Rdg Cond MS/m 51.9 53.6 53.8 51.8 50.5 12.3 14.1 13.5 13.3 0.0 0.6 0.1 
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plate tests were conducted, the copper, brass and plastic 
foils were measured using a Solartron LE/25/P linear 
encoder. All foils were measured to an uncertainty of    
+/- 0.8 μm. Foils were then placed on each plate and a 
flat non-conductive weight (i.e., a plastic block) applied 
to ensure an airless contact between all media. The sensor 
was finally positioned (through a small hole located in 
centre of the weight) onto each coated sample and source 
coil inductance taken. A system calibration was 
performed on each sample before testing commenced. 

Normalised sensor inductance is shown in Figure 2, 
including the appropriate numerical model estimate 
(marked (NN)), for a selection of foils. 
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Fig. 2. Sensor Normalised Inductance 

The level of correlation between theoretical and 
experimental curves was determined by taking the square 
of the Pearson correlation coefficient r2, which was 
0.9996 for all coated plate tests. 

Coating thickness and conductivity was determined 
for each sample by taking inductive measurements and 
running the thickness and conductivity neural networks. 
Table 2 gives the mean values of some of the copper 
(Cu), brass (Br) and plastic (Pl) coated plate tests. 

The average thickness error of all foils tested on all 
plates was 0.3 μm; see Table 2. The true value of the 
conductivity of metallic coatings was consistently under 
estimated, where the mean conductivity error was found 
to be –3.6 MS/m.  

Based on the above results and further extended tests, 
the following specification is proposed for this measuring 
system: 

 
• 2 μm + 3% of actual coating thickness. 
• 2 MS/m + 10% of actual coating conductivity. 

6 Conclusion 

An accurate ferrite-cored eddy current sensor was 
developed, which had a reduced dependency on coil 

winding, core losses and variations of core permeability. 
A numerical model of the sensor was developed and 
optimised for multi-frequency profiling of two layer 
materials. 

Artificial neural networks were selected as inversion 
elements, which is entirely unique for ferrite-cored 
sensors used on steel. Two multi-layer perceptrons, 
having a single layer of sigmoid neurons and a single 
linear output neuron, were all that was required for 
accurate coating thickness and conductivity classification. 
Neural network input and output vectors were normalised 
by referencing all network inputs to zero lift-off and by 
using a mean and standard deviation scaling algorithm. 

Three steel plates (grade CS4 H5) were selected for 
tests, of which one was chosen as a reference and used for 
sensor model optimisation. Swept frequency curves of 
normalized inductance and their associated numerical 
estimates were generated on these plates, which were in 
good agreement with a correlation coefficient r2 = 0.9996. 
Increasing levels of error however were observed on all 
normalized inductance curves for increasing frequency, 
coating thickness and coating conductivity. Measured 
coating thickness and conductivity, for all coated plate 
tests, was found to be accurate to within 2 μm + 3% and 
2.0 MS/m + 10% of actual values.  

Three causes of measurement error were identified. 
The first was foil stacking, which was worse for thick 
multiple foils. The second was a method of calibration 
that was optimised for thin foils and became increasingly 
erroneous with increasing foil thickness, frequency and 
conductivity. The final source of error was due to the 
sensor numerical model, which was developed for a two-
layer substrate-coating combination and tailored for use 
with coatings deposited on the reference plate only. 

References 

Blitz, J. (1991) Electrical and Magnetic Methods of Non-destructive 
Testing. 1st edition, Adam Hilger. ISBN: 0-7503-0148-1. 

Glorieux C, Moulder J, Basart J, Thoen J, (1999) The Determination 
of Electrical Conductivity Using Neural Network Inversion of 
Multi-frequency Eddy Current Probe Data. Journal of Physics 
D. Vol. 32, pp. 616-622. 

Harrison DJ, Jones LD, Burke SK, (1996) Benchmark problems for 
defect size and shape determination in eddy-current non-
destructive evaluation. Journal of Non-destructive Evaluation, 
Vol. 15, No. 1. 

Ida N, (1986) Non-destructive Testing Handbook, Vol. 4, 2nd 
edition, section 19. 

May P, Zhou E, Morton D, (2007a) The Design of a Ferrite Cored 
Probe. Sensors and Actuators A, Vol. 136, pp. 221-228. 

May P, Zhou E, Morton D, (2007b) Numerical modelling and 
implementation of ferrite cored eddy current probes. NDT&E 
international, Vol. 40, pp. 566-576. 

Moulder J, Uzal E, Rose JH, (1992) Thickness and Conductivity of 
Metallic Layers from Eddy Current Measurements. Review of 
Scientific Instruments, Vol. 63, No. 6, pp 3455-3465. 



8–7 

Digital Alignment of a reconstructed Hologram for Measurement  
of Deterioration of Tools 

S. Huferath-von Luepke1, T. Baumbach2, E. Kolenovic3, C. Falldorf1 and C. von Kopylow1 
1 Bremer Institut für angewandte Strahltechnik, Klagenfurter Str. 2, 28359 Bremen, Germany 
2 a&a technologies GmbH, Kohlenstr. 1, 28217 Bremen, Germany 
3 Syperion GmbH & Co. KG, Hermann-Köhl-Str. 7, 28199 Bremen, Germany 

Abstract. We present a novel method to overcome the limitations of 
comparative digital holography (CDH) due to misalignment of test 
objects. The method is based on the modification of the master 
hologram written in the spatial light modulator (SLM). Using the 
full three dimensional information of the master object, the 
reconstructed wave front of the master object can be modified 
regarding its position and angles. Therefore, the applied algorithm 
can be understood as a complementary approach in the Fourier 
domain to the matching algorithm in object space. In this paper we 
describe the algorithm and present related experiments.  

Keywords: comparative digital holography, spatial light modulator, 
adaptive wave front modification 

1. Introduction 

Comparative digital holography (CDH) [1] is a suitable 
method to compare the shape or the deformation of two 
nominally identical, but physically different objects. It is 
based on the two wavelengths contouring technique 
where two holograms with a slightly different wavelength 
are generated. The result may be considered to be a 
hologram with a synthetic wavelength. This is necessary 
for the shape measurement. 

The comparative measurement is carried out in two 
steps: in the first step, the so called master hologram is 
recorded with a conventional setup for digital holography 
shown in Fig. 1.1a. The second step is the recording of 
the comparative hologram [1]. This is done by 
illuminating the test object with the objects wave front 
which stored the information of the master hologram. 
Therefore the master hologram is written into a spatial 
light modulator (SLM) which is introduced into the 
object beam, see Fig. 1.1b. Since both steps are 
independent, they can be carried out in different places. 
For the two steps two mostly identical setups have to be 
considered [1,2,3]. 

 

Fig. 1 a) Setup for recording of the master hologram; b) Setup for 
illuminating the test object with the master hologram via spatial light 
modulator (SLM)  

For a successful comparison of two objects the 
reconstructed wave field of the master object has to be 
projected very precisely onto the test object. An 
imprecise adjustment will lead to additional interference 
patterns, which are not associated to the desired 
difference measurement of the objects. Since the access 
of the full 3D information of the master object is given, 
the wave front of the master object can be numerically 
modified by means of signal processing, enabling the 
solely measurement of the objects difference. In this 
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paper we describe how these modifications can be done 
numerically and present related results. 

2. Reconstruction algorithm 

The applied reconstruction algorithm uses the stepwise 
propagation of wave fields through different imaging 
planes. The algorithm is based on Rayleigh’s first integral 
formula [4]: 
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Where b’(x) is the reconstructed wave field of the object 
b(x), h(u) is the hologram, r'(u) represents the reference 
wave and d the distance between object and hologram 
plane. Due to the square root the numerical reconstruction 
of Eq.(1) is time intensive. In order to reduce the 
calculation effort, approximations of the diffraction 
integral have been developed [4,5]. For our algorithm we 
use the Fresnel approximation. Hence, for small lateral 
distances the distance ρ can be approximated by  
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for the phase and d→ρ for the denominator, and for the 
approximation of small angles cos(q) will be 1. Inserting 
Eq.(3) and the other approximations into Eq.(1) the 
reconstruction reduce to: 
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Here, F-1{...} is the operator of the two-dimensional 
inverse Fourier transformation, and λ is the wavelength. 

The CDH setup we use is based on the lensless 
Fourier holography. That means that object and origin of 

the (spherical) reference wave are located in the same 
plane which is parallel to the hologram plane (Fig. 1). 
Consequently, the spherical reference wave can be 
written as [6]: 
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By applying Eq.( 7) into Eq.(4) the reconstructed wave 
field b'(x) is described by: 
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where Pd is the propagation operator.  
As mentioned in section 1.1 the test object must be 

covered very precisely by the reconstructed wave field 
originated by the master hologram which is generated by 
the SLM. This means the reconstructed wave field of the 
master hologram has to be aligned laterally and with the 
proper tilt. This can be realised numerically by using the 
Fourier shift theorem [7]. From the Fourier shift theorem 
we know, that a ramp within the frequency domain leads 
to a shift within the spatial domain. By means of the 
operator Pd introduced above, we can constitute this as 
follows: 
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where b''(x) is the shifted reconstructed hologram, ΔfB(u) 
the phase ramp, and f0 a constant phase term. Regarding 
Eq.(9), it can be seen, that, if a ramp is written into the 
hologram plane the reconstructed object is shifted by Δx 
in the object plane. However, the ramp remains. From 
Eq.(10) and (11) it can be seen that the wavelength is the 
only variable which is changed when the two master 
holograms, which are needed for the generation of the 
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synthetic wavelength, were recorded. In our case the 
difference between the two wavelengths is small (about 
0.4nm) so that the subtracting of the two holograms 
allows the neglecting of the ramp. 

Applying Eq.(9) on the phase calculation leads to: 
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With this equation the reconstructed master hologram can 
be shifted in the reconstruction plane in order to perform 
position corrections. 

The modification can also be used for compensating 
tilts of an object. That means the object will be rotated 
with a small angle along the x or y axis or both together 
within the object plane b'(x). Hence, the shift theorem of 
the Fourier transformation can by used again by adapting 
Eq.(12) accordingly: 
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Hence, we can apply digitally a tilt and displacement to 
the holographic representation of the master object and 
therefore compensate the misalignment of the test object. 

3. Active modification of the reconstructed wave 
front 

The numerical solution for reposition of holograms 
described in section 1.2 will be evaluated in this section 
experimentally. To demonstrate the capability of the 
active modification we show the influence of two 
alignment errors. One will be the lateral displacement and 
the other a twist between the reconstructed master object  
 

and the test object. The object we use to demonstrate the 
modification of the wave field is a deep drawing tool with 
a diameter of 5mm (Fig. 2). Our request is to measure the 
abrasion of micro deep drawing tools using shape 
comparison. Therefore we use the comparative digital 
holography. 

 
Fig. 2 Picture of the deep drawing tool 

3.1 Lateral adjustment of the wave front 

As shown above, a lateral adjustment of the wave front in 
the object plane is equivalent to an additional phase ramp 
in the wave field of the hologram. Id est, to get the 
reconstructed master hologram at the same position as the 
test object we have to add a phase ramp into the master 
hologram. To demonstrate this effect we show in Fig. 3 a 
phase hologram (Fig. 3a) and the associated numerically 
reconstructed intensity image of the deep drawing tool 
(Fig. 3b).  

 
Fig. 3 Centrical object position with no phase ramp within the 
hologram: a) phase hologram of the deep drawing tool;  
b) numerically reconstructed intensity image of the deep drawing 
tool 

Fig. 4a illustrates a phase hologram of the same deep 
drawing tool but with a lateral adjustment and Fig. 4b 
shows the associated numerically reconstructed intensity 
image. Compared to Fig. 3a a higher frequency in Fig. 4a 
is clearly observable. In order to shift the object by Δx we 
add a phase ramp ΔfB(x) by using Eq.(12) to the 
hologram. This has to be done with both holograms of the 
master object whereas the phase of the phase ramp has to 
be modulated to the used wavelength. 
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Fig. 4 Non axial object position with a phase ramp within the 
hologram: a) phase hologram of the deep drawing tool;  
b) numerically reconstructed intensity image of the deep drawing 
tool 

The gradient of the phase ramp depends on the lateral 
shift of the two objects and the distance between 
hologram and object plane. The phase ramp can be 
defined in two ways. The first method is comparing the 
outcome of the comparative measurement with a 
simulation of the object shifting which is based on the 
master hologram. Here, both objects have to be nearly 
identically. The second method is an iterative method. 
Thereby a small phase ramp will be added upon the 
master hologram and the result of the shape measurement 
will be analysed. Decreasing of the interference pattern 
leads to a further adding of a ramp and increasing to a 
subtraction of a ramp. This is done until adding as well as 
subtracting increases the interference pattern. This can be 
automated easily. 

3.2 Rotation of the wave front 

A rotation of the object along the z axis leads also to 
misalignment errors. To compensate this error the 
reconstructed wave front of the object has to be rotated.  

Rotating of a hologram is quite easy. But having an 
off axis setup (like we have), rotating of a hologram 
means to rotate the reconstructed wave front of the object 
around the zero order (image centre). As seen in Fig. 5a 
this kind of rotation rotates the object but also change the 
position of the object. With that the master object would 
not cover the test object.  

 
Fig. 5 a) Rotation of the object around the zero order and  
b) Rotated object considering the phase ramp 

 

To avoid this, a phase ramp can be written into the 
hologram, so that the zero order and the object overlap 
each other axially. Now the hologram will be rotated. 
After rotation the afore applied phase ramp is erased, 
replacing the object to its origin. Fig 5b shows the 
reconstructed image of the deep drawing tool which is 
rotated by 80 degree.  

If the surface normal of the object is not in direction 
of the optical axis an additional tilt is generated, which 
can be compensated after rotating the object. 

4. Conclusion 

The presented theoretical approach was used to develop 
an iterative algorithm to compensate the misalignment 
errors which are critical for the comparative 
measurement. This algorithm allows a complete 
adjustment of the wave front of the master object relative 
to the alignment of the test object. 

Thus we have a good approach for the robust 
application of the comparative digital holography. In 
future work the wave front modification algorithm will be 
automated in order to enable quality control of several 
objects. 
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Implementation of decision rules for CMM sampling in a KBE system  
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Abstract: This work presents a methodology for setting the number 
and spatial distribution of inspection points in the automatic 
inspection of parts using Coordinate Measuring Machines. This 
methodology collects the existing knowledge about sampling rules 
in automatic inspection. The final purpose is to store this knowledge 
in a KBE platform oriented to the inspection planning process and 
based on the MOKA methodology. 

Keywords: Sampling, CMM, Inspection Planning, Knowledge 
Based Engineering (KBE) 

1. Introduction 

Inspection planning is a good candidate for implementing 
a Knowledge Based Engineering (KBE) system because 
the repetitive and well-known decisions that it involves. 
However, most of this knowledge is today implicit in the 
expert mind and disseminated on a huge variety of 
researches. This work deals with the identification of 
knowledge in the scope of CMM inspection sampling, 
which will serve as a basis for a detailed representation 
and implementation in a KBE platform. 

There are several activities involved in the inspection 
planning process, such as identification of features to be 
inspected, analysis of accessibility, determination of part 
orientation, determination of resources and others. In a 
more detailed level, selection of points and path 
generation for the inspection of each feature must be 
carried out. 

This paper shows the work of elicitation and 
structuring of knowledge related to the number and 
distribution of contact points. This allows the translation 
of the knowledge to rules of direct application in the 
process.   

Factors that affect the decision about CMM sampling 
are related to three main constraints: part specifications, 
process capability and inspection equipment accuracy. 
Although recommendations about point sampling can be 
found in standards, inspection software and previous 
researches, it has not been established a solution about 
sampling that takes into account all the factors 
aforementioned.  

2. Decision rules for an optimal CMM sampling  

An optimal sampling strategy in CMM inspection should 
be defined taking into account not only the number of 
inspection points but also the distribution of those points 
over the surfaces of the feature to be inspected.  

Different levels of decision must be established when 
considering an automatic decision chart oriented to KBE. 
At the top level, most of researchers start considering the 
type of the feature to inspect (cylinder, plane, sphere, 
freeform surfaces, etc.) and the type and value of the 
specified tolerance. In the methodology developed in this 
work, a new and crucial contribution is considered 
besides the aforementioned idea: more important than the 
type of feature to inspect is the type of tolerance, that is, 
whether the tolerance is related to the workpiece form 
error or not. Form error inspection requires a number of 
points about one order of magnitude larger than 
inspection of dimensional or position tolerances [1]. 

Form error inspection demands a dense and vast point 
distribution, in order to cover the largest portion of the 
feature surface. This distribution should be capable of 
capturing the maximum form deviation. The values of 
these form errors are often close to the CMM reliability. 
In this case, a practical and economical limit given by 
ISO14253 standard [2] would be: T/2U = 3, which, in the 
case of CMM measurement, could be translated as 
MPE < T/6, where T is tolerance, U is CMM uncertainty 
and MPE denotes the Maximum Permissible Error [3]. 

In the inspection of non-form errors (such as distance 
between planes, location of centres and axes, distance 
between axes or whatever combination between them) the 
second level of decision is governed by the inspection 
time and the relative error, that is, the relation between 
feature size and its specification accuracy. 

On the other hand, when inspection of form errors is 
considered, inspection time is at second place. In 
addition, the level of decision is now related to the 
amount of parts to be inspected. When the lot size is high, 
it is essential a detailed inspection of an initial part. In 
fact, if a particular feature is measured routinely as part of 
industrial production, it will be appropriate to learn about 
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that feature by making initially (and periodically 
thereafter) detailed measurements of the part. From such 
measurement, it is easy to deduce a sampling strategy that 
is economical for the target uncertainty and the effect of 
using it [4]. This procedure of measurement is the only 
way to optimize the sampling strategy and reduce 
inspection time without compromising the planning 
reliability. This level of decision is based directly on prior 
knowledge and it is corroborated by several publications 
[4-7] where the suitability of measuring an initial part, 
with closely related real features, is recommended. 

Of course, if the part has a combination of form errors 
and dimensional tolerances that affect the same feature, 
the denser sampling (form error sampling) is preferred. 

The next level of decision is related to the available 
resources. Nowadays, two types of sensors can be 
mounted on a CMM: contact sensors (touch-trigger and 
scanning probes) or non-contact sensors, (i.e. Laser 
Triangulation Sensors -LTS-, which can capture massive 
pointclouds). In the first type, measurement can be 
carried out with touch-trigger probes (discrete contacts) 
or by scanning probes (continuous contact). Scanning 
probes can acquire several hundred surface points each 
second as well as to acquire discrete points in a similar 
way to touch-trigger probes. 

2.1 Inspection of non-form tolerances 

In the case of dimensional tolerances and non-form 
tolerances, that is, orientation and location type, i.e. 
parallelism, symmetry, concentricity, etc., three options 
can be considered in terms of size-accuracy relationship: 
low, moderate and maximum accuracy. 

 
2.1.1 Low accuracy (Minimum inspection time) 
The sampling size is equal to the minimum number of 
points necessary to define the feature plus one point. 
Thus, 3 points for a line, 4 for a plane, 4 or 5 for a circle, 
5 for a sphere, 6 for a cylinder or a cone, etc. This 
strategy applies to the measurement of initial datum 
features for manual alignments prior to automatic 
alignments. 

 
2.1.2 Moderate accuracy / Fair 
In this case, it is no necessary to know the entire surface 
thoroughly, therefore only a sufficient number of points is 
needed for assuring the measurement accuracy. It is 
advisable a stratified random or a uniform distribution 
with a minimum number of points given by BS7172 
standard [8]. For example, it would take 5 points for a 
line, 7 for a circle, 9 (grid of 3x3) for a plane or sphere, 
12 (4x3) for cylinders, 12 for ellipses, etc. 
 
2.1.3 Maximum accuracy  
There are two possible reasons for choosing this option. 
The first one, when tolerance is near the limit of the 
CMM uncertainty, even as a non-form tolerance. The 
second one when knowledge of the entire surface (in 

terms of dimensional extension) is required. In both 
cases, the number of points must be greater than the ones 
in the option 2.1.2 and the distribution does not need to 
be uniform (or quasi-uniform). Before deciding the 
optimal sampling strategy, another level of decision 
should be carried out taking into account the available 
resources. 

• In the most common case, when only a touch 
trigger sensor is available, a stratified random 
distribution can be used (BS7172) taking at least 
one point in a series of random intervals 
uniformly distributed [4]. Moreover, as a 
maximum accuracy is required, several 
measurement repetitions (in practice, between 3 
to 10) are considered appropriate, postprocessing 
the results statistically. 

• However, if a scanning probe is available, 
probing is faster and denser, which enables a 
better surface covering of the feature. The KBE 
system provides the option of using all points (no 
filter), or to consider other filters to optimize the 
subsequent computations and eliminate 
redundant information: uniform filter, filter per 
curvature, and Polar Gaussian filter. The latter is 
used in rotational parts using the concept of UPR 
(Undulations Per Revolution). The inclusion of 
this option in the KBE methodology is now 
justified in the current features of recent sensor 
models (Renishaw's SP25M, ZEISS's VAST XT, 
Mitutoyo's MPP-100 Scanning Probe, etc.). All 
of them already have a similar cost to the touch-
trigger probes, are more compact than before, 
and have similar protection devices for crash 
damage. Other automated inspections devices 
(not CMM), which generates 2D scanning 
profiles, could also be placed within this item, 
such as electronic probes, axial probes, LVDT, 
etc.  

• In the last case, a laser sensor is available. 
Whenever the accuracy of the sensor is several 
times higher (at least six) than the specified 
tolerance, a laser sensor could be used for 
metrological purpose [9]. In this case, the use of 
this type of sensors allows a huge reduction in 
inspection time with an optimal surface covering. 
However, this sensor always capture extended 
pointclouds and therefore gives too much 
information than that required to detect one or 
more single dimensional tolerances, and 
consequently it will require further pointcloud 
filtering. Most of the CMM software applications 
include at least three filters: filter by curvature, 
by spheres or by cubes (cubical grid). The 
curvature filter can be very useful to eliminate 
chamfers, fillet radii and boundaries which 
always distort the measurement of dimensional 
tolerances. 
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2.2 Inspection of geometrical tolerances (form errors) 

As discussed above, the requirement to know the whole 
surface of the features is more important than the 
requirement to minimize the inspection time. To know if 
a prototype is available or not constitutes the first level of 
decision when planning an optimal feature inspection 
affected by form errors. An initial part should be 
inspected in detail to obtain an initial accurate value for 
the form error and then improve the sampling strategy. 

Although the information provided by the prototype 
part may seen a simple fitting to the real part (in future 
on-line inspection), the level of fitting is actually high 
when the manufacturing process can be known. For 
instance, knowledge about the machine-tool, the cutting 
tool, the clamping system, etc. would let to predict values 
of UPR (ISO/TS 12181-2 [10]), the value of maximum 
form deviations (MFD) or, in other cases, the range of 
roughness for all the parts of the series. 

Therefore, the first bifurcation in the chart (fig. 1) is 
given by two opposite terms: medium-large series (with 
an initial part) or single part (without known part). The 
first option corresponds to a detailed inspection and 
quality control for medium or large series whereas the 
second option is best suited to a calibration laboratory, 
single set-up parts inspection or in the subcontracted 
metrology field.  

In both cases, the next level of decision is similar to 
the one for dimensional (non-form) tolerances with the 
maximum accuracy constraint (section 2.1.3). Again, 
three types of resources could be considered: touch-
trigger, scanning or laser sensor. The use of laser sensor 
corresponds to reverse engineering techniques applied to 
CAD-part comparisons in free-form inspection, large 
sheet-metal parts, automotive assembly lines, etc. 

2.2.1 Medium or Large Series (high lot size), with 
initial part. 

Here, the inspection of an initial part (or parts) is always 
performed as a pattern sampling (fig. 1). 

• When scanning sensor is available, a uniform 
distribution with null filter could be applied to 
the feature, which allows a characterization of its 
form-deviation  function. This information will 
be used as a basis for obtaining a detailed 
sampling planning for subsequent measurements. 
An adequated type of filter and filter (cut-off) 
value will define the detailed planning: Uniform, 
Curvature or Gaussian Polar [10, 11].  

• When there is only a touch-trigger probe sensor, 
a new classification has to be carried out (fig.  1): 

- Maximum accuracy. In this case, iterative 
sampling with a high number of points 
should be chosen. Several types of 
distributions could be selected for this 
sampling: stratified random, Hammersley 
sequence or Halton sequence. The last two 
distributions provide a better discrepancy, 
using the same number of points, than the 
uniform one [12]. Thus, both of them must 
be preferred instead of uniform distribution. 
In the event that the form deviation were so 
tight that it compromises the CMM 
maximum permissible error (MPE), this 
measurement must be repeated (3~10 times) 
to assure the CMM reliability. Finally, the 
best of the previous distributions would be 
applied for all the subsequent parts.  

- Moderate accuracy. Similarly to the previous 
case, an iterative sampling would be done, 
but with fewer points than before and only 
choosing between two algorithms: 
Hammersley or Halton. The ulterior 
statistical treatment (3~10 repetitions) is now 
optional. From this stage the same analysis 
than before could be done.  

2.2.2 Unknown part, unique part or low lot size. 
Now, the decision charts are very similar. In fact, if a 
scanning probe is available then the case is the same than 
the one in section 2.2.1, that is, null filter and without any 
iterative process. If there is only a touch-trigger sensor, 
the case is the same than the maximum accuracy case 
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aforementioned, testing which is the best distribution 
among the stratified random, Hammersley or Halton.   

3. Implementation in a KBE system 

The knowledge identified in the previous sections makes 
sense within an automated inspection process. Actually a 
KBE platform is being developed for representing and 
storing the knowledge related to the CMM inspection 
planning. The knowledge required in this process is vast, 
being the point number and its distribution one of the key 
aspects. To achieve this, the rules identified have been 
introduced in such platform. The methodology followed 
for the knowledge representation is MOKA [13]. 
However, there is some knowledge related to resources 
and functions which are not included in MOKA. The 
insufficiency of the ontology is due to the fact that in our 
context the final product is the inspection process 
planning which is a process. The ontology used in this 
work is a MOKA modification for the inspection domain. 
MOKA methodology was developed for structuring the 
knowledge to engineering design and non to engineering 
processes (manufacturing or inspection activities). The 
types of object do not become reusable as proposed [14]. 
For example, considering the entities in MOKA, they 
describe components of the product design. But within 
the context of this survey, the entities are also linked to 
processes, such as lot size. The same idea can be applied 
to activities. These activities consist in geometry 
recognition, manufacturing identification, inspection 
operations definition, etc. They represent domain 
activities. This implies that activities can be classified in 
two types, those related to the domain and those related to 
the reasoning that allows definition of the process 
planning. For it, the ontology proposed is composed of 
six knowledge objects: Illustration, Constraint, Activity, 
Rule, Entity and a new one, Resource (ICARER), which 
are later decomposed into sub-objects. In particular, the 
identified knowledge for the point number and 
distribution is represented mainly using the Rule object, 
which is mainly linked to Activity and Resource, and 
secondary to Entity objects. The Knowledge Engineering 
tool PCPACK [15] has been utilized for the purpose of 
capturing and formalizing the domain knowledge 
involved in the CMM inspection planning process. 

4. Conclusions 

The KBE decision rules identified in this work are 
divided in two groups depending on their application to 
dimensional (and non-form geometrical tolerance) or 
form geometrical tolerance verification. In first case, 
different rules are applied considering the tightness of the 
tolerance band. Inspection time-cost and available 
technologies (sensor type) were considered. In the case of  
 

form tolerances, an additional analysis is needed 
depending on the lot size to be inspected. If the lot size is 
large, a detailed inspection of an initial part should be 
performed, so that a sampling strategy can be defined that 
provides an acceptable balance between measurement 
economy and accuracy of the result. At the lowest level 
of decision, the best distribution and a suitable form value 
are achieved.  
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Abstract. In steps of the production chain of carbide inserts, such as 
unloading or packaging, the conformity test of the insert type is done 
manually, which causes a statistic increase of errors due to 
monotony and fatigue of the worker and the wide variety of the 
insert types. A machine vision system is introduced that captures 
digital frames of the inserts in the production line, analyses inspects 
automatically and measures four quality features: coating colour, 
edge radius, plate shape and chip-former geometry. This new 
method has been tested on several inserts of different types and has 
shown that the prevalent insert types can be inspected and robustly 
classified in real production environment and therefore improves the 
manufacturing automation. 

Keywords: metrology, optical measurement, industrial image 
processing, part recognition, automation 

1. Introduction  

The product spectrum of cutting material manufacturers 
consists of a large variety of insert geometries, which 
only differ by small details such as coating colour, edge 
radius, plate shape and chip-former geometry. An 
example carbide insert and its four remarkable features 
are shown in Figure 1. 

 
Fig. 1. A carbide insert and its four features. 

To satisfy the quality requirements of the customers, 
there are several measurement and testing tasks in the life 
cycle of carbide inserts. However, in some production 
steps, the conformity test regarding the plate type is done 
manually. It causes a statistic increase of errors, which 

depending on the sorting or inspection tasks could be 5 to 
35 percent [1, 2]. 

For example, due to the extensive preparations and 
the long processing times, different production lots of 
inserts are combined for an economic and reliable 
coating. Currently manual insert tests are used for the 
unloading of the coating machine. It is cost-intensive and 
involves a risk of interchanging for the subsequent 
packaging. 

Generally a carbide insert type with a false edge 
radius causes dimension fault by machining, an 
inappropriate chip shape is formed by using a false chip-
former geometry and an incorrect or erroneous coating 
leads to increased tool wear. Thus, this series process is 
negatively affected and it causes unnecessary costs. 

Therefore, the main objective of this research project 
is to develop a machine vision system for inspection of 
coating colour, measurement of the insert edge radius as 
well as classification of the plate shape and chip-former 
geometry. This prototype should realise a fast, robust and 
automated measurement and inspection of carbide insert 
in the production line. 

2. Machine vision system  

The following section presents the development of the 
hardware system as well as the implementation of the 
image processing for the carbide insert inspection. 

2.1 Hardware system 

The developed prototype consists of the following 
hardware modules: illumination unit, camera/optic-
system and mechanical system. 

The illumination has a decisive influence on the 
image quality of the test inserts and is important for the 
performance of a machine vision inspection. To record all 
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the necessary information for the different measurement 
and classification tasks, the illumination concept of the 
insert inspection system employs a combination of three 
different lighting types (Figure 2). The diffuse LED ring 
light as bright-field illumination provides a homogeneous 
illumination of the entire insert without disturbing 
reflections on the surface, which is a prerequisite for a 
classification of the coating colour. By means of an LED 
ring light as dark-field illumination, a significant 
highlighting of chip-former geometry is enabled. The use 
of an LED-based transmitted light illumination ensures a 
clear outer contour of the insert.  

 
Fig. 2. Illumination unit developed at WZL. 

For this project, a colour camera with a 1/2“ CCD chip 
and a resolution of 1280 x 960 pixels is selected, which 
provides an enough area of the field of view (31 mm x 24 
mm) and a fine pixel resolution (22.7 μm). 

To get more space for components of further possible 
automation and to reach a sufficient depth of field, a 
working distance up to 400 mm is selected for this 
machine vision system of insert inspection.  

Corresponding to this working distance, a zoom lens 
with an adjustable focal length of 17.5 mm to 105 mm 
and an aperture setting of 1.8 to 16 is used in this 
prototype, which allows a flexible image acquisition for 
the insert inspection.  

The necessary depth of field is set to 2 mm for the 
insert inspection, with which from the thinnest to the 
thickest insert of the representative sets can be pictured 
sharply.  

 
Fig. 3. Machine vision prototype for insert inspection. 

To simulate an inline inspection of carbide inserts in the 
production line, a practically relevant mechanical system 
is designed and implemented (Figure 3). The inserts are 
fed to the view field of the fixed mounted camera/optic-
system by a motorized rotating disc, in which six 

plexiglass windows are embedded. In this way the 
supplied insert can be grabbed with both reflected and 
transmitted light. A reflexion light sensor, which is 
associated with the rotating disc, is also integrated in the 
prototype as an external trigger for the camera. 

2.2 Image processing  

The basic image processing tasks are the following: 
image acquisition, segmentation, inspection of coating 
colour, measurement of the edge radius and classification 
of plate shape and chip-former geometry. In the 
following, the goal of each task and the necessary image 
processing steps are described in detail. 
  
2.2.1 Image acquisition 
The image of a carbide insert is acquired with all the 
three illuminations: bright-field, dark-field and 
transmitted light (Figure 2). The camera and the insert 
handling system are synchronised by the trigger. As the 
insert comes into the camera view field, the trigger sends 
an impulse to the camera and releases image acquisition. 
As a result, a well focused insert image is provided. The 
background of the image is illuminated homogenously, 
which is helpful for the subsequent insert segmentation. 

 
2.2.2 Segmentation 
After the digital frame capture, the insert is separated 
from the image background. Since the closed outer 
boundary of carbide insert represents sharp 
discontinuities in the image, an edge based segmentation 
method is used. After the edge detection, the outer 
contour of the insert, corresponding to the boundary of 
the largest connected region, can be robustly identified 
and extracted. 

 
2.2.3 Inspection of coating colour 
For extraction of features that represent the colour 
information a circular region of interest (ROI) is defined, 
which is automatically placed on a plateau that covers 
only the coating colour and contains no chip-former 
geometry. 

Preliminary studies show that the HSV colour model 
(hue, saturation and value) is suitable for a clear 
separation of the four prevalent coating colours (gold, 
silver, copper and black). For extraction of the colour 
feature vector, the RGB image delivered by the colour 
camera is converted in the HSV colour space. The 
averages of these three HSV colour values within the 
above defined ROI are calculated as a feature vector.  

Due to its quick and easy expandability for further 
colour classes, the nearest neighbour classifier is selected 
for the classification of the insert coating colour [3]. 

 
2.2.4 Measurement of edge radius 
For measuring the radius an auxiliary arc is drawn which 
is concentric to the edge radius of the insert. From the 
auxiliary arc a line search method arranges radially 
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extending search lines equidistantly to find the insert edge 
points (Figure 4, left). 

The edge points, namely the intersection points of 
search lines with the insert edge, are located by analysing 
the gray-value profile of the edge. The gray-value profile 
of an insert edge is represented by six pixels (Figure 4, 
right). The gray-value profile between these sampling 
points is approximated by an interpolation using a 
polynomial of 5th degree, whose median inflexion point 
describes the location of the edge point effectively. Since 
the inflexion point lies usually between two pixels, the 
edge points are determined in subpixel accuracy. 

 
Fig. 4. Algorithmic of edge radius measurement. 

All the edge points found by the line search method are 
fitted with a circular arc by applying the least squares 
method [4]. The radius of the fitted arc corresponds to the 
desired edge radius of the insert.  

The calculated edge in pixel is converted by the 
calibration factor of the used camera/optic-system to the 
standard metric unit. By performing the camera 
calibration and compensation of optical distortion with 
the method of Zhang [5], the calibration factor of the 
machine vision prototype is determined with a master 
insert, whose edge radius is measured by a contour graph 
as reference. 

 
2.2.5 Classification of insert geometry 
For the classification of present plate shape and chip- 
former geometry of the carbide insert, an approach is 
developed on the basis of the SIFT (scale-invariant 
feature transform) method [6]. 

The SIFT method is computation-efficient, invariant 
to scale and rotation variety and relatively robust to 
illumination and viewpoint changes [7]. Because of these 
characteristics the SIFT method can be employed in the 
insert inspection system for a real-world application, by 
which insert images captured from production line appear 
enlarged, contracted and rotated.  

There are three main considerations to use SIFT 
method in this application. After some key points in 
position and scale of the image are localized, a feature 
vector is formed from a particular local image region 
around each key point, which builds a distinctive and 
concise description of this key point. Based on these 
detected key points and extracted feature descriptors, the 
test insert is identified with an object matching method. 

In order to reduce the computation complexity, based 
on the fact that the chip-former geometry of inserts is 

ordered axially symmetrical, its feature is measured only 
with a quarter of the insert image (Figure 5, left). 

Key point detection 
In order to create feature vectors, which describe the 
input insert scale invariant, the key point detection is 
completed in the scale space, which represents 
simultaneously all the possible scales of the image 
structure according to the scale space theory [6]. 

The scale space of the input image of the carbide 
insert is defined as a function produced from the 
convolution of a Gaussian with various scales. 

Key locations are defined as local maxima and 
minima of the result of difference of Gaussians function 
applied in scale space (Figure 5). Each confirmed key 
point is used to generate a feature vector that describes 
the local image region. 

 
Fig. 5. Key point detection of the SIFT method. 

Feature descriptor 
The feature descriptor of a key point is created in a 
neighbourhood region around the key point location. The 
gradient magnitude and orientation at each image sample 
point in this region is computed (Figure 6, left).  

Before descriptor conformation, to each key point a 
consistent orientation based on local image properties is 
assigned. The gradient orientation at each pixel is rotated 
relative to this key point orientation and therefore the 
SIFT method achieves invariance to image rotation [6].  

An orientation histogram, which has eight directions, 
is created by summarizing the samples over each 4x4 
subregion (Figure 6, middle). These added samples are 
weighted by a Gaussian window, indicated by the 
overlaid circle. 

The descriptor is formed from a vector containing the 
values of all the orientation histogram entries, 
corresponding to the lengths of the arrows in the middle 
of Figure 6. In this way a SIFT feature vector is generated 
and assigned to each key point.  

An insert quarter with all detected key points and the 
corresponding feature descriptors is visualised on the 
right side of Figure 6. 

Matching 
The classification of plate shape and chip-former 
geometry is performed by matching each key point 
independently to the database extracted from training 
images. For this matching the Euclidean distance between 
corresponding feature vectors is calculated. By 
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thresholding or applying the nearest neighbour distance 
ratio method (NNDR) to this distance the best candidate 
match for each key point is identified [6]. 

 
Fig. 6. Feature descriptor of the SIFT method. 

3. Experimental results 

3.1 Test results 

We evaluate the inspection method on real carbide 
inserts, which have different geometries from different 
manufacturers. An example test set is given in Figure 7. 

 
Fig. 7. A test set of carbide inserts. 

The result for the inspection of the coating colour is that 
all the inserts are assigned to the correct colours. So that 
there is a classification rate of 100% for the used samples. 
A detection performance for the classification of the plate 
form and the chip-former geometry can be estimated from 
a sample of 336 real tests at a height of above 92%. 

3.2 Measurement uncertainty 

The uncertainty of the edge radius measurement on the 
calibrated machine vision system is also evaluated. 

Based on the German guideline VDA 5 [8], the 
inspection equipment applicability of this machine vision 
system is validated, by which the smallest testable 
tolerance of the edge radius is calculated to be 0.18 mm. 
According to the standard ISO 6987 the nominal size of 
the edge radius has a tolerance of 0.2 mm. Thus, the 
developed machine vision system can be classified after 
the VDA 5 as suitable for edge radius measurement. 

3.3 Performance evaluation 

In this project, we also develop a software tool, similar to 
the method proposed in [7], which quantitatively analyses 
the performance of the methods that compute the local 
feature descriptors for inserts observed under different 
viewing conditions.  

Our experiments show, as concluded similarly in [7], 
that the SIFT descriptor is more distinctive than other 
local feature descriptors and therefore appropriate to 
characterize the carbide inserts for classification of the 
plate shape and chip-former geometry.  

For example, in Figure 8 it is to observe that the SIFT 
descriptor performs better than a moment-based local 
feature descriptor [7], because the SIFT descriptor gives a 
higher recall for any precision. It means that more 
detected key points are correctly matched and 
furthermore the local image regions of the test insert are 
described more distinctively. As shown in Figure 8, using 
of different matching strategies, thresholding or NNDR, 
has also an important influence on the classification 
result. 

 

Fig. 8. Performance evaluation of local descriptors. 

4. Summary 

This paper describes the development of a machine vision 
system for an automated inline inspection in carbide 
insert production. The requirements and solutions of the 
hardware and software components are represented. Test 
results on real inserts show that the proposed system can 
achieve robust performance for inline insert inspection. 
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Abstract. Fits of flat surfaces is one of the most popular ways for 
parts assembly. In order to take the flatness into account during the 
assembly tolerance analysis process, a virtual mating plane (VMP) is 
established. With micro-motion plane, a mathematical definition of 
the VMP using three various parameters to describe its 
characteristics is presented. Based on the VMP, the flatness could be 
decomposed into translation and rotation of the part to assemble in 
the following step under the reference coordinate system (RCS). The 
translation is defined by the flatness tolerance and the rotation by the 
flatness tolerance and the mating plane size. Then the global 
coordinate system (GCS) of the assembly is established, the rotation 
matrix (RM) is used to represent the parts’ position. And a vectorial 
dimension chain is constructed to finish the assembly tolerance 
analysis. Finally, an aircraft wing sub-assembly is chosen to validate 
the methodology. 

Keywords: Virtual Mating Plane(VMP); Micro-motion Plane 
(MIMP); Flatness; Tolerance Model 

1. Introduction 

Assembly tolerance analysis is a quite important and 
efficient way to validate the rationality of the tolerance 
design, prevent product quality problems and improve the 
product assembly accuracy. It has become a hit among 
researchers worldwide and it has given birth to large 
fruits too.  

Skowronski[1] presented Monte Carlo simulation for 
tolerance analysis. Bjorke[2] and Shui_Shun Lin[3] 
established a tolerance analysis model based on beta 
distribution. Jeffrey G. Dabling[8] carried out research on 
three dimensional assembly kinematics tolerance analysis 
incorporating geometrical variation. Elisha Sack and 
Min-Ho Kyung[4]-[6] proposed a kinematics tolerance 
analysis algorithm with parameters for mechanical 
systems of high kinematics pairs. These researchers solve 
the problems in their particular situation. But they merely 
deal with dimension tolerance. B. K. A. Ngoi[9]  presented 
a “catena” method for assembly tolerance stack analysis 
including geometrical tolerance, but he did not take the 
rotation effect of the flatness into consideration. 

The location and form tolerance can not be ignored 
because of its effects on product accuracy, especially for 
the complex product such as aircraft which has higher 
quality requirement. So the virtual mating plane (VMP) is 
established to decompose the flatness of the fitting plane. 
The translation and deflection of the flatness can be 
mapped to the dimension chain to finish the tolerance 
analysis of the plane-fit assembly.  

2. The Virtual Mating Plane 

It is obviously that the two mating planes would totally 
contact if they are flattening enough. However, if one of 
them is not flattening enough or both are not, the real 
fitting of the two planes would be point-to-plane or pont-
to-point. A fitting plane that pass through these contact 
points can be established to finish the assembly. And the 
plane is defined as the virtual mating plane (VMP). 
Figure 1 shows the two fitting planes with virtual mating 
plane. 

 
Fig. 1. Plane fits including flatness 

According to the ASME tolerance standard specification, 
the tolerance zone is the intermediate zone defined by 
two parallel planes with special distance. Its position and 
direction can both vary. Figure 2 shows us the flatness 
tolerance zone. Absolutely, the deformation of the real 
surface would not exceed the tolerance zone. And the 
upper plane of the tolerance zone is the extreme position 
of the virtual mating plane. Therefore, the position and 
direction of the virtual mating plane can be obtained via 
the flatness tolerance zone. 
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Fig. 2. The flatness tolerance zone and the VMP 

The variation between the virtual mating plane and the 
idea plane is always quite minor in the real assmbly 
process. So the micro-motion plane with three parameters 
is introduced to difine the virtual mating plane in a 
mathematical way. The VMP’s position and direction can 
be obtained by calculating these parameters. 

2.1 The Micro-motion Plane 

In order to define the micro-motion plane (MIMP), the 
reference coordinate system (RCS) is established firstly. 
The Z  axis is always along the normal direction of the 
micro-motion plane but not parallel to it. Generally, a 
plane has two degrees of freedom (DOF) in rotation and 
one in translation. By restricting the three DOFs, the 
position of the MIMP in the RCS is confirmed. So the 
MIMP can be defined by three independent parameters. 
The three parameters which defines the MIMP in Fig. 3 
are: 

Zd , the intercept of the MIMP in the RCS; 
Xθ ,the included angle of the MIMP to the X  axis of 

the RCS; 
Yθ ,the included angle of the MIMP to the Y  axis of 

the RCS. 
The tilt angle and intercept of the plane in Fig. 3 all 

have positive value. The MIMP can be expressed by Eq. 
(1). ( , , )X Y Z stands for any point in the reference 
coordinate system. 

tan tanX Y ZZ X Y dθ θ= + +                   (1) 

 

 
Fig. 3. The parameters of MIMP 

2.2 The Reference Coordinate System(RCS) 

It is the basis to establish a proper reference coordinate 
system for mathematical representation of the virtual 
mating plane. In the coordinate system, the variation  of 
the virtual mating plane can be totally described. The 
flatness is the variation of the substrate’s profile height to 
the idea plane. It describes the smoothness of the part’s  
real surface.  

TF

 
Fig. 4. The reference coordinate system 

So, the reference coordinate system should lay on the idea 
plane of the part’s real surface. The XY  plane is 
generally coincident to the idea plane, the Z axis is 
parallel to the normal direction and the original point can 
be any point on the idea plane. Figure 4 shows the 
reference coordinate system. 

2.3 Parameters of The VMP 

Figure 5a shows a solid part and its dimensional tolerance 
is ST . The dimensional tolerance represents the location 
variation range of the part’s upper surface. Figure 5c 
shows the front view of the part’s flatness tolerance zone 
and its extreme position. According to the front view, the 
idea plane of the upper plane is the diagonal plane of the 
flatness tolerance zone. 
 

 
Fig. 5. a) Solid part with dimensional tolerance; b) Top view  
of dimensional tolerance zone; c) Front view of dimensional 

tolerance zone. 

2.2.1 The Rotation Parameter 
According to Fig. 5, in order to calculate the maximum 
rotation angle maxXθ  and the minimum rotation angle 

minXθ , we need XL  which is the distance along the X  
axis between the two extreme points in the reference 
coordinate system. Similarly, for calculating maxYθ and 

minYθ , YL  is the distance along the Y  axis between the 
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two extreme points. As shown in Fig. 5b, XL  can be 
obtained by formula: 

max minXL X X= −                           (2) 
According to geometric computation, the minimum 

deflection angle can be obtained. 

1
min

min max

sin
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X
T

X X
θ −=

−
                     (3) 

In the same way, we can get the maximum deflection 
amgle. 

1
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−
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Therefore, the deflection angle of the virtual mating plane 
around axis Y can be determined. 

1 1

min max max min

sin sin
F F

X
T T

X X X X
θ− −≤ ≤

− −
        (5) 

Similarly, the deflection angle of the virtual mating plane 
around axis X can be determined. 

1 1

min max max min

sin sin
F F

Y
T T

Y Y Y Y
θ− −≤ ≤

− −
           (6) 

 
2.2.2 The Translation Parameter 
It is approximatelly true that cos 1Xθ =  because the 
deflection angle Xθ  of the virtual mating plane is quite 
small. So the intercept of the virtual mating plane on the 
Z axis can be obtained by the following formula. 

cos

F
Z F

X

T
d T

θ
= ≈                          (7) 

3. Assembly Tolerance Analysis Based On VMP 

Dimension chain is the most typical methodology for 
tolerance analysis. In this section, a vectorial dimension 
chain is established. The translation and rotation of the 
virtual mating plane in the reference coordinate system is 
mapped to the dimension chain. 

3.1 The Global Coordinate System 

The global coordinate system is a three-dimension 
coordinate system with a special point on the part as its 
origin. In the paper, it serves as a basis for the analysis 
and computation of assembly tolerance. 

As mentioned in the above sections, the virtual 
mating plane translates and rotates from the idea plane. 
This makes the position of the parts which are to 
assmeble in the next steps changing. That is to say, the 
tolerance accumulation direction would deflect. In order 
to describe the parts’ spatial position and the toleracne 
accumulation direction variation, the global coodinate 
system (GCS) is necessary. In the GCS, the composing 
loops of the vectorial dimension chain can be located. 

3.2 The Rotation Matrix 

The rotation matrix describes the space pose of the parts 
and the dimension chain loops in the assembly global 
coordinate system. The reference coordinate system is 
introduced because of the considering of the deflection of 
the parts caused by the flatness of fitting planes. The 
rotation matrix is made up of two portions: the rotation 
matrix PLRM  describing the deflection of the part in the 
reference coordinate system and the rotation matrix 

LGRM  describing the deflection of the reference 
coordinate system relative to the global coordinate 
system. The product matrix of PLRM  and LGRM  
represents the part’s space pose in the global coordinate 
system. 

PG PL LGRM RM RM=                    （8） 
 

Actually, the rotation of the plane fitting parts would 
affect the space position of parts assemble in the 
following steps. It is called the rotation accumulation 
which is shown in Fig. 6. And the reference coordinate 
system of each part can be determined and calculated 
before the tolerance analysis procedure. So the space pose 
of the parts can be determined by the following formula 
in the actual analysis process. 

1

i

PG LG PL

i
j

j
RMRM RM

=
= ∏                      (9) 

3.2 Mapping of The Flatness to The Dimension Chain 

As mentioned above, the flatness can be divided into 
translation movement and deflection movement. The 
translation movement can be treated as the composing 
loop of the dimension chain directly. It involves in the 
tolerance accumulation analysis. The deflection 
movement makes the following assembly parts 
deflecting, and the deflection angle is determined by the 
rotation matrix PGRM . A typical vectorial dimension 
chain is shown as Fig. 6. 

 
Fig. 6. The vectorial dimension chain 

The assembly tolerance analysis is carried out according 
to the following formula after the establishment of the 
vectorial dimension chain. 

0

n

i

i

A A∑

=

=∑                              (10) 
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4. Case Study 

Figure 7a shows an assembly drawing of a special aircraft 
wing. In the assmbly, part A and part B fit by two planes 
(plane A and plane B) which belong to separate part. And 
the relative position from point C to the base plane of part 
A must be guaranteed after the assmbly. The tolerance of 
the distance is about ±0.13 as designed in the engineering 
job. Because of the length along the axis Y is far larger 
than that along the axis X, the deflection angle Xθ  is far 
lager than Yθ  according to the deflection angle 
calculating formula. Therefore, only the deflection angle 
around the Y axis is taken into consideration in this case. 
Thus, the space vectorial dimension chain is converted to 
the vectorial dimension chain in the coordinate 
plane XOZ . Figure 7b shows the vectorial dimension 
chain based on the part dimensions. 
 

 
Fig. 7. Assembly case 

For tolerance analysis, it is necessary to establish the 
assembly’s global coordinate system g g g gO X Y Z  and the 
reference coordinate system r r r rO X Y Z  at the fitting plane 
of part A and part B. Obviously, the rotation angle of the 
reference coordinate system relative to the global 
coordinate system equals zero. The dimension loop 1A  
represents the translation motion when the flatness 
tolerance of plane A and plane B is decomposed. It serves 
as the composing dimension chain loop directly. The 
basic dimension of the loop is zero, and the tolerance 
equals the flatness. Xθ  represents the deflection caused 
by the flatness. The deflection makes the 2A  loop 
deflecting. 

Thus, the rotation matrix of part B under the reference 
coordinate system is: 

[ ], ,PL X y z
TRM θ θ θ=  

And, 1 11 1
sin sin

300 300
Xθ− −− ≤ ≤ , 0yθ = , 0zθ = . 

 
The assembly tolerance analysis of this case is carried out 
using Monte Carlo simulation according to the vectorial 

dimension calculation method. The probability of the 
close loop (desired dimension) meets the design 
reqiurement is about 82.001% when taking the flatness of 
the fitting plane into consideration. It is much smaller 
than the probability (97.482%) that not taking the flatness 
into account. The analysis result approximately agrees 
with the actual conditions. The assembly accuracy can 
not be enssured preferably and force assembly is 
frequently needed because the flatness of the fit planes 
was not taken into consideration during the design 
procedure. As a result, the tolerance should be reassigned 
to reduce the tolerance of some special part. 

5. Conclusion 

In order to meet the increasing accuracy requirement, we 
have to take the location and geometrical form tolerance 
into account. The flatness is divided into translation 
movement and deflection movement of the fitting part 
using the virtual mating plane (VMP). The translation and 
deflection are mapped to the vectorial dimension chain. It 
makes the coupling analysis between flatness and 
dimension tolerance becoming reality. The analisys result 
demonstrates the feasibility of the methodology. 
Meanwhile, determining the position of the assmbly parts 
in the three dimensional space and establishing the 
vectorial dimension chain for tolerance analysis provides 
some experience to the disposal of other types of location 
and geometrical form tolerance. 
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Abstract: Inspection of aerospace components has always been a 
challenge. Lock-in thermography is an active technique which is 
popularly being used for the nondestructive evaluation of subsurface 
defects in composite materials such as carbon-fiber-reinforced-
polymer (CFRP) in aircraft structures. CFRP-foam layered structure 
composite is often used for anti-heat and adiabatic material in 
aerospace components. In this paper, a finite element analysis (FEA) 
of 3D heat conduction is developed in order to investigate the 
behavior of thermal waves in the CFRP-foam layered structure 
plates with finite thickness under convective and radiate conditions. 
The FEA simulation is then utilized to predict the magnitude and 
phase differences produced by CFRP face-sheet subsurface defects 
to obtain the optimum inspection parameters. The simulation results 
are compared with the experimental data. The use of optimum 
inspection parameters of lock-in thermography to detect PVC 
modeling defects of CFRP-foam layered structure is also presented 
in this paper.   

Keywords: thermal analysis, FEA, Layered structures, non-
destructive testing.Introduction 
 

1. Introduction 

Infrared thermography has been successfully used as an 
NDT&E technique in many applications. Contrary to 
passive thermography, in which the objects or features of 
interest present naturally a thermal contrast with respect 
to the rest of the scene; the active thermography requires 
an external source of energy to induce a temperature 
difference between defective and non-defective areas in 
the specimen under examination [1]. In recent years, 
composite materials became the quickest developed 
materials for special uses in aerospace and military 
constructions. The increasingly wider use of these 
materials is caused by their properties and technologies 
used for their manufacture. The CFRP-Foam Layered 
structure, composed of a foam layer between two multi-
layer CFRP face-sheets, is very common on aerospace 
parts, and it is used for anti-heat and adiabatic 

components of structures in the extreme working 
conditions. The typical defects of CFRP-foam layered 
composites are delimitations and lack of adhesives. These 
defects can come into play both in manufacturing 
processing of materials as well as during in-service use of 
components. The distinct characteristic of the aerospace 
industry is the importance of inspection during the 
various stages of fabrication. There is a parallel 
increasing need for a fast, reliable and economical 
nondestructive testing and evaluation technique which is 
where Infrared thermography becomes of greater interest 
as a diagnostic method for detection of defects in 
composite materials [2]. The thermographic techniques 
has been researched to apply to the inspection of 
subsurface defects in some composites materials, such as 
GLARE, CFRP, honeycomb and some hybrid 
composites. The pulse thermography or transient 
thermography methods are always applied for NDT of 
composite materials [3-7]. Numerical modeling of 
composite subsurface defect by pulse thermography has 
been used to investigate the defect information with 
specific material configuration [8]. The methodology of 
pulse phase thermography (PPT) and the associated 
signal analysis are often used to find subsurface defects 
[9]. Many defect detection methods have been studied for 
defect classification, such as neural network, fuzzy 
analysis, and so on [10].  

Lock-in thermography utilizes an infrared camera to 
detect the surface temperature of a thermal wave 
propagating into the material and then produces a thermal 
image, which displays the local variation of thermal wave 
in phase or magnitude [11-13]. In the Lock-in 
thermography image, there are differences in amplitude 
and phase between defective areas and non-defective 
ones. Hence, lock-in thermography is used to inspect 
subsurface defects.  The thermal wave is very sensitive to 
the interface between two materials so it is a suitable for 
the detecting the subsurface defects, determining 
materials properties and measuring the thickness of 
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coatings [14]. Some experiments has been carried on the 
inspection of the subsurface defects of composite 
materials by lock-in thermography, and the experimental 
results showed that lock-in thermography is easy and fast 
operation method for CFRP subsurface defect under 4mm 
depths [15,16].  The modulated frequency and analysis 
time are important factors for inspection subsurface 
defects of composites materials, (CFRP or hybrid 
composites) by using lock-in thermography. In order to 
obtain the best inspection result, it is important that the 
optimum inspection parameters, which can lead to 
maximum differences between defective area and non-
defective ones for given kinds of subsurface defect are 
used.  

This paper presents a theoretical and simulation 
analysis and experimental investigation of lock-in 
thermographic inspection of CFRP-Foam Layered 
structure composites. The finite element model for lock-
in thermographic evaluation of plates with finite 
thickness under convective and radiate conditions is used 
to analyze the behavior of thermal waves in CFRP-foam 
layered composites in which defects have been implanted 
and to obtain the optional inspection parameters. 
Experiments to verify the simulation results of phase 
differences between defective areas and non-defective 
ones and determine the detectivity of lock-in 
thermographic inspection of CFRP-foam layered 
composite were performed. From the FEM simulation 
analysis and experimental investigation, the factors 
affecting the detectivity are discussed.           

2. FEM models 

An opaque and three-dimensional plate is considered, the 
plate is surrounded by air. The front surface of plate is 
subjected to plane harmonic heat which is sinusoidal law 
time-variation. The distributed heat flux of heat source is 
given as following: 

max
0 ( ) (1 cos(2 ))

2 e
qq t f tπ= −                          (1) 

where q0 (t) is the heat flux density, qmax is the 
maximum of heat flux density, fe is the modulated 
frequency of external excitation heat flux and t is the 
time. 

The object tested is treated as the solid, and it is 
analyzed in the system of Cartesian co-ordinates. In the 
theoretical model, a sample consists of three layers and 
two different characteristic defects.  Defect1 is air and the 
defect2 is the PVC implanted in the interface between 
CFRP and foam, whereas all these elements have shapes 
of parallelepipeds (Fig. 1). 

The transient process of the thermal conduction in the 
object defines areas in the three-dimensional system of 
Cartesian co-ordinates which can be described with 
following  system of equations: 
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where kix, kiy, and kiz are the thermal conductivity of 
the ith layer material on the direction of X, Y, and Z 
(w/Kg·m); ρix, ρiy, and ρiz are the density of the ith layer 
material on the direction of X, Y, and Z (Kg/m3) and cix, 
ciy, and ciz are the special heat of the ith layer material 
density on the direction of X, Y, and Z (J/Kg·℃).  

In order to solve this model, the initial conditions, 
boundary conditions and coherence conditions are 
required, and these conditions are described by following 
equations. 

Initial condition: 

amTtZYXT == )0,,,(                       (3) 

where Tam is the ambient temperature. 
In order to simplify the model solution, the CFRP 
materials and foam materials are assumed to 
homogeneous, and the heat flux diffusions in the 
direction of X and Y are neglected due to the area per 
layer being greater than the thickness on the boundary 
surface. Hence, the boundary conditions are divided into 
the front surface, the rear surface and adiabatic surface. 

 
Boundary condition for the front surface: 
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Boundary condition for the rear surface: 

Fig. 1. The 3D scheme of sample with defects 
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Adiabatic condition for other surface: 
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where htop is the heat exchange coefficient of the front 
surface (J/m2 · °C), hbottom is the heat exchange coefficient 
of the rear surface (J/m2 · °C), Lx, Ly and Lz are the 
specimen dimensions. 

To the interface per layer of material, the coherence 
conditions of temperature and heat flux are given as 
following equations. 
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Equations (2) to (11) describe the temperature 
distribution of CFRP-foam layered with harmonic 
sinusoidal law heat flux stimulated, and the model 
describes what the thermal stimulus should be to heat a 
sample as well as an estimate of what inspection 
parameters can be used to detect the defects in given 
materials, and how factors affect the defect detectivity as 
well as what material thickness may be successfully 
tested. 

Lock in thermography detectivity is evaluated by 
calculating amplitude and phase difference (the difference 
between defective area and phase of non-defective area) 
using: 

 defect nondefectA A AΔ = −                                (12) 

defect nondefectPh Ph PhΔ = −                              (13) 

 

where ΔA is the amplitude difference of temporal 
variation, Adefect is the amplitude value of the defective 
area, Anondefect is the amplitude value of the non-defective 
area, ΔPh is the phase difference between the defective 
area and the non-defective area, Phdefect is the phase value 
of the defective area and Phnondefect is the phase value of 
the non-defective area. 

The 3D heat conduction model is solved by appling 
commercial FEM software MSC-Marc, and the solution 
method is implicit integration. The CFRP-foam layered 
structure composite specimen is a plate which is 
200mm×200mm×54mm (CFRP thickness is 2mm ) with 
two defects that are 40mm×40mm×0.1mm.  The FEM 
meshing includes 14784 elements and the MSC-Marc 
Hex8 hexahedron heat transfer 3D solid element was used 
to model the specimen as a 3D object (in Fig. 2). The 
resolution chart program of MSC-Marc is shown in 
Fig. 3. 

 

a) FEM meshing of the structure 

PVC 
Air  

b) FEM meshing of internal defect 

Fig. 2. FEM grid meshing of simulation   
 

Fig. 3. The resolution chart program of MSC-Marc  
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3. Experimental procedure 

3.1 Specimen  

The specimens used in the work are CFRP-foam layered 
structure composites with PVC implanted in the interface 
between CFRP sheets face and the foam which is used to 
model the lack of adhesives defects. The CFRP sheets 
face thickness of each specimen is 2 mm, and specimens 
are shown in Fig. 4. 

 
 

Fig. 4. Test specimens  

3.2 Experimental set up 

The schematic diagram and experimental set up is shown 
in Fig. 5. Two lamps are used to apply an external 
excitation heating source. A signal source generates the 
sine-wave type signal which is used to control the power 
amplifier to make the light heat flux change according to 
harmonic sine-wave signals. 

The analysis material properties used in the model are 
given in Table 1. The boundary heat exchanged 
coefficient and the initial temperature used in model are 
listed in Table 2, and the simulation and experimental 
parameters are listed in Table 3 and Table 4. 

 
Table 1. Thermal properties of materials [17] 

Material 
Heat 

conductivity 
(W/m·°C) 

Special heat 
(J/Kg·°C) 

Density 
(Kg/m3) 

CFRP 0.8 1200 1580 

Air  0.07 1007 1.1774 

PVC 0.14 1300 1000 

Foam 0.033 1200 140 

Table 2. Boundary and initial conditions parameters 

htop(W/m2K) hbottom(W/m2K) Tam(K) 

12.2 11.8 300 
 

Table 3. Simulation and experimental parameters  

Modulated frequency  fe 

(Hz) 
0.030 0.042 0.085 

Sample analysis periodic 

numbers Pe  
1 2 3 

Heated source power P(W) 2000 
 

Table 4. Simulation Parameters 
Modulated frequency  fe 

(Hz) 
0.030 0.042 0.085 

Sample analysis periodic 

numbers Pe  
3 

Heated source power P(W) 1000 2000 

4. Results and discussion 

4.1 4.1 Simulation results 

The amplitude image and phase image of the simulation 
can illustrate the modeling defects shape for given 
analysis periodic numbers and different modulated 
frequencies from Fig. 6.     

For given heated source power, Fig. 7 shows the 
amplitude difference and phase difference between the 
central point of a defective area and a non-defective area 
according to the modulated frequencies and analysis 
periodic numbers by FEM simulation. From this figure, it 
can be observed that amplitude and phase differences are 
not similar for different kinds of defect. For the air defect 
of CFRP-foam layered composite, maximum amplitude 
and phase difference can be obtained by using little 
modulated frequency fe and more analysis periodic 
numbers Pe. And for the PVC modeling defect of CFRP-
foam layered composite, the inspection parameter of 
modulated frequency and analysis periodic numbers Pe 
should be selected as optimum to obtain the maximum 
phase difference. In the simulation, the modulated 
frequency fe=0.042Hz and analysis periodic numbers 
Pe=2 should be selected as the optimum inspection 

Fig. 5. The schematic diagram and experimental set up 
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parameters for the PVC model defect of CFRP-foam 
layered composite. 

 

Amplitude Phase image

Amplitude Phase image

Amplitude Phase image

a) fe=0.03Hz 

b) fe=0.042Hz 

c) fe=0.085Hz 
Fig. 6. Amplitude and phase distribution of  

For given analysis periodic numbers, the amplitude and 
phase difference between central point of defective area 
and non-defective area according to heated source power 
and modulated frequencies are plotted in Fig. 8. It can be 
found, the amplitude and phase difference are increased 
when the heated source power was increased at given 
modulated frequency. 

 
Fig. 7. Simulation results of amplitude and phase deference   

 
Fig. 8. The effect on amplitude and phase deference by heated 

source power 

4.2 Experimental results 

Fig. 9 shows the D1 CFRP-foam layered composite 
experimental results of amplitude and phase image 
according to modulated frequencies and analysis periodic 
numbers for a given heated source power P=2KW. From 
the figure, the PVC modeling defect shape and location 
can be easily distinguished from phase image at 
modulated frequency fe=0.03Hz and fe=0.042Hz, 
especially, the image contrast is higher in the phase image 
compared with amplitude image. The PVC modeling 
defect is almost not identified by amplitude and phase 
image at modulated frequency fe=0.087Hz for all given 
analysis periodic numbers. 

The materials properties, stimulation heat flux, 
boundary condition and surface emissivity are reference 
values in FEM simulations, so the phase difference of 
simulation should be revised by given following 
equation.  

 r M S E BPh K K K K PhΔ = ⋅ ⋅ ⋅ ⋅Δ                 (14) 

where ΔPhr is the revision phase difference, KM is the 
material property coefficient, KS is the stimulation heat 
flux coefficient, KB is the boundary condition coefficient 
and KE is the surface emissivity coefficient. 

The revision phase difference of FEM simulation for 
PVC modeling defect is shown in Fig. 10, and the phase 
difference for D1 specimen experimental results is shown 
in Fig. 11. From Fig. 10 and Fig. 11, the revision phase 
difference surface shape is similar to the phase difference 
surface of the experimental results, and the optimum 
inspection parameters are obtained such that the 
modulated frequency fe is selected as fe=0.042Hz, and 
analysis periodic numbers Pe is selected as Pe=2, which 
is used to detect the PVC kind of defect for CFRP-foam 
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layered composite in lock-in thermography. The FEM 
simulation provides an effective method to obtain the 
optimum inspection parameters by using lock-in 
thermography and avoids the much more experiments to 
find the optimum inspection parameters in lock-in 
thermography.  

 

 
 

Fig. 10. Revision phase difference of simulation results  
 

 
Fig. 11. Phase difference of experimental results  

 

 

Fig. 12. Experimental results of D2 specimen  

Fig.12 (a) shows the defects detection result of CFRP-
foam layered composite D2 specimen under conditions of 
the optimal detection parameters (modulated frequency 
fe=0.042Hz, analysis periodic numbers Pe=2, and heated 
source power P=2KW) by using lock-in thermography, 
Fig.12 (b) shows the optical image of D2 specimen and 
the PVC modeling defects distribution. It can be found 
from the figure 12 that the smallest size PVC defect is 
active to identify the shape and location in the image 
under given inspection parameters. Lock-in thermography 
is an active technique which is used for CFRP-foam 
layered composite nondestructive evaluation. 
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Fig. 9. Experimental results of D1 CFRP-foam 



Inspection of defects in CFRP-Foam Layered structure composite plates of aerospace materials      353 

5. Conclusion 

In this paper, a finite element model (FEM) of 3D heat 
conduction is developed to investigate the behavior of 
thermal waves in CFRP-foam layered structure plates 
with finite thickness under convective and radiated 
conditions. The FEM simulation is utilized to predict the 
amplitude and phase differences produced by CFRP 
sheet-face subsurface defects, which is air and PVC 
modeling defect. For given CFRP thickness which is 
2mm, the optimum inspection parameter is obtained by 
amplitude and phase difference of the imulation results. 
The modulated frequency selected should be a small 
value, and the analysis periodic numbers should be 
selected of greater value for air kinds of defect by using 
lock-in thermography. For PVC kinds of defect, the 
simulation results are similar to the experimental results, 
the optimum inspection parameters are selected such that 
the modulated frequency should be selected from 0.04Hz 
to 0.05Hz, and the analysis periodic numbers is 2 periods 
for the CFRP sheets face thickness 2mm by using lock-in 
thermography. The optimum inspection parameters of 
lock-in thermography are used to detect PVC modeling 
defects of CFRP-foam layered structure, the small size 
defects shape and location are satisfied to be identified 
under conditions of given optimum inspection parameters 
by using lock-in thermography. IR Lock in thermography 
is an effective technique for CFRP-foam layered 
composite nondestructive testing and evaluation. 
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Abstract. The process of radial-axial-ring rolling is a hot forming 
process that produces rings with high mechanical load capacity. 
Rings produced using this mechanism are especially deployed as 
wheel rims for trains, reactor vessels of nuclear power plants, 
flanges and highly stressed bearing rings, which are used in wind 
turbines, and have a diameter ranging from 0.1 up to 9 meters. 
Nowadays, the control uses input data from mechanical- or laser-
sensors. For example, the thickness of the rings is measured by the 
distance between the main roll and the mandrel. The common 
property of sensors used in conventional controls is the ability to 
deliver one value per time unit. Therefore, the conventional control 
cannot detect most of process errors or unintended deformations of 
the ring. With the research project Image processing in radial-axial 
ring rolling the Chair of Production Systems develops a solution to 
expand the conventional control with an image processing system, 
as it is utilized in other manufacturing processes, in order to obtain 
additional information about the geometry of the rings and about 
process behaviour to detect processing irregularities immediately 
they occur. 

Keywords: Radial-Axial Rolling of Rings, Image Processing, 
Manufacturing Control, Metrology and Measurement 

1. Introduction 

1.1 Radial-Axial Ring Rolling 

The process of radial-axial-ring rolling is a hot forming 
process, used for producing seamless rolled rings. 
Rings produced by rolling have a high mechanical load 
capacity and are typically used as bearing rings, wheel 
rims for trains, rocket flanges, gearing components for 
wind turbines and reactor vessels in nuclear power plants. 
The dimension of these rings reaches diameters up to 9 
m, heights up to 2.80 m and weightings up to 60 t (1). 
The profile of such rings varies from standard squared 
profiles to complex internal and/or external profiles, 
which are required for example for turbine components. 

Typically workpieces have a temperature of around 
1200°C at the beginning of the process. Depending on the 
process strategy, the properties of the ring-rolling 

machine, the  material of the ring, and some other factors, 
the temperature varies during the process (1). Figure 1 
shows the typical layout of modern radial-axial ring 
rolling machines. It contains a stationary main roll and a 
mandrel, which is moved towards the main roll to reduce 
the ring’s thickness. On the opposite side of the ring two 
axial rolls reduce the rings height. Because of the 
constancy of the volume of the material, the ring’s 
diameter grows into the direction of the axial rolls. Thus, 
the axial pass has to move backwards during the rolling 
process. Two centering rolls ensure rings remain correctly 
positioned in the radial-axis ring rolling machine. 

main roll
ring 

axial pass

 diameter gauge  mandrel 

 radial pass 

 centering roll axial roll 

Fig. 1. Principle of radial-axial ring rolling (2) 

1.2 Process Errors And Errors Of The Rings Shape 

Although ring rolling is a very old and established 
process, which evolved over 150 years, it is still in the 
focus of research over the last 40 years (3). The sustained  
research in this field is caused by the complexity of this 
process and the consequential difficulty to explain the 
reasons for process errors and unwanted workpiece 
deformations, which are often explained by  antedated 
process errors. An example of a typical process error is 
the fact that sometimes the ring begins to climb upwards 
in the radial pass during the process for often unknown 
reasons. Typical defects of form are non-circularity, 
dishing or conicity. 
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Process errors are often avoided by using well-known 
process strategies or are eliminated symptomatically. For 
example, the mandrel is pitched towards the main roll 
frequently to avoid the ring climbing, but in consequence 
the risk for other deformations (such as conicity and non-
circularity of the ring) grows (4). 

To enhance the economy of manufacture, the industry 
needs to produce near net-shaped rings (5). Therefore, 
research in the field of radial-axial ring rolling is, on the 
one hand, focused on upgrading the properties of the 
product, mostly by enhancing the repeat accuracy and 
steadiness of the process, and on the other hand, focussed 
on enhancing the properties of the radial-axial ring rolling 
machines (6). 

1.3 Process Control 

A proper rolling schedule is, in combination with a proper 
geometry of the blank, essential to achieve the intended 
geometry of the ring (7). The control of the process uses 
different inputs. Several data are used by the control of 
the machine. The information about the desired ring’s 
geometry after finishing the process and information 
about the geometry of the blank is uploaded to the 
control. The relation between those two geometries is 
described in a so called rolling-curve (fig. 2), which 
describes the relation between the radial and the axial roll 
closure rate over the whole process. Combined with 
several other data, for example a time plot of the roll-
force (6), this rolling schedule controls the process from 
its starting to the intended ring geometry. In summary, 
the process strategy for the rolling of rings is defined 
before the process actually starts. 

rollingcurve

pre-process
profile of the ring

Intended profile
of the ring

 

Fig. 2. Different rolling curves for different cross sections and 
different strategies 

Information about the rings’ geometry is nowadays 
measured during the process via mechanical or laser 
sensors. This data specifies the thickness of the ring, 
measured as the distance between mandrel and main roll, 
the height of the ring, measured as the distance between 
the two axial rolls, and the ring’s diameter, measured as 
the distance between the main roll and a diameter gauge 
on the opposite side of the ring. Several other sensors, 
such as pressure gauges and revolution counters complete 
the sensor system of modern ring rolling machines. 

1.4 The task at hand 

The common property of sensors used in conventional 
controls is the ability to deliver one value per time unit. 
Therefore, with the setup used and adjustment of the 
sensors, the conventional control cannot detect most  
process errors or unintended deformations of the ring. 

In figure 3, two of the typical problems are 
represented. Neither the rings non-circularity (a) nor the 
climbing of the ring (b) can be detected by actual sensor 
systems reliably. 

a b

 
Fig. 3. Typical non-detected problems during the process: non-
circularity (a)  and  climbing of the ring (b) 

Today, as mentioned before, most of the existing 
process errors are avoided by using well known process 
strategies, using constructional solutions that consider 
greater tolerances in the dimensioning of the final ring 
geometry or post-process correction of the ring’s form. 

 Indeed it would be preferable to detect process errors 
and unwanted deformations of the ring during the process 
in order to be able to react with an adequate strategy. 
Therefore it is necessary to attach sensors which deliver 
additional information about the rings’ geometry, the 
rings’ location in the machine, etc. 

2. Method Of Resolution 

2.1 Image Processing Systems – A Possible Solution 

An alternative is given by the application of an image 
processing system. The advantage of such a system is the 
fact that one camera can detect a huge amount of 
information per time unit. Because of the progress in the 
field of image processing technology, it is expected, that 
such a system should attain the required accuracy for 
delivering information usable for ring rolling processes 
now or in the near future. Furthermore, a great advantage 
of image processing systems is their flexibility which is 
achieved by using intelligent software algorithms. 

Anyway, image processing systems could enhance the 
conventional process control in the field of radial-axial 
ring rolling. 
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2.2 The Research Project “Image Processing  
In Radial-Axial Ring Rolling” 

Within the research project Image Processing In Radial-
Axial Ring Rolling, funded by the Deutsche 
Forschungsgemeinschaft DFG, the Chair of Production 
Systems is at the stage of developing a solution to adapt 
such a system to a radial-axial ring rolling machine. 

The project is divided into two phases. The focus of 
the first phase is the testing of the measuring capability of 
image processing systems in the environment of radial-
axial ring rolling with its changing lighting conditions 
and  its steam which is for example generated by the 
descaling of the ring’s surface, and the limited space. The 
second phase will have its focus on the control of the 
process employing information obtained from the image 
processing system. 

In addition, the first phase deals with different 
subjects. At the beginning of the research it is necessary 
to choose adequate image processing components, to 
develop a concept for the integration of the hardware 
components into the radial-axial ring rolling machine as 
well as integration of the software aspects into the 
existing control software of the ring rolling machine. 
Finally, the measuring operations will be realized under 
real industry conditions. 

3. State of the Development 

The focus of the research project is to test the measuring 
capability of image processing systems in the field of 
radial-axial ring rolling and to find out basic questions 
and answers about the implementation of an image 
processing system, such as what kind of edge detection 
delivers the best results or how can different types of 
cameras or lenses etc.be compared.   Also, the image 
processing system has to be flexible. Thus, different 
components were chosen for integration into the radial-
axial ring rolling machine. The system has an intelligent 
camera, which contains an image processing processor 
and is able to deliver evaluated data. Furthermore, the 
system has other cameras without an integrated processor, 
so an image processing computer is necessary to evaluate 
the data from these cameras. Also different lenses are 
applied to compare the measuring capability of telecentric 
and non-telecentric lenses. 

While the rolling process is running, the position of 
the ring changes constantly relative to the ring-rolling 
machine. The ring’s midpoint moves with half of the 
diameter growth in the direction of the axial pass. The 
ring’s outer shell is moving with the full diameter growth 
in the direction of the radial pass. Therefore, depending 
on the favoured measuring point, it is not possible to fix 
the image processing system directly to the radial-axial 
ring rolling machine. Because of this, a system for 
moving the cameras, containing linear guides and a stand-
alone control unit, had to be developed. The camera-

control system contains linear guides, on which the 
cameras can be mounted. The motion control is realised 
via a software NC system and can be connected with the 
control of the ring rolling machine via EtherCAT, an 
Ethernet based bus system. 

First image processing algorithms for basic 
measurement functions were developed and tested off-
line. The first results of online measurement experiences 
are now presented: In the first experiences the ring’s 
height was measured to show the basic measuring ability 
of image processing systems on hot steel rings. In fig.4, 
the experimental set up is shown. 

 
Fig. 4. Experimental setup: camera focussed on ring 

For measuring the ring’s height the intelligent camera 
was kept stationary. Therefore, the area of interest has to 
be big enough to capture the whole area of the rings 
destination during the rolling process. Hence, the 
precision of the measurement results is, without using 
subpixel-edge detection method, (which uses 
mathematical interpolation between pixels), limited to 
0.66 mm. 

In figure 5, the results of two series of measurements 
are shown. These graphs compare the value of the ring’s 
height measured by the image processing system with the 
value measured by the conventional sensor system which 
is integrated into the ring rolling machine. The first graph 
(measurement 1) contains the results of a process in 
which the rings thickness and diameter were changed but 
without reducing its height. The second graph 
(measurement 2) contains the result of a constant height 
of the ring at the beginning, and a growing height at the 
end of the process. Both process strategies are designed 
for testing the image processing system. 

Up to now, the results indicate that the precision of 
the image processing system with the setup used in the 
first experiments does not yet reach the precision of the 
conventional sensor systems. However, it will be 
improved in the near future as not all parameters have 
currently been taken under consideration. But the basic 
capability of these systems for measuring rings during the 
process has been established. 
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The absolute value from the image processing system 
differs around a maximum of eight percent from the value 
measured by the conventional measuring system, and the 
trend of the value is the same. The divergence is possibly 
based on different reasons, which will be the focus of 
upcoming analyses. 
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Fig. 5. First results of online measurement 

Due to the fact that the rings’ temperature, as mentioned 
before, varies during the process, the brightness of the 
image varies as well. Therefore, a topic of upcoming 
research is a dynamic adjustment of binary mapping- and 
edge-detection parameters. As non-telecentric lenses were 
used in the experimental setup, there are optical 
distortions in the images used for measuring the values. 
Upcoming research will analyse the effectiveness of 
calculative correction and its difference towards the 
adaption of telecentric lenses.  

4. Summary And Outlook 

First experiences prove, that it is actually possible to 
measure the geometry of the ring during the process of 
radial-axial ring rolling. In upcoming work, the focus will 
be on enhancing the precision of the measurement results. 
It is expected that the image processing system can 
deliver the missing data for detecting process errors or 
uunwanted ring deformations in real time. 

Remaining working points of the first project phase 
will have their focus on the reproducibility of the 
measurement results and the improvement of the 
measurements’ accuracy, for example by using the 
subpixel method for the edge-detection, a closer distance 
between objective and object, and the application of 
telecentric lenses. Furthermore, the protection of the 
image processing hardware against heat, steam and scales 
and the implementation of dynamic parameter adjustment 
of image processing algorithms to compensate changing 
lighting conditions will be part of the focus of the work. 
The experiences will be repeated with different screens 
and different types of algorithms to work out the optimal 
combination of software and hardware components. 
Finally there will be a focus on the measuring fault and 
on the improvement of the calibration of the camera 
system. 

The second period of the project will have its focus on 
the connection between measuring system and process 
control. A concept for a communication of the process 
control with the image processing system has to be 
developed. To assign the information delivered by the 
image processing system about possible irregularities, 
boundary conditions have to be defined, e.g. for the rings 
non-circularity or the height of the ring in the radial pass 
during the process. Therefore, a theoretic consideration of 
the process, among others based on existing process 
simulations, will be within the scope of the research. 

References 

[1] Golz J. Prozesssynchrone Simulation der 
Temperaturverteilung in radial-axial gewalzten Ringen mit 
Rechteckquerschnitt. Bochum (Germany): Shaker; 2008. p. 
20,29.  

[2] NN Technologie des Ringwalzens auf Radial-Axial-
Ringwalzmaschinen. Thyssen Maschinenbau GmbH 
Schulungsseminar. P. 13. 

[3] Allwood JM. The development of ring rolling technology. 
Steel Research 22006;  int. 76, No.2/3: 112. 

[4] Lieb A, Wiegels H, Kopp R. Rundheitsmessung an 
warmgewalzten Ringen. Stahl u. Eisen 1990; 110 Nr. 9: 83-
87. 

[5] Lindemann M. Nahtlose Ringe im 20-Sekundentakt. 
Umformtechnik 2006-2: 27. 

[6] Kneissler A. Multisensorstrategie zur Optimierung des 
Anwalzverhaltens beim Radial-Axial-Ringwalzen. Bochum 
(Germany): Shaker; 2008. 

[7] Koppers U. Flexibles Walzen von Ringen mit 
Profilquerschnitt – Grundlagen. Umformtechnik 1992; 26: 
334. 



8–13 

Cognitive Production Metrology: A new concept for flexibly attending the 
inspection requirements of small series production 

T. Pfeifer1, R. Schmitt, A. Pavim*, M. Stemmer2, M. Roloff and C. Schneider3, M. Doro. 
1 Laboratory for Machine Tools and Production Engineering WZL at RWTH Aachen University, Chair of Metrology 

and Quality Management, Steinbachstraße 19, 52074 Aachen, Germany 
2 Intelligent Industrial Systems S2i, Federal University of Santa Catarina UFSC, Department of Automation and 

Systems DAS, Campus Universitário, P.O. Box 476, 88040-900 Florianópolis, Brazil 
3 Fundação Centros de Referência em Tecnologias Inovadoras CERTI, LABelectron, Campus Universitário, P.O. Box 

5053, 88040-970 Florianópolis, Brazil 
* Scholarship holder of the Brazilian CNPq 

Abstract. The current trend for product individualisation and 
customer satisfaction results in a demand for smaller and flexible 
production series with a considerable diversity of components. This 
paper discusses the inspection requirements of small series 
production and presents the new concept of Cognitive Production 
Metrology (CPM) as an innovative solution to increase the 
manufacturing efficiency within flexible production lines. This is 
intended to contribute directly to reducing the complexity of pilot 
production series, for speeding up the production start time and 
assuring a maximum quality level for the process and product in 
dynamic environments. Fundamental tools for the conception of 
cognitive and autonomous quality assurance systems, such as agent-
based and knowledge-based systems, as well as the use of different 
and combined measurement and inspection systems are introduced 
in an example scenario at the end. 

Keywords: Small series production, cognitive production 
metrology, sensor data fusion, agent-based and knowledge-based 
systems, self-optimisation 

1. Introduction 

Small series production is characterised by different 
authors in distinct ways [1,2] in what concerns its 
nomenclature and definition. A common idea can be 
understood from the different researches in this area [3]: 
small series production focuses on the manufacturing of a 
big product variety in a limited period of time, while 
having a low production volume (possibly unitary). The 
time for processing a complete production batch is 
random and the different products have distinct 
complexity levels, which causes constant changes in the 
production flow. The big diversity and the continuous 
introduction of new products in a small series production 
environment bring a series of problems related to quality 
assurance, such as [3]: 

• lack of predictability about process behaviour 
and product quality; 

• constant change of quality documentation, such 
as inspection plans; 

• increased setup cycles and few disposable 
products to be used for rigging processes; 

• short time to observe and correct the process 
during production; 

• difficulties for re-using information and 
performing corrective actions; 

• lack of data for decision taking. 

The major challenge faced by a quality assurance system 
applied to small series production facilities is to be ready 
to guarantee the quality level for the first run (“first time 
right on time”). The goal is to manufacture products with 
the same adequate quality level from the beginning of the 
production. 

Small series production requires a change of 
paradigms, because its technical, organisational and 
economical strategies are totally different from mass 
production [4]. Therefore, it is becoming increasingly 
important to develop quality assurance architectures that 
are modifiable, extensible, reconfigurable, adaptable, and 
fault tolerant  [5]. 

This work discusses the concept of Cognitive 
Production Metrology as well as some key technologies 
that are of high relevance to support its principles. 
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2. Self-optimisation and the concept of Cognitive 
Production Metrology 

In order to cope with the challenges of small series 
production, manufacturing, assembly and metrological 
systems must constantly adapt themselves to dynamic 
production circumstances. Intelligent systems that 
offer the capability to react autonomously and flexibly 
to their surrounding environmental conditions or to the 
interference of external users/systems, by modifying 
their goals and adapting their parameters/structure in 
response to these dynamic factors, are called self-
optimised systems [6].  

These systems are usually able to learn from their 
own experiences, which may help in predicting new 
events and optimising behaviour in future situations. By 
definition, self-optimisation is characterised by the 
sequential accomplishment of three steps [6]:  
1) analysis of the current system situation,  
2) determination of the (new) system objectives, and 3) 
adaptation of the system behaviour to the new 
surrounding conditions. 
Three main aspects are relevant for conceiving self-
optimised technical systems (Fig. 1) [7]: 

• Flexibility and mutability: to perceive the 
different relevant external stimuli from the 
environment and be able to adapt itself to pre-
defined or new working situations. Sensor data 
fusion and agent-based systems are relevant 
technologies to fulfil these requirements; 

• Autonomy: to react proactively against the 
environment changes and guide the system to 
desired and safe states of operation in an 
independent way, without the intervention of 
external operators. Agent-based and knowledge-
based systems allow introducing the desired 
autonomy factor for such technical systems; 

• Cognition: to be able to learn from its own 
experiences, take intelligent decisions and res-
pond to the environment in a safe and robust 
manner. Knowledge-based systems provide 
adequate tools to represent knowledge and allow 
reasoning and learning capabilities. 

 
Fig. 1. Flexibility/mutability, autonomy and cognition as basic 

aspects for the conception of self-optimised systems 

Based on the definition of self-optimised systems, the 
Cognitive Production Metrology (CPM) introduces a 

new quality management concept for the small series 
production. It relies on metrological systems that are 
able to automatically and independently define 
inspection tasks (holistic planning) as well as 
autonomously apply them to a large number of product 
variants, making use of different measurement and 
inspection systems. Cognitive software modules 
undertake the responsibility for the dynamic correction 
or adaption of process parameters and inspection 
configurations as well as over fault-tolerance 
capabilities. 

3. Vision of the CPM project 

To achieve such goals, the focus of CPM concentrates on 
two main research directions (Fig. 2): 

 
Fig. 2. Vision of the CPM project and contributions from each 

project partner to achieve the project goals 

• Quality planning: focuses on the one side on the 
automatic and dynamic generation of inspection 
plans (choice of adequate sensors) based on the 
product and process data. On the other side, the 
quality prediction of processes and products is 
concerned, anticipating possible process 
parameter changes for dynamic production 
improvement. 

• Measurement systems: focuses on the flexible 
integration and data fusion of different optical 
measurement systems into prototypes and test 
production lines, aiming at a more robust and 
reliable perception about process and product 
features. This integration allows combining 2D 
and 3D information acquired from different 
sources, as well as the intelligent analysis of the 
acquired data, correlating possible product 
quality failures with the corresponding process 
deviations. 

Figure 3 illustrates the general architecture of the project, 
where the main research directions and technologies 
needed for the CPM solution are highlighted in a logical 
processing chain sequence. 
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Fig. 3. CPM processing chain, detailing exchange of information 
and expertise among project validation scenarios 

As frequently occurs in small series production facilities, 
there is hardly time to react to production failure and 
quickly reconfigure the process parameters, or even to 
setup the inspection equipment again. The production 
batch size is simply not big enough for generating 
representative statistical data. Therefore, a predictive 
quality planning module, based on information (product 
and process quality statistics) from previous production 
experiences and from current production environment 
conditions, can contribute significantly to reducing the 
ramp-up time of the production batch. 

Next in the sequence, according to the current 
production state and product characteristics, an inspection 
plan must be provided for the product. The inspection 
plan can be generated by analysing the product planned 
geometry information contained in its model and also its 
critical past inspection results. It defines which main 
features of the product must be tested and inspected and 
how these features can be best measured according to the 
sensor infrastructure available. In small series production, 
the automatic definition of inspection planning is a big 
challenge, due to the need for a dynamic redefinition of 
the sensors application, according to the product variant 
under inspection.  

The next step consists of the metrological solution, 
which is needed for monitoring and measuring process 
parameters as well as product qualitative features. The 
great number of product variants and process parameters 
demands the use of different sensing strategies for 
acquiring different kinds of information. The integration 
of multiple sensors within the production line must be 
performed allowing inline (or even in-process) 
inspection, avoiding interference in the constant flow of 
material or creating longer setup times. The optimised 
combination of the sensor data is a real challenge and 
must be performed in concurrent (focusing on 
redundancy and measurement uncertainty), 
complementary or cooperative (focusing on completeness 
and robustness of the measurement) ways, according to 
the goals of the current inspection plan. The results 
provided from the fused data are analysed and evaluated, 
in order to identify the product and process quality 
indices, correlate failures with process parameters, 
generate production statistics and present relevant quality 
visual data (2D+3D) regarding the product inspected. 

This information is fed back to be used for process 
control and quality prediction. 

This solution is meant to be applied and validated 
inside two different scenarios. The first scenario consists 
of the assembly of printed circuit boards (PCB) and 
concentrates its efforts especially on the cognitive 
monitoring of the process parameters for predicting and 
optimising the ramp-up of the production. 

The second scenario consists of the multi-sensor 
based inspection of freeform parts and concentrates its 
efforts especially on the flexible inspection of the product 
features, integration of sensors and fusion of the acquired 
data for a robust quality evaluation. The cooperation and 
interdependence between both validation scenarios is 
clearly defined by the needed exchange of expertise from 
both sides, in order to handle the complete CPM chain for 
both scenarios. 

4. An example scenario 

The second scenario mentioned is based on an industrial 
automatic test machine for the inspection of automotive 
headlights, available on the shop floor of the WZL at the 
RWTH Aachen University. (Fig. 4). 

Fig. 4. Automatic test machine on the shop floor of WZL 

In order to intelligently inspect a bigger product variant 
featuring free forms and to attend to the challenging 
requirements of a flexible production line, the test 
machine is being re-engineered regarding: 

• Sensor integration and data fusion: new optical 
measurement systems – flexible machine vision 
systems, stereo and time-of-flight cameras – are 
being integrated to the test machine, in order to 
expand its current sensing capabilities for 
inspecting a bigger spectrum of product variants. 
The combination of data from multiple sensors 
focuses on the completeness of the measuring 
task, on the improvement of the signal-to-noise 
ratio, measurement uncertainty, robustness and 
time [8].  
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• Flexible machine control: the old (inflexible) 
PLC-based machine control has been changed to 
a PC-based agent-based system interacting with a 
soft-PLC logic control. Different planning, 
routing, inspection and manipulation agents 
assume individual (smaller) tasks inside the 
system and cooperate or compete among 
themselves in order to split the system control 
complexity [9]. This new control strategy focuses 
on the flexible and optimal use of production and 
metrological resources, allowing new 
measurement systems to be inserted, reallocated 
or even removed from the test machine without 
affecting its functionality. 

• Intelligent planning behaviour: the test 
machine must react properly according to the 
current product variant to be inspected. Cognitive 
planning modules are under development in order 
to create automatic inspection plans considering 
the product variant features, some important 
production parameters (cost, time, quality) and 
also past inspection experiences. These cognitive 
modules are strongly based on methods from the 
research area of artificial intelligence, which 
provide technical systems as a basis for 
knowledge representation and inference skills, in 
order to accomplish tasks during a cognitive 
cycle: perceiving, reasoning, learning, planning 
and acting [10]. 

The agent-based machine control system has already 
proven to be adequate for the improvement of the product 
inspection efficiency/flexibility. Further developments 
focus on the data fusion of the different measurement 
principles and the application of cognitive agents 
assuming inspection planning tasks. 

5. Conclusions and Perspectives 

CPM defines a new paradigm for metrological and 
quality assurance systems within the field of small series 
production, in order to make it economically viable while 
flexibly guaranteeing the quality of processes and 
products. 

The first (and current) phase of the project 
concentrates on the implementation of flexible multi-
sensor based inspection platforms as well as on the 
generation of automatic inspection plans for the two 
validation scenarios (PCB assembly, inspection of 
freeform parts). In this first phase, special sensor data 
fusion and agent-based systems will provide the common 
basis for prototype implementation. 

The second (future) phase of the project will 
concentrate on developing cognitive software modules to 
be applied on top of the previous prototype platforms, in 
order to predict and evaluate process and product quality, 
allowing intelligent and autonomous decision making and 
the adaption of processes. 
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Abstract.  Aerospace manufacturers typically use monolithic steel 
fixtures to control the form of assemblies. This tooling is very 
expensive, has long lead times and has little ability to accommodate 
product variation and design changes. Since the tool setting and 
recertification process is manual and time consuming, monolithic 
structures are required in order to maintain the tooling tolerances for 
multiple years without recertification. This paper introduces the 
Metrology Enhanced Tooling for Aerospace (META) Framework 
which interfaces multiple metrology technologies with the tooling, 
components, workers and automation. This will allow rapid or even 
real-time fixture re-certification with improved product verification 
leading to a reduced risk of product non-conformance and increased 
fixture utilization while facilitating flexible fixtures. 

Keywords: dimensional metrology, measurement, tooling, fixture, 
assembly, META.  

1. Introduction 

Traditional aerospace assembly fixtures are monumental 
steel and concrete structures configured for one aircraft 
type only. The traditional build philosophy maintains and 
verifies assembly tolerances by locating components in 
the fixture using pins and build slips. The combined 
tolerance of the fixture and location pins / slips must 
therefore be less than the assembly tolerances (ideally 
<10% although this is rarely possible). Verification 
involves manually rotating pins and moving slips to 
ensure that the assembly is not straining against the 
fixture. Fig 1 shows the traceability route for the 
assembly verification process. 

 
Fig 1. Traceability Route for Assembly Dimensional Uncertainty 

Currently fixtures are set with a laser tracker during 
both commissioning and recertification. This manual 

recertification process is a significant improvement on 
previous processes but still takes a number of days for a 
large fixture. Therefore tooling is typically only re-
certified a number of years after its commissioning with 
an increased risk of non conforming products moving to 
the next process step undetected. Ensuring that the 
tooling remains stable during the periods between 
recertification is critical and this is one of the key drivers 
for employing such monolithic fixtures.  

The size and complexity of fixtures means that they 
typically have construction lead times in excess of 6 
months making late design changes or the employment of 
concurrent engineering a challenge. It is estimated that 
assembly tooling accounts for approximately 5% of the 
total build cost for an aircraft [1] or 10% of the cost for 
the air frame [2]. Fig 2 shows how these issues are a 
consequence of the traditional build philosophy. 

 
Fig 2. Issues caused by Traditional Build Philosophy 

Quality issues, lead times and initial non-recurring costs 
(NRCs) could be reduced through the increased use of 
metrology in aerospace tooling. Improved metrology 
could allow rapid fixture recertification and direct 
product verification. These changes would reduce the risk 
of product non-conformance and increase tooling 
utilization while facilitating a move away from hard 
tooling and towards soft tooling, that is: away from large, 
static structures and towards reconfigurable and flexible 
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tooling [3]. However, in order to achieve this paradigm 
shift, a strong metrological infrastructure is required to 
maintain accuracies within the tooling and the assembly 
process, Maropoulos et al [4] endorse this: the key 
requirement for large-scale assembly is to overcome the 
constraints associated with the physical size of products 
and assemblies and the corresponding dimensional and 
form tolerances. 

2. Metrology Enhanced Tooling for Aerospace 

The key to moving beyond the traditional build 
philosophy, with its dependence on monolithic fixture 
structures, is the increased integration of multiple 
metrology instruments. This integration allows the use of 
large scale instruments to monitor the fixture structure 
and to locate localized instruments which measure 
product features and tooling pick-ups. Furthermore, 
environmental monitoring can be used to increase 
accuracy by applying corrections for errors due to effects 
such as thermal expansion.  

Using the current metrology hardware and software, it 
is possible to create such a network but it requires 
considerable time from highly skilled experts and there 
are many issues involved in data capture, storage and 
reuse in multiple formats. These difficulties are 
preventing the benefits of the metrology from being 
realized. 

The Metrology Enhanced Tooling for Aerospace 
(META) framework is a metrological software 
environment providing a common platform for the design 
of metrology enhanced tooling, the acquisition of 
measurement data and for the subsequent storage and 
processing of that data. The advanced nature of this 
framework will facilitate the use of sophisticated multi-
instrument networks integrated within tooling to remove 
the current barriers to low cost and rapid and high quality 
manufacture of aerospace structures. 

A large scale measurement network would effectively 
surround and monitor key characteristics of the tooling 
using  photogrammetry, interferometer networks or an 
indoor GPS system. Located within the large scale 
measurement network would be localized scanning or 
single targeting measurement devices such as: laser 
radars, 6 DOF portable coordinate measuring machines 
(PCMMs), actuators, sensors, CMM arms, scanners, etc. 
These instruments would provide fine measurement of 
difficult features, freeform surfaces and tooling pick-ups, 
consequently enhancing part location and verification. 

Utilising local metrology systems seated within a 
larger metrological environment can widen the scope of 
data collection and control. For example linear scales 
could be placed on slideways, actuators could measure 

blind bores (with additional encoders), and force 
feedback could ensure forces are correct, thus removing 
human influences – especially in relation to easily 
deformed wing skin panels. 

Potentially this [META environment] could provide a 
platform for automation, determining the sources and 
magnitude of any dimensional variations that the 
components are presently experiencing during the manual 
assembly stage [5]. Personnel working within the META 
environment could also benefit from the metrology; 
augmented reality could enable accurate positioning and 
manufacture of assemblies. Additionally, health and 
safety legislation considerations could be integrated into 
the system – ensuring workers are safe before automated 
processes commence.  

3. The META Framework Architecture 

The META framework relies on the effective synergy of 
complimentary instruments and interfaces accommodated 
by a strong software platform (Fig 3). The software is 
split into three levels: the top-level is a graphical user 
interface (GUI), which runs off of a low-level analytical 
core which in turn feeds to / from a database where 
measurement  results are stored. In order to fully integrate 
with the Product Lifecycle Management (PLM) system, 
the GUI should be within Catia software for design, 
within Delmia for process planning and be a stand-alone 
appication for shop floor use, giving essential information 
for a non-metrology specialist that could be tailored to the 
different working environments. The GUI utilises 
information generated from the core software. The core is 
where a majority of the instruments interface and 
associated algorithms are executed; this could be based 
on a commercially available software package, such as 
SA. Webb et al suggest the integration of multiple 
metrology systems for metrology assisted assembly by 
employing a decentralized service oriented software 
architecture [6]. 

3.1 Functions of the measurement network 

The measurement network is separated into three sets of 
functions; primary functions checking the position of the 
tooling, components and assemblies. A set of secondary 
functions aiming to enhance the assembly process 
directly; and lastly the tertiary functions that collect data 
for future learning and documentation – these [functions] 
are detailed in Fig 4. 
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Fig 3.  The META Framework Architecture 

 
Fig 4.  Measurement network functions 

 
META’s primary functions require a quasi-real-time 
metrology system to monitor the key characteristics of the 
tooling and assembly which are in a quasi-static 
configuration. This monitoring eliminates the need to 
recertify fixtures periodically, removing the need to take 

the fixture out of production – current practice can take 
weeks to recertify and rework a fixture, causing down 
time that has increasing impact as production rates 
increase. Control of tooling does not require real-time 
feedback as the movements can be iterative, unlike a 
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machining operation. Machining operations and 
automation, where an iterative loop is not appropriate, 
must run directly from information fed from an 
instrument – for example a laser tracker – and not through 
the core software.   

The tertiary function is the collection of information. 
This [information] could not only enhance the tooling and 
assembly during operation, but begin a large scale data 
collection for the use of SPC, providing learning for 
future optimization of the assembly processes. 

4. Future Considerations  

Metrology Enhanced Tooling for Aerospace (META) 
encompasses: hardware development, integration of 
existing technologies, automation, human interfaces and 
industrial deployment within a framework where the 
metrology creates an environment surrounding the 
tooling; measuring the tooling itself, assembly features, 
automation and the employees working within the tooling 
environment. Enabling technological advances in large 
volume metrology are paramount in order to achieve this. 

 Currently, the main disadvantage associated with 
laser based systems (such as a laser tracker) is their 
ability to  take only a single measurement at one given 
time; even though 6 DOF tracking is achievable with 
laser trackers, this can only be applied at one point of 
interest at a time, and without the reduced uncertainty of 
multilateration. On the other hand, photogrammetry can 
make many measurements within the field of vision; 
however, a single roving camera typical in industry 
cannot track a point of interest – essential for re-setting / 
re-work or automation. Commercially available stereo 
pairs of cameras allow the tracking of points but with a 
loss of accuracy and a considerable rise in NRCs. 
Additionally, placement of metrology systems within the 
control loop of a manufacturing cell must satisfy 
prerequisites such as: autonomous operation, high 
reliability, high speed measurement, and flexibility [7]. 
Specific metrology hardware solutions that enable the 
META framework are not currently available. 

It follows that, a key prerequisite for the META 
framework is the availability of instruments that are 
capable of making multiple measurements simultaneously 
in real time. Currently, cost is prohibitive due to the large 
number of instruments required. Solutions to this might 
include calibrated versions of consumer grade digital 
cameras or the construction of the laser based systems 
inexpensively so that a multitude of stations can work 
together in a mass instrument network. Without such 
advances, line-of-sight issues and real-time monitoring 
will not be resolved. 

 

A successful geodetic network of frequency scanning 
interferometers fed from a single laser source [8] has 
been achieved at CERN when monitoring the ATLAS 
particle detector – this makes multiple stations very 
inexpensive, line-of-sight issues can be resolved, and low 
measurement uncertainty obtained using multilateration. 
In addition, these metrology systems must be robust to 
ensure that every-day factory floor occurrences do not 
affect the stability of the system. It is also important that 
cultural factors are addressed, such as changing the 
industrial perception that metrology should be employed 
at the verification stage - following production and 
assembly - rather than being an active element of the 
manufacturing sequence itself [4].  

The core of the META framework relies on 
developments in creating an accurate, robust, and flexible 
metrological environment, from which many tooling, 
assembly and manufacturing processes and applications 
can reside.   
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Abstract. Today, thermoforming moulds are mostly produced using 
conventional mould-building technologies (e.g. milling and drilling) 
and are made of metal (e.g. aluminium or steel) or hardwood. The 
tools thus produced are very robust, but are only cost-effective in 
mass production. For the production of small batches of 
thermoformed parts, there is a need for moulds which can be 
produced quickly and economically. A new approach which 
significantly reduces the production time and cost is the 3D printing 
process (3DP). The use of this technology to produce thermoforming 
moulds offers many new options in the geometries which can be 
manufactured, and in manufacturing time and costs. In a case study 
of a thermoformed part (a scaled automotive model), the pre-
processing of the CAD model of a mould is demonstrated. The 
mould can be printed within a few hours, and is sufficiently heat-
resistant for moulding processes. The important advantages of 
moulds printed in 3D, in comparison to moulds built using 
conventional technologies, are the ability to create any shape of 
channels for the vacuum and the simplification in the production of 
tool mock-ups. This paper also discusses the economics of the 
technique, such as a comparison of material costs and manufacturing 
costs in relation to conventional production technologies and 
materials. 

Keywords: rapid prototyping, rapid tooling, 3D printing, 
thermoforming, mould manufacture, CAD model 

1. Introduction 

Since the mid-1980s, a variety of rapid prototyping (RP) 
processes have been developed. The common aspect of 
all of these processes is that the prototypes are made 
directly and additively. This type of manufacture means 
that component data produced via CAD can be used to 
manufacture components directly, without the use of any 
other tools. Additive manufacture means that the parts are 
built up in layers, by adding material. This is clearly 
different to conventional manufacturing processes where, 
generally, (as in the way a sculptor works) a part is 
produced by removing material from a larger blank [1]. 

The various RP processes differ above all in the 
material used. This ranges from plastics, used for 
example for stereo lithography (STL), for 3D printing 

(3DP) or fused deposition modeling (FDM), through to 
metals and sand such as used for selective laser sintering 
(SLS). Another important characteristic which varies 
between the processes is the strength of the models 
produced. While high strength is achievable with laser 
sintering, which for instance enables tool inserts to be 
produced for injection moulding, 3D printing can 
currently only produce low strength models, which are 
only sufficient for use in presentations or as functional 
models [2]. 

2. Thermoforming of plastic sheets 

In thermoforming (Fig. 1), a thin plastic sheet is clamped 
into a frame and heated to its thermoforming temperature. 
The heated sheet is then pulled over a mould (male die) 
and thus takes up its shape. To ensure that the sheet is 
applied as closely as possible to the shape of the tool, the 
tool can also include channels in which a vacuum is 
produced to pull the sheet onto the shape of the tool. The 
reshaped plastic sheet can then cool on the tool and 
towards the end of the process can be removed. Typical 
applications for thermoforming are, for example, the 
manufacture of packaging, transport containers with 
recesses for the goods to be transported and inner linings. 
Thus far, thermoforming tools have been made from a 
variety of materials, depending on the complexity of the 
contours and the number of parts to be made [3]. 

For single items and small quantities, owing to the 
ease of machining, tools made of hardwood have been 
used so far. For higher quantities, owing to the higher 
resistance to wear, tools made of metal (e.g. aluminium) 
are used. 
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Fig. 1. Start (left) and end (right) of the thermoforming process of 
plastic sheet 

3. Introduction to rapid tooling 

The use of certain additive manufacturing processes 
for rapid tooling (RT) of tools for injection moulding 
has been investigated for a few years. [4]. This RP 
process mostly concerns selective laser sintering, as 
this process uses tool steels, whose characteristics are 
suitable for the high loads which are generally required 
in tool making  regarding strength and temperature.  

The advantage of being able to directly manufacture 
the tools is exploited here. This means that it is not 
necessary to programme and operate conventional CNC-
machines via a computer aided manufacturing (CAM) 
system. This significantly reduces the number of steps 
involved, thus shortening the time to manufacture 
injection moulding tools. However, almost all RP 
processes require some sort of subsequent processing, e.g. 
impregnation or polishing of the tools created (see Fig. 
2).  

In addition, the additive processes do offer the option 
of creating new geometries, which cannot be made with 
conventional machine tools. Within the tool, channels can 
thus be made which do not have to be straight along a 
drill axis. On the contrary, any channel shape is possible 
(e.g. angled or spiral), which cannot be manufactured 
conventionally. Apart from that, the cross-section of the 
channels can be varied at will. This means that cross-
sections don't have to be just round, they can be oval or 
polygonal. Also, at the interfaces from one geometry to 
another, the designer is not limited by the drill geometry. 
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Fig. 2. Comparison of conventional mould manufacturing and the 
rapid tooling process 

4. The 3D printing process 

An investigation is now to be carried out as to whether 
the RP process of 3D printing is suitable for the 
manufacture of tools for the thermoforming of plastic 
sheets, as the loads and temperatures that occur are 
significantly lower than, for example, those arising during 
plastic injection moulding. 

The 3D printing process is shown in Fig. 3.  An  
approx. 0.1 mm thick layer of plaster powder is applied 
from a supply reservoir to a model. The excess powder 
lands in a second reservoir. The print head then moves 
across the newly applied layer of powder and applies the 
binding agent and the colour. The colour model results 
from the bound powder. The remaining powder in the 
construction chamber stays as powder and will be 
removed later on. The piston in the construction chamber 
then moves down by the thickness of the layer, the 
recoater applies a new layer of powder and the process 
starts again. During the post-processing, the superfluous 
powder in the construction chamber is sucked away. Then 
the model is removed and any loose powder is blown off 
using compressed air. The resulting rough model is still 
comparatively fragile. The rough model is thus generally 
impregnated with a resin. This reduces the fragility of the 
model and increases its strength. 
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Fig. 3. 3D printing process 

5. Example for rapid tooling with 3D printers 

To investigate possible uses, a miniature, 1:12 scale 
model of a car was used (see Fig. 4). Here, the geometry 
of the die must first be constructed. This geometry 
consists of an external contour and an internal cavity. 
This cavity consists of the channels for the vacuum and 
the holes to fix the die onto the base plate of the 
thermoforming machine. In addition, spacers must be 
designed in so that the vacuum can be created beneath the 
die.  

CavityChannel Spacer

Tool surface

 

Fig. 4. CAD model of the mould and section of the channels 

This example makes the shaping options of the additive 
process clear (see Fig. 4). Both the location of and the 
cross-section of the channels for vacuum were optimised. 
Also, the interior of the die was largely hollowed out so 
as to reduce the amount of powder used. The spacers and 
the fixing holes were integrated into the tool at the CAD 
stage, which means that they do not have to be added 
later on.  

a. Mounted mould

b. Thermoformed plastic sheet  

Fig. 5. Thermoforming mould and test result 

The 3D printing of the tool then takes about 8 to 10 
hours. For the impregnation afterwards, about another 1.5 
hours are needed. 
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6. Results of the test 

As part of the tests, plastic sheets of rigid PVC (according 
to DIN EN ISO 1163-1:99, initial wall thicknesses from 
0.5 mm till 1.0 mm) and sheets of PS (according to DIN 
EN ISO 14631:99, initial wall thickness 0.5 mm) were 
moulded. These sheets proved to be suitable for moulding 
(see Fig. 5). The printed tool is quite capable of 
withstanding the thermal stress from 120 to 180 °C, at 
least for low quantities. 

7. Economic considerations  

When considering the economics of 3D printing in 
comparison to conventional tool manufacture, both the 
costs for the tool material are considered as well as the 
manufacturing costs. 

Table 1. Comparison of the economics of conventional mould 
manufacturing and the rapid tooling process  

Material used      Aluminium         Hardwood          Powder

Raw material          2.2 dm3 2.2 dm3 1.3 dm3

Material costs          100 %                 19 %               167 %
Costs per kg            100 %                 38 %               476 %

Manufacturing   Metal Milling   Wood Milling
Process                    machine           machine

100 %                 51 %               14%Manufacturing 
costs

Hourly rate             100 %                56 %                 19 %

3D-Printer

 
 
When comparing the material costs (see Table 1.) it can 
be seen that conventional manufacturing of the mould e.g. 
using milling and drilling, consumes significantly more 
raw material. This demonstrates the advantage of the 3D 
printer in that only the powder material (note the lower 
density than metal) required for the final shape is 
consumed and all of the excess material can be re-used. 
Nevertheless, the powder used for 3D-Printing is 
significantly more expensive than conventional materials 
like aluminium or hardwood.  

For the manufacturing costs, large differences result 
from the very different production machinery. The 
purchase and operating costs of 3D printers thus lay 
clearly below those of many other RP systems [5] and 
below those of conventional CNC machines. The hourly 
rates for rapid tooling machines are thus cheaper in 
comparison to other processes. With this advantage, they 
can more than compensate for the relatively high material 
costs by the cheaper hourly rates. 

8. Summary 

This investigation has shown that moulding tools for 
thermoforming can be produced using 3D printing. 
During the design, channels and holes as well as 
additional geometry (e.g. spacers) can be integrated into 
the CAD model. Some conventional operations (e.g. 
CNC progamming, drilling) become unnecessary. It only 
takes a few hours to make a mould. Despite the relativly 
high material costs and owing to the cheaper hourly rates, 
rapid tooling with 3D printers represents an economic 
alternative to conventional tool-making, especially for 
low quantities.  
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Abstract. Polymer thick film (PTF) inks have been adopted for DW 
applications to be printed and post cured to produce electronic 
tracks. DW needs to use an optimal combination of unique PTF inks, 
substrates and curing processing parameters to achieve good printing 
characteristics, performance and durability. This study has 
investigated the printing performance of two different conductive 
PTF inks (silver and hybrid inks) specifically measuring the surface 
roughness, resistance and track profile of the PTF tracks cured at 
different temperatures on smooth alumina and rough carbon fibre 
substrates. The results show the viscosity, substrate surface 
roughness and ink composition influence the surface profile as well 
as the resistance of the printed tracks. The curing temperature was 
found to play a predominant role upon the function of the printed 
tracks; most notably increased conductivity was seen at higher cure 
temperatures. By comparing two inks with distinctly different 
viscosities, one could see the advantages and disadvantages upon 
performance, with strong effects upon the track profile. 

Keywords: Direct Write (DW), Polymer Thick Film (PTF), 
Viscosity, Curing, & Surface Morphology.  

1. Introduction 

Direct Write (DW) is an emerging group of technologies 
that enable the rapid fabrication of mesoscopic electronic 
devices onto conformal, large area components for 
aerospace and defence applications. Devices include 
electrical interconnects and sensors for structural health 
monitoring, bringing the benefits of weight reduction and 
functional improvements of structural components1,2. 
There are many printing methods for DW applications; 
this study concentrates on the micropen printing 
approach. This system uses a computer driven x-y stage 
for printing Polymer Thick Film inks (PTF) in a CAD 
defined pattern using a micro-scale nozzle deposition 
system. This technology is capable of printing multilayer 
material structures on non-planar substrates and high-
density circuitry with integrated passive components3. 

 PTF inks are versatile in the way one can simply 
change the composition of the inks to tailor the printing 
performance and functions of electronic devices made by 
DW. Most PTF inks are composed of a polymer binder 
which is usually dissolved in a solvent. This acts as a 
carrier for electrically functional materials, such as 
dielectrics, silver or copper particles. The DW of PTF 
inks normally starts with a fluid PTF held at a specific 
viscosity at room temperature. This enables the micropen 
nozzle to deposit the inks on the surface of the substrate. 
The second part of the process is the curing. During the 
curing process the solvent is evaporated and cross-linking 
of the polymer matrix occurs, holding and connecting the 
functional particles within the PTF in place while 
providing adhesion to the substrate4 Normally, a 
temperature range between 90 C-200°C is required to 
initiate curing within PTF inks. The degree of cure is then 
a function of the cure temperature and cure time. The 
performance and quality of a directly written PTF deposit 
therefore, requires the optimisation of material rheology 
and curing processing.  

It has been found printing resolution and morphology 
influence the conductivity of electronic patterns. Previous 
study showed that electrical parameters such as 
resistance, are affected by the line geometry and 
topography of the electronic track5 and a high surface 
roughness could result in high surface resistance6. The 
printing quality of DW elements depends on high-quality 
starting materials, typically with specially tailored 
chemistries and/or rheological properties7. The printing 
profile and morphology can be also influenced by the 
substrate materials and curing process. This study 
characterises the printing characteristics of two different 
silver loaded PTF inks cured at different temperatures on 
different substrates. It analyses the effects of three 
parameters, substrate surface roughness, curing 

°
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temperature and viscosity on the printing and functional 
performance of the PTF inks.  

2. Experimental Method 

Two commercial PTF silver inks sourced from Gwent 
Electronic Materials (GEM) Ltd8 were used in this study. 
The first ink is a silver based heat curable ink containing 
approximately 55 % solid content. The supplier 
recommended curing for 10 minutes at 130°C in a 
conventional oven. The second ink is a hybrid 
sliver/silver organo-metallic (50/50) low resistance ink. 
At high temperatures, (>160oC) the organo-metallic 
component decomposes into silver nano-particles which 
fuse, thereby increasing the electrical conductivity of the 
composition.  

An oscillation test using a rotational rheometer (TA 
Instruments AR2000) is used to determine the viscosity 
of the PTF inks as a function of temperature.  

Both the silver and hybrid PTF inks were deposited 
on aluminium 2024 (coated with an aluminium oxide 
layer), alumina ceramic and carbon fibre substrate by a 
micro-pen DW process at the Advanced Technology 
Centre (ATC), BAE Systems. The process is relatively 
simple in operation; ink is ejected from a syringe by the 
application of a piston or pressurised air. The ejected ink 
forms a slurry on the substrate which is dependant on the 
nozzle diameter, deposition rate (or flow rate), and 
deposition speed. Following a DW process, silver PTF 
tracks were cured for thirty minutes, at 100°C, 130°C and 
150°C and hybrid PTF tracks at 150°C, 180°C and 200°C 
in order to investigate the effect of curing above and 
below the supplier’s recommended temperature. 

The surface profile and roughness of the printed 
tracks and substrate were characterised using a talyscan 
(Taylor Hobson) using the contact stylus. Using the 
surface topology obtained by the talyscan one could 
measure the height and width of the printed tracks. A 
digital multimeter (Caltek CM1200T) is used to measure 
the resistance of the printed tracks using Ohm’s law, by 
connecting two probes at each end of the track.  

3. Results and Discussion 

3.1 Viscosities of the Inks 

The viscosity of the silver and hybrid ink as a function of  
temperature is presented in Fig. 1. It is most common for 
DW printing processes to be carried out at room 
temperature therefore, it is important to note the initial 
viscosities of the silver and hybrid at 25.27Pa.s and 
81.58Pa.s respectively. This plays a large role in the 
formation of the tracks, because the increased viscosity 
can amplify the surface tension of the fluid9. Hence, the 
ink with the higher viscosity and surface tension is more 

likely to hold its printed profile with less spreading on 
substrates. The silver ink holds a consistent low viscosity 
until 64°C when the initial onset of cure takes place. Then 
the viscosity rises to around double its initial value and it 
then goes through a secondary cure onset. After this it 
increases sharply to around 8 x 104 Pa.s and then rises to a 
maximum of 9 x 105 Pa.s; the latter slow rise is because  
the material does not receive excess energy from the 
raised temperature as the time lapses. The silver inks 
initial low viscosity leads to reduced forces acting upon 
the print head which could prevent the chance of clogging 
of micro-nozzle and thus improve print consistency and 
reduce maintenance of the DW system. The hybrid is 
initially at a higher viscosity but by increasing the 
temperature, a minimum viscosity can be achieved at 
68.7°C of 14.24 Pa.s as opposed to the silver inks 
minimum of 20.01 Pa.s at 48.2°C, suggesting printing at 
elevated temperatures then cooling/quenching the 
material on the substrate could be an approach to tailor 
the printing performance such as holding the shape of the 
tracks. Post 68.7°C, the hybrid ink shows a steady 
increase in viscosity until around 90°C when the gradient 
becomes steeper. Note that the hybrid does not reach a 
plateau like the silver inks; this is due to its ideal cure 
temperature being around 180°C.  

 

 
Fig. 1. Viscosities of Silver and Hybrid inks during a temperature 

ramp 

3.2 Printing Performance of the Inks on Different 
Substrates 

The aluminium oxide layer on aluminium and the 
alumina ceramic are smooth with average surface 
roughness, Ra, of 0.24 µm and 0.27 µm respectively; 
while carbon fibre has a very rough microscopic surface 
with Ra of 13.3 µm, over 31 times rougher than the 
ceramic. Because the alumina and aluminium substrates 
have very similar surface roughnesses, only alumina and 
carbon fibre were considered for the rest of the 
comparison study. The highest rough peak on the surface 
of the ceramic alumina is 8.5μm height and the 
coordinated weave of the carbon fibre substrate creates 
the highest surface peaks of 75μm height. 
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Fig. 2 shows the track profile of the printed hybrid 
and silver ink tracks on the alumina and carbon fibre 
substrates. The track profiles for the hybrid ink are much 
higher and more defined than the silver ink. The hybrid 
printed tracks also exhibit a rougher surface than the 
silver printed tracks on both alumina and carbon fibre. 
This is because the hybrid inks have a higher viscosity 
and therefore holds its printed profile, while the lower 
viscosity silver inks are likely to flow outwards, thus 
reducing the profile of the track and lead to a smoother 
surface. 

  
(A)    (B) 

  
(C)   (D) 

Fig. 2. Surface profiles of (a) the printed silver ink on alumina, (b) 
the printed hybrid ink on alumina, (c) the printed silver track on 

carbon fibre, (d) the printed hybrid on carbon fibre 

These results show that both the surface roughness of 
substrates and the ink type have a significant influence on 
the surface roughness of the printed track for both inks. 
The Ra of the cured silver tracks on carbon fibre substrate 
(Ra 4.74) more than doubles that on the alumina substrate 
(Ra 2.27); while for hybrid inks, the Ra of the cured tracks 
on the carbon fibre substrate (Ra 6.1) is nearly triple that 
on the alumina substrate (Ra 2.51). These results also 
show that the surface roughness of the cured tracks is 
correlated to, but not directly proportional to that of the 
substrates as the surface roughness is 31 times the 
differences between the alumina and carbon fibre 
substrates.  

3.3 Printing Performance at Various Cure 
Temperatures 

Due to its low surface roughness, alumina was used as a 
substrate to investigate the effects of curing temperature 
on the printing performance and resistances of the silver 
and hybrid inks. Fig. 3 shows the surface roughness of 
the printed hybrid and silver tracks cured at different 
temperatures. For hybrid tracks, the surface roughness 
decreased with increasing curing temperature, indicating 
that a higher degree of curing could result in the better 
surface quality. The highest surface roughness is 
presented on the hybrid tracks cured at 150°C. For the 
silver ink, the surface roughness of the tracks cured at 
130°C is higher than that cured at 100°C, this is possibly 
because the track cured at 100°C was not completely 
cured and contained some solvents which may help to 
smooth the surface. The lowest surface roughness 
however, is observed when the silver inks were cured at 

150 °C implying that a higher degree of curing reduces 
the surface roughness of the printed tracks. 

 
Fig. 3. Surface roughness of the printed tracks on alumina substrate 

cured at different curing temperatures 

   
(a)

 
(b) 

Fig. 4. Comparison of silver & hybrid track a) width, b) height of 
the printed tracks cured at different curing temperatures 

Fig. 4. Comparison of silver & hybrid track a) width, 
b) height of the printed tracks cured at different curing 
temperatures 
 shows the width and height of the silver and hybrid 
tracks cured at different temperatures. The large 
variations in the track widths makes it difficult to make 
any definitive conclusions, but the average width of both 
inks indicates that tracks decrease as the curing 
temperature increases. At the same curing temperature, 
the width of the hybrid ink tracks is wider than that of 
silver tracks when using the same printing conditions. 
The standard deviation of the data obtained indicates that 
there is a correlation between the two inks. The cure 
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temperature advised by the manufactures is in reality the 
least repeatable, the silver ink at 130°C having a standard 
deviation of 10% from the average. The hybrid ink at 
180°C is even larger at 16%. In both cases, optimum 
repeatability is achieved when curing above their 
recommended curing temperature: silver at 150°C gives 
4% deviation less and the hybrid at 200°C gives 5%. 
Neither of the two inks show a good correlation between 
the printed height and the curing temperature. The 
minimum deviation can be seen with silver ink cured at 
the mid temperature whereas the hybrid sees its most 
repeatable state at the lowest temperature. This fact alone 
proves that curing temperature has a large role to play in 
the profile of a printed track.  

Fig. 4 shows clearly the relationship between the 
resistance of the silver and hybrid tracks with cure 
temperature. The resistance decreases as the curing 
temperature is progressively increased (this can be seen 
using the line of best fit inclusive of both inks). The 
greatest change in resistance in the silver tracks is 
between 100°C to 130°C cure temperature. A further 
increase of curing temperature to 150°C resulted in a very 
marginal decrease of 0.2Ω in resistance. This additional 
drop in resistance could be due to the drop in track 
surface roughness. Another explanation for this is that the 
increased temperature may give the flakes the energy to 
deform in its solid state to connect with other flakes, 
resulting in better conductivity7. The resistances of the 
hybrid ink tracks are lower than those of silver tracks and 
follow the same characteristics with increasing curing 
temperature. For example when using a cure temperature 
of 150°C, the hybrid ink (1.43Ω) has almost half the 
resistance of the silver track (2.9 Ω) even though the 
hybrid ink exhibits a higher surface roughness. When 
curing the hybrid ink at higher temperatures, the nano-
particles within the resin are designed to sinter thereby 
reducing the resistance of the track further. However, any 
additional drop in resistance due to sintering only equates 
to a further 10% reduction between 150°C to 210°C. 

   

 
Fig. 4. Resistance at different cure temperatures 

 

 

4. Conclusions   

This research found that the viscosity of the inks, the 
substrate surface roughness and curing temperature are 
influential factors governing the printing and electrical 
performance of conductive PTF inks for DW application.  

The silver PTF inks have lower viscosity than the 
hybrid inks at room temperature for DW printing. The 
silver inks therefore resulted in the better surface 
roughness for the printed tracks. If surface roughness is 
one of main criteria, then the silver ink may be the 
optimum choice in this respect. In contrast the higher 
viscosities of the hybrid ink allow it to hold it shape and 
produce a more defined track profile on rough substrates.   

The surface roughnesses of alumina and carbon fibre 
substrates influence the surface quality of the printed 
tracks for both inks. The printed tracks on rougher carbon 
fibre substrate exhibited larger Ra and resistances than the 
smooth alumina.  

Despite the hybrid ink exhibiting higher surface 
roughnesses, it has lower resistance on both rough and 
smooth substrates as well as the lower sensitivity to 
substrate surface roughness. Hence, hybrid inks are a 
good ink candidate for DW applications if rough 
substrates are used and low resistance is required.   

The resistance of the printed tracks reduces as the 
curing temperature increases. Optimal curing temperature 
is 130°C for the silver and 190°C for the hybrid ink, 
curing above this temperature only brings a marginal 
reduction in resistance, but requires more heat energy.  
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Abstract. The purpose of the present investigations is to study the 
effect of work piece volume on shell wall thickness reduction for a 
statistically controlled rapid casting solution of aluminum alloy 
using three dimension printing. The results of the study suggest that 
work piece volume has an unnoticeable effect on shell wall 
thickness reduction (for the selected range of work piece volume). 
The research proved that a shell wall thickness with a value less than 
the recommended one (12mm) is more suitable from dimensional 
accuracy and economic points of view. Final castings produced at 
different shell wall thicknesses are acceptable as per IS standard 
(UNI EN 20286-I (1995). Keeping in mind the cost effectiveness, 
one (01) mm shell wall thickness has been recommended for 
production of casting. 

Keywords: Statistically controlled, aluminum alloy, three 
dimensional printing 

1. Introduction 

Prototypes can constitute a strategic means, not only for 
functional and assembly tests or to obtain the customer’s 
acceptance, but to outline eventual critical points in the 
production process [1]. The relevance of rapid casting 
(RC) techniques consists on increasing parts’ availability 
in a short time [2]. The initial capital cost can thus be 
repaid through a reduction of costs and time for the 
following phases of development, engineering and 
production, as well as through non-monetary advantages 
[3].  

In this field, innovative solution are now available 
based on the three dimensional printing (3DP) process, 
which can extend RC possibilities [4]. A key issue 
regarding the shell casting process is the production of 
the pattern in the case of a prototype casting, for which 
the traditional die casting is uneconomical [5]. 3DP can 
meet this requirement, producing single/few parts in short 
times and without tooling costs [6].  

The present research regards shell patterns obtained 
by 3DP on which the ceramic shell can be built and then 
joined (as in the conventional process) to obtain the 
cavity for pouring metal. Experimental studies regarding 

this solution are lacking in the literature, in particular the 
technological feasibility in the case of thin-walled parts 
needs to be assessed [5]. Many researchers have worked 
at reducing the shell wall thickness for a cost effective 
RC solution [7]. However, hitherto, for statistically 
controlled aluminum shell casting, no one has reported 
the effect of work piece volume on reducing shell wall 
thickness from the recommended one (12mm), in order to 
reduce the cost and time of production, as well as to 
evaluate the dimensional accuracy and mechanical 
properties. 

2. Methodology 

Aluminum castings were prepared at three different 
volumes corresponding to three different outer diameter 
of work piece (that is corresponding to Ø60 mm, Ø50 
mm and Ø40 mm). Figure 1 shows the dimensions of the 
benchmark part of diameter 50 mm.  
 

 
Fig. 1. Benchmark dimensions 

All the dimensions of benchmarks corresponding to Ø60 
mm and Ø40 mm have been fixed in same proportion, 
corresponding to Ø50 mm. After the selection of the 
benchmark, the component to be built was modelled 
using CAD. The CAD software used for the modelling 
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was UNIGRAPHICS Ver. NX 5. Shell patterns were 
prepared at different thickness. The thickness values for 
shells were 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2 and 1 mm. The 
CAD models of upper and lower shells were converted 
into STL (standard triangulation language) format also 
known as stereolithography format. Moulds were 
manufactured in 3DP (Z Print machine, Model Z 510) 
with Z Cast 501 powder and parts were heat treated at 
temperature of 110°C for 1 hour. The aluminium alloy 
was poured for obtaining the technological prototype.  
The measurement paths for the internal and the external 
surfaces of the benchmark have been generated through 
the measurement software of the ‘GEOPAK v2.4.R10’ 
co-ordinate measuring machine (CMM). These paths 
direct the movements of the CMM probe along 
trajectories normal to the parts surface. About 70 points 
have been measured on the external surface. For each 
point the machine software evaluates the deviations 
between the measured positions and the theoretical ones 
for the X, Y, Z coordinates. Table 1 shows variation in 
hardness of castings prepared with respect to shell 
thickness (mm).  

Table 1. Observations of Hardness Testing 

Rockwell Hardness No. for different 
work piece diameter 

Shell 
Thickness 

(mm) ϕ60 mm ϕ50 mm ϕ40 mm 

12 57 54 51 
11 56 57 53 
10 55 59 58 
9 56 52 52 
8 52 57 54 
7 54 58 58 
6 56 58 56 
5 55 59 53 
4 54 59 54 
3 56 55 56 
2 57 58 52 
1 52 51 57 

 
It should be noted that in casting neither higher nor 

lower hardness is desirable [8]. This is because if casting 
is of high hardness, usually it is brittle and with lower 
hardness it will be of ductile nature. In the present 
experimental study the variation in hardness value is not 
too much. The only reason to measure and compare 
hardness value is, to show that for optimum size shell 
thickness prepared by 3DP, castings produced have little 
variation in hardness. So there will not be any problem in 
its functional operations.  

The results of the dimensional measurements have 
been used to evaluate the tolerance unit (n) that derives 
starting from the standard tolerance factor i, defined in 
standard UNI EN 20286-1 [9]. The values of standard 

tolerances corresponding to IT5-IT18 grades, for nominal 
sizes up to 500mm, were evaluated considering the 
standard tolerance factor ‘i’ (µm) indicated by the 
following formula, where D is the geometric mean of the 
range of nominal sizes in mm [10]. 

i = 0.45 x D1/3 + 0.001 x D      (1.1) 

In fact, the standard tolerances are not evaluated 
separately for each nominal size, but for a range of 
nominal sizes. For a generic nominal dimension DJN, the 
number of the tolerance unit’s n is evaluated as follows: 

 
n= 1000(DJN   - DJM)/ i           (1.2) 
 

Where DJM is measured dimension. The tolerance is 
expressed as a multiple of i: for example, IT14 
corresponds to 400i, with n = 400. Table 2 shows 
classification of different IT grades according to UNIEN 
20286-1. After this for each value of outer diameter, 
corresponding value of ‘n’ were calculated, the latter 
taken as a reference index for evaluation of tolerance 
grade. Further (based upon observations of Table 1.2), to 
understand whether the process is statistically controlled 
six sample of  aluminum alloy pieces were casted for best 
shell wall thickness value that is 1mm for three different 
volume corresponding to Ø60, Ø50, Ø40 mm.  
 

Table 2. IT Grades of outer diameter (Ø60, Ø50, Ø40 mm) 

 
On measurement of outer diameter with CMM, the 
dimensions obtained at 1 mm shell wall thickness for Ø60 
mm are shown in Table 3.  
 
Here: A=above the mean, B=below the mean, U=Up 
from previous reading, D=Down from previous reading 

Sh
el

l T
hi

ck
ne

ss
 m

m
 

 

D
JM

  f
or

 ϕ60  
D

JN
 =

 ϕ60 m
m

 

D
JM

 fo
r ϕ50 m

m
 

D
J J

N
 =

 ϕ50 m
m

 

D
JM

 fo
r ϕ40 m

m
 

D
 JN

 =
 ϕ40 m

m
 

12 59.855 IT10 49.815 IT11 39.900 IT10 

11 59.605 IT12 49.825 IT11 39.940 IT8 

10 59.820 IT10 49.875 IT10 39.905 IT9 

9 59.810 IT11 49.780 IT11 39.790 IT11 

8 59.585 IT12 49.825 IT11 39.815 IT11 

7 59.865 IT10 49.715 IT12 39.890 IT10 

6 59.810 IT10 49.375 IT14 39.720 IT12 

5 59.555 IT12 49.700 IT12 39.740 IT12 

4 59.445 IT12 49.845 IT10 39.695 IT12 

3 59.455 IT12 49.760 IT11 39.445 IT13 

2 59.890 IT9 49.415 IT13 39.510 IT13 

1 59.540 IT12 49.590 IT13 39.705 IT12 
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Table 3. Bench mark dimensional value at 1mm shell wall thickness 

for Ø60 mm 

3. Results and Discussion 

Now if the mean and standard of the population that has a 
normal distribution is μ and σ respectively then for 
variable data X the standard normal deviate Z is defined 
as [11]: 

         (1.3) 

Where Xi is the variable data obtained, μ is the mean of 
data and σ is the standard deviation.  
 

3.1 Calculation for Z (standard normal deviate) 
above and below at 1mm shell thickness, or  
60mm 

 
E (run) AB = )        (1.4) 

Where N is the number of observations and E (run)AB  is 
the expected number of run above and below 

 
E (run) AB = (  = 4        (1.5) 

 
σAB =            (1.6) 

 
Where σAB is the standard deviation of above and below 

 
σAB =  =1.118         (1.7) 

 
ZAB= {RUNAB  - E(run)AB}/   σAB                  (1.8) 

Where RUNAB is the actual number of run obtained above 
and below 

ZAB =         (1.9) 

 
P=NORMSDIST(Z),  when the value of Z is negative in 
Microsoft  Excel software   

  PAB = 0.003645                      (1.10)  
E (run) UD =                                           (1.11) 

Where E (run)UD  is the expected number of run up and 
down. 

  E (run) UD =   = 3.667      (1.12) 

      
 σUD = )         (1.13) 

 
Where σUD is the standard deviation for up and down 

         
  σUD = )       (1.14) 

 
            σUD  = 0.8628       (1.15) 

 
  ZUD=  {RUNUD  - E(run)UD}/   σUD       (1.16) 
 
ZUD = (2-3.667)/0.8628        (1.17) 
 

  ZUD = -1.5840        (1.18)
     
P=NORMSDIST(Z),  when the value of Z is negative in 
Microsoft  Excel software    
        

                  PUD = 0.56597       (1.19) 
                
Normally decision making is done with certain 

margin of error ‘α’ and taken as equal to 0.005 that is 
there can 5% chances in arriving at wrong conclusion. 
Now for decision making: 

If PAB < α OR /and PUD < α, then non-random pattern 
exist. In the present case PAB are < α indicates existence 
of non random pattern. Now exercise of predicting 
various statistical or drawing conclusions should not be 
undertaken unless the normality of distribution has been 
verified. Even if one has a large data, superimposing of 
normal curve on the histogram it is more difficult task 
than it to be imagined. For histogram one require 
minimum of 50 observations, however more the better 
and for assessing whether the underlying distribution is 
normal or not becomes more difficult when the number of 
observations is fewer. For cumulative probability plot 
(Pi): 

  
Pi = (S.N-0.5)/N           (1.20) 

 
Where S.N is serial number of data observation 

arranged in ascending order, N is total number of 
observations in the data set. If the standard normal 
deviate follows normal distribution that has mean μ =0 
and standard deviation σ =1, then: 

 

      (1.21) 

The equation above follows normal probability curve 
and any date close to it also follows normal probability 

S. 
No 

Observation Mean Above or 
below 
Mean 

Up or 
Down 

1 59.54 59.588 B  

2 59.588 59.588 B U 

3 59.561 59.588 A D 

4 59.603 59.588 A U 

5 59.616 59.588 A U 

6 59.622 59.588 A U 

 EAB=1 EUD=2 
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curve. The values of standard normal deviate were 
calculated using cumulative probability and dimensional 
values were arranged in ascending order as shown in 
Table 4.  
 

Table 4. Standard normal deviate and cumulative probability in 
ascending order at 1mm shell wall thickness for Ø 60 mm 

 
S.No Pi(Cumulative 

Probability) 
Std. Nor. 
Deviate Z 

Dimensional 
Value in mm 

1 0.08333 -1.38299 59.54 

2 0.25 -0.67449 59.561 

3 0.416667 -0.21043 59.588 

4 0.58333 0.21043 59.603 

5 0.75 0.67449 59.616 

6 0.91667 1.382994 59.622 

 
Based on Table 4, a normal probability curve was drawn 
to predict the probability as shown in Figure 2. As 
observed from Figure 2, the aforesaid data follows non 
random pattern and is under normal probability curve. So, 
there are very strong chances that the process is under 
statistical control, however X-bar chart and R-bar chart 
cannot be drawn due to less number of observational data. 
Similarly normal probability curve was drawn to predict 
the probability of process under statistical control for the 
shell thickness of 1mm for Ø50 mm and Ø40 mm.  

Here shell production cost and time is decreasing as 
the shell thickness is decreasing from 12 mm to 1 mm. 
This is due to the fact that material used to produce shell 
is decreasing as shell thickness is decreased. The shell 
production cost and time is reduced by 67.38%and 
44.87% (for work piece of Ø60 mm), 64.51% and 
44.62% (for work piece of Ø50 mm), 69.50% and 
59.64% (for work piece of Ø40 mm) respectively at 1mm 
shell wall thickness. 

4. Conclusions 

It is feasible to reduce the shell thickness from the 
recommended value of 12 mm to 1 mm. The tolerance 
grades of the castings produced from the different 
thicknesses were consistent with the permissible range of 
tolerance grades (IT grades) as per standard UNI EN 
20286-I (1995).  Instead of a 12 mm shell thickness of 
mould in the Z Cast process of casting of aluminium 
alloys one can select a 1 mm shell thickness, as observed 
from similar/better dimensional results and mechanical 
properties. The results are in line with the observations 
made otherwise [12]. Further there is an unnoticeable 
effect of work piece volumes on reduction of shell wall 
thickness. Strong possibilities are observed for the 
process under statistical control for the best set shell 
thickness (1 mm) in the case of aluminium alloy, 
irrespective of work piece volume.  
 

Fig. 2. Normal probability curve of selected bench mark at 1mm 
shell wall thickness for Ø60 mm 
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Using Additive Manufacturing Effectively: A CAD Tool  
to Support Decision Making 

P.C. Smith and A.E.W. Rennie  
Department of Engineering, Lancaster University, Lancaster, UK 

Abstract. Additive manufacturing (AM) describes the use of layer 
manufacturing technologies (LMT) to directly produce end use 
parts. More commonly, LMT have been used as a method to 
accurately and quickly produce prototype models sometimes 
referred to as rapid prototyping or 3D printing. Presently, however, 
LMT is utilised to produce polymeric and metallic parts directly 
from computer aided design (CAD) model data. While 
advancements in machine and material technology are reasons for 
the ability to directly manufacture components using LMT over 
producing only models and prototypes, the lack of available and 
reliable data concerning these advancements limits the effective 
adoption of the technology as a substitute for other manufacturing 
methods. To decide when AM can be used effectively, data needs to 
be at the disposal of designers so that they may make decisions 
about manufacturing of the parts they design. Current trends in CAD 
software development bring design support tools into the CAD 
environment, as a method to increase effectiveness into the design 
process. A support system to guide effective use of LMT would 
follow this trend and give instant access to information and support 
decision making for designers in a CAD environment. This research 
collates, through information gathering and experimentation, process 
and material data for layer technologies and aims to develop a CAD 
tool for the support and guidance in decision making about 
appropriate and effective use of AM. 

Keywords: Additive Manufacturing, CAD 

1. Introduction 

Historically, in the early developmental days of additive 
technologies, LMT was utilised to produce prototype 
models that were used as part of a product development 
strategy. It was not used to produce actual products 
themselves. Two decades later and additive technologies 
are used to manufacture many end use parts in metals and 
polymers including many mimic materials designed to 
reproduce the properties that might be found in non 
additive engineering materials [1, 2, 3, 4, 5, 6, 7]. As 
additive technology improves, produces more materials 
and becomes more applicable to more sectors, the number 
of designers and engineers that wish to consider its use 
will rise. This creates a need for reliable, detailed material 
and process information that is accessible and up to date. 

Additive technology can free design activity to 
unrestricted levels and offer a flexible manufacturing 
system which can be lean and extremely agile. In order to 
take advantage of these qualities, designers and engineers 
need to have access to all information that will help make 
decisions on materials and processes early in new 
projects. Other researchers who wrote on the subject of 
the effect of additive technologies on current design 
strategy eluded to the fact that additive technologies 
would mean more work is done in a CAD environment up 
to the stage of manufacturing [8] and this seems to have 
emerged as the current trend. Presently, designers need to 
be able to work smoothly in a single environment to fully 
be effective using contemporary technologies. In this 
way, if more information were at hand regarding additive 
technologies, concepts that consider them as candidate 
processes and materials can be tested and validated. 
   

2. Design Issues 

There are special circumstances to be considered when it 
comes to designing a part for manufacture using LMT [7, 
8]. As a pre-cursor to existing research, authors 
documented the potential advantages of additive 
technologies in manufacturing over non additive 
manufacturing technologies. Tool-less manufacturing 
made possible by AM placed more responsibility on the 
designer or engineer to consider the functional 
requirements of a product over any future restrictions 
they may encounter and to be more creative in their 
solutions. Geometry could be complex and added to 
designs for free. Yet, more research has revealed a more 
pragmatic understanding of additive technologies and the 
factors that define them from one another as with non-
additive technologies. Each technology has its own set of 
parameters or rules. For example, in terms of metal 
processing, the density of the fabricated parts by the 
partial-melting systems varies from 45% to 85% of the 
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theoretical density [1]. It is possible to control material 
properties such as pore size within a material [9]. 
Polymer processes vary in their performance and material 
property characteristics over time and in varying 
environmental conditions [7]. All processes and materials 
used in AM have limits on minimum achievable wall 
thicknesses and minimum details that can be produced.  

As we will see from the next section of this paper, a 
successful decision support tool for material selection 
should present both numerical data and case based data in 
various formats to give the designer as much ammunition 
as possible to make a justified decision [10]. All 
information regarding the design issues brought about by 
additive technologies is important for new product 
developments. 

3. Materials Selection 

Concerning selection strategies for matching material to a 
design, four basic steps can be observed as a theoretical 
basis for future work (Fig 1). Design requirements must 
be translated into a specification for materials and also 
processes. Following this, available materials are 
screened to eliminate those that do not meet the 
specification. This leaves a sub-set of the original menu 
of materials that can be considered suitable candidates. A 
scheme for ranking the surviving sub-set tabulates the 
most promising candidates and further information 
provided about the top ranked candidates assists in 
making an informed decision on a suitable material [11].  
The question of which material will satisfy a design, 
considering non-additive engineering materials, requires a 
vast knowledge of currently available materials. It can be 
problematic when there are around 80,000 engineering 
materials to choose from and around 1000 different ways 
to process them [11]. Therefore it is important to discover 
the amount of available additive materials compared to 
non-additive engineering materials. 

A survey conducted by the authors into commercially 
available materials revealed that there are around 135 
additive materials available used by around 12 different 
additive technologies spread over around 44 different 
technology platforms. By comparison, the number of 
materials and processes is significantly smaller than of 
non-additive engineering materials and processes and so 
the task of finding a material to satisfy a design or to 
discover that a design cannot be satisfied should pose a 
much simpler task. The actual true number of additive 
materials is probably much higher than the figure 
published here. However, the survey conducted via the 
web, did not account for specialist in-house materials 
developed and used in isolation and materials under 
development. The information gathered was true in 
February 2010, the month the survey was conducted.  

 
Fig. 1. Four basic steps to selection strategy 

In the selection of materials, designers need material 
information at every stage of the product development 
cycle. This information is defined using different methods 
of language [11]. Material properties such as density can 
be expressed as numerical values and are precise. The 
ability of a material to be injection moulded is Boolean 
and returns a ‘YES’ or a ‘NO’ answer and is definitive. 
Other properties such as corrosion resistance are ranked 
in sets in fuzzy values, ‘GOOD’ or ‘FAIR’ or ’POOR’, 
for example [11, 12, 13]. Clear definition of material 
properties is essential as it is an imperative part of the 
index of material data sets which is essential to a 
successful search strategy with suitable returns. The 
different material properties can themselves be classified 
to be used as decision criteria. Material mechanical 
properties include stiffness, hardness etc. Material 
physical properties concerns cost, density, thermal 
conductivity, etc. As well as material properties, process 
properties can also be classified into decision making 
criteria. Geometric properties like overall dimensions, 
wall thicknesses. Technological properties such as 
surface finish and production properties including 
production volumes are all seen as decision criteria [12, 
13].  Most material and process data for non-additive 
materials and processes is well documented and can be 
obtained in handbooks and other reference texts. Additive 
materials, however, are not so advanced. Information is 
sparse and fragmented. If, for successful material 
selection support, property data is essential for decision 
making criteria, then the material properties of AM 
materials must be known. The authors are engaged in 
some experiments using fused deposition modelling 
(FDM) materials which have produced some results on 
mechanical property and significant other research 
regarding material properties is ongoing in institutions 
around the world. However, at present OEMs and 
vendors seem to be the most easily accessed resource for 
data. Due to the infancy of the technologies, there are as 
of yet no handbooks or definitive reference texts of data. 
While the range of materials and processes remains 
relatively small and navigable, the availability of 
information to back up data is limited. Where material 
data is missing, innovative methods are required to make 
estimations and fill the gaps in the knowledge as full and 
equal data sets for all materials are required for a true and 
fair comparison and selection [11].  
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3.1 Selection methods 

According to previous work there are two main 
components of a material selection strategy. They are a 
comprehensive database of information with specific data 
attached at each level and an information system 
including large amounts of support information in varied 
formats [11, 13]. In terms of actual strategy for material 
selection, three main candidates are defined in literature 
on the subject.  
 
3.1.1 Free searching 
Free searching based on qualitative analysis is fast and 
offers all available material options to a designer or 
engineer that fit the criteria they set, this strategy needs 
precisely detailed inputs. The steps of such a strategy are 
to define the function of the component in question, 
define the constraints and define free variables. Function 
could be to support a load case, constraint could be a 
range of operating temperature and free variable are 
elements the designer can choose to be variable. Once 
defined, the problem can be addressed using the three 
remaining steps used to match material to a design 
defined by Ashby [11]. Those of screen, rank and support 
information.  [11, 14, 15]. 
 
3.1.2 Questionnaire based guide 
A questionnaire strategy guides users through structured 
lines of questioning that leads to decision making. Using 
this strategy compensates for lack of knowledge on the 
users part by implementing the knowledge of an expert or 
experts in the field, however, this strategy does not 
innovate – it will only return results that are already 
known to an expert. New materials and processes that do 
not exist at the time of the questionnaire design will not 
feature in the returns. Questionnaires do offer resolution 
but are difficult to create and maintain with up-to-date 
information [11, 14, 15]. 
 
3.1.3 Case based reasoning 
Analogy based selection strategy, referred to as inductive 
reasoning and analogy or case based reasoning, keeps a 
database of existing case study examples that are indexed 
so they may be searched for similar cases to a new 
problem. Typically the database is indexed with 
keywords. For example, if a design requirement is 
recyclability, search a case based database for recyclable 
designs, find similar cases and use the cases to synthesise 
a new solution and test it. Case based reasoning is a 
search tool – it creates nothing nor refines anything, this 
way it is simple to operate if there is sufficient effort 
applied to the indexing of the database and the quality of 
indexed material [11, 14, 15].  
When we talk about material and process selection and 
bringing the decision of material and process closer to the 
design, we talk about concurrent engineering, making all 
design activities parallel to one another. As such, a good 
material and process decision support system can 

overcome bottlenecks to concurrent engineering which 
include supported early decision making and feedback 
facilitating technology. Both would support an efficient 
concurrent engineering strategy [12]. 

4. Additive manufacturing materials selection 

Considering the theoretical foundation to successful 
material matching that has been discussed here, the 
authors are constructing an additive technology specific 
material and process decision making tool for use within 
a current CAD environment. Initially the tool has been 
constructed with very limited functionality. A database 
has been constructed of available additive material and 
process data sets that are equal to one another and 
sufficient enough to allow for static stress analysis under 
normal conditions (Fig 2). 

 

 
 

Fig 2. Initial database tool structure 

From within a current CAD environment, a menu can be 
called containing one bottom level set of additive material 
data listed by names. If a material is selected from this 
menu, then the properties of that material is applied to the 
active part in the CAD environment or to the selected 
parts in an assembly and the part can be analysed using 
finite element analysis (FEA) to determine its suitability. 
In this way the tool uses a free search style selection 
strategy, however screening is a manual operation which 
requires repeated analysis of available materials until a 
suitable candidate is found. Information needed to make 
decisions about material and processes are brought into a 
CAD environment where the designer will be working. 
However, in its current state, a tool of this kind is 
obviously too limited and does not satisfy any of the 
criteria set out in this paper and confronts neither of the 
bottlenecks to concurrent engineering. The next stage is 
to implement a screening function to the tool. Firstly, a 
search function needs to be added which can handle input 
of requirements based on numerical material property 
data. An alternative to data input is to automatically 
screen a part for fitness to use all available AM materials 
and processes. The tool, programmed using Visual 
Basics.Net language, will, by traversing the list of 
features such as extrusions or sketches used to design the 
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part, return values that can be checked against rules that 
are set to evaluate a part’s suitability to an additive 
process and material. Dependant on the rules and the 
returned values, the part will be screened for suitability to 
certain additive technologies and materials. Screening is 
an important element of material selection as it brings 
about the material subset which can be checked for 
matching material properties to design requirements and 
also allows for information to be fed back to a designer 
(Fig 3). Once a part is selected, the screening process 
begins to loop eliminating materials and processes that do 
not fit with the properties of the feature values returned. 
The final part of the tool to be added is case based 
information. Case information is recognised as an 
imperative part of a material selection strategy and is 
already adopted by some designers when making 
decisions about AM materials. It is important as 
numerical and fuzzy data is sparse. 
 

 
Fig. 3. Basic tool structure for feature traversal, rule checking  

and sub set creation. 
 

5. Conclusion 

Further work is ongoing in the construction of an AM 
material selection tool. The main area for continued 
development is in the writing of rules that will control the 
screening process. To do this well requires detailed, 
reliable data for additive technologies. The authors will 
continue to experiment with current metal and polymer 
processes to ascertain property information that will 
inform the tool development as well as collate data from 
other institutions involved in AM data research.  
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Abstract. Today's advancement of the market requires innovative 
thoughts and further development of additive manufacturing 
processes like beam melting (Direct Metal Laser-Sintering). Among 
the huge number of additive fabrication methods, the direct manu-
facturing of metal parts in a powder bed using a laser or electron 
beam is called beam melting. This neutral term is relatively new and 
was used in the VDI Guideline 3404 for the first time. In general the 
additive fabrication differs from conventional technologies by its 
layerwise and additive joining together material to a physical part. 
For the construction and the use of beam melted parts and in order to 
reduce the risk of mechanical defects in a part, a comprehensive 
material understanding is essential. Cracks caused by dynamic loads 
can be avoided in advance by dynamic analysis, appropriate design 
and correct manufacturing of the parts. For this reason, dynamic 
strength analysis (using a rotating bending test) of beam melted parts 
made of stainless steel has been applied and Woehler curves for 
different survivabilities determined. To highlight the resistance of 
beam melted parts to operation and production damage, the fracture 
toughness (stress intensity factor) of beam melted parts has also 
been investigated. 

Keywords: Additive fabrication, beam melting (Direct Metal Laser-
Sintering), Rapid Manufacturing, e-manufacturing, dynamic strength 
(Woehler), fracture toughness, stress intensity factor, dimensioning  
of parts, Stainless Steel GP1 

1. Dynamic strength analysis of beam melted 
parts 

The calculation and dimensioning of beam melted parts 
exposed to dynamic loads become more and more impor-
tant especially with regard to the increasing number of 
Rapid Manufacturing applications. Damage caused by 
fractures resulting from fluctuating stress can be avoided 
by appropriate designs and correct manufacturing of parts 
[1],[2]. For this reason, dynamic strength analysis by 
Woehler fatigue tests of beam melted parts made of 
stainless steel (GP 1) are reported in this paper. Here the 
fatigue strength under repeated bending stresses is 
discussed and evaluated by the nominal stress approach. 
According to DIN 50100 [3], the fatigue strength is de-

scribed as the maximum stress amplitude oscillating 
around a given mean stress, that a specimen can endure 
for endless cycles (ND = 107) without breaking and with-
out unacceptable deformation. 

2. Manufacturing and finishing of rotating bend 
test specimen 

By rotating bending tests of 40 specimens of beam melted 
stainless steel (GP 1) made on an EOSINT M 270 ma-
chine with standard exposure strategies of the laser, 
Woehler curves are determined. After beam melting the 
specimens are turned and finished to the desired geometry 
and dimensions shown in Figure 1. 

30

44

80

18

Ø
 8

h6

0,5 x 45 Ø
 6

,2
4

 
Fig 1. Geometry and dimensions of rotating bending test specimen 

The initial and beam melted geometry for the specimen is 
cylindrical with a diameter of 12 mm and a length of 86 
mm (cf. Fig. 2 a). This oversize of the specimen allows 
for the reduction of warping caused by residual stresses 
of the horizontal oriented specimen on the build platform. 
One of the four build platforms with a set of beam melted 
specimens (10 pcs.) and ready finished specimens are 
shown in Figure 2. Here the ready turned specimens are 
also polished in different steps to reduce the surface 
roughness to a minimum since dynamic loaded parts 
show high sensitivity to surface imperfection. 
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a - Build platform with a set of specimens 

 
b - Ready finished specimens 

Fig 2. Rotating bending test specimens 

3. Rotating bending test 

In carrying out the Woehler test, several equivalent test 
specimens are investigated at defined and graded oscillat-
ing stresses and out of this, the resulting number of cycles 
that lead to fracture of the specimen is determined [3]. 
The adjusted amplitudes of loadings alternating around 
the mean stress of σm = 0 N/mm² are constant for each 
specimen during the Woehler test. To define and adjust 
the amplitudes, a load increase test is carried out on one 
of the beam melted specimens. This procedure is neces-
sary because no reference values for the fatigue strength 
are given for this specific beam melted material. So the 
upper bending amplitude of the loads is set to 500 N/mm² 
and lowered, step by step, at 10 N/mm² for different 
specimens until one specimen reaches the fatigue strength 
limit of ND = 107 cycles without breaking. If this result 
can be repeated three times the corresponding bending 
stress is the preliminary bending fatigue stress. To back 
up the results, four specimens are tested for each load. 

4. Evaluation and interpretation of the results 

For the investigation of the Woehler curves from the data 
described before, several equations can be found in refer-
ences. Here the Woehler curves are described in the form 
of a double logarithmical illustration by Basquin. Thereby 
the fatigue characteristic is shown as a straight line which 
is limited at the top by the yield strength and at the bot-
tom by the fatigue strength of the material [1, 2, 4].  

The two constants m and K are calculated by the 
method of least squares with the software Fatigue 1.1 [4]. 
Afterwards the fatigue strength lines for different surviv-

abilities are calculated with the linear equation (1.6) and 
are shown in Figure 3. Also the result of each tested 
specimen can be seen by the blue rhombuses. 

(σ/σD)m = (ND/N) (1.1) 
after conversion  

N = ND · σD
m / σm (1.2) 

with  
K = ND ·  σD

m (1.3) 
is  
N = K · σ-m (1.4) 
taking the logarithm  
lg N = lg K - m · lg σ (1.5) 
converting to a linear equation 
lg σ = lg K/m - lg N/m (1.6) 
nomenclature: 
σ    =   stress amplitude [N/mm²] 
σD  =   fatigue strength [N/mm²] 
N   =   number of cycles 
ND  =  limit of cycles (= 107) 
m  =  Woehler curve exponent 
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Fig 3. Woehler curves 

With these Woehler  curves, conclusions on the failure of 
beam melted parts can be made for different survivabili-
ties between 10 % and 97,5 % at specific loads. Most of 
the results of the tested specimen are inside or near the 
range of these survivabilities. The intersections of these 
lines with the line of the limited cycles (ND = 107) repre-
sent the stress amplitude for each survivability that a 
specimen can withstand for ever. In general, the stress 
amplitude for a survivability of 90 % is given as the fa-
tigue strength [5]. Here it is σbw = 407,45 N/mm². Beam 
melted parts exposed to this specific stress value can 
withstand 10.000.000 cycles or more without breaking 
with a survivability of 90 %. Compared with the range of 
fatigue strengths of conventional manufactured parts 
made of the same material and axial loads (364 - 542 
N/mm² [6]) the value determined here lies in between. 
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5. Fracture toughness analysis of beam melted 
parts 

Besides static and dynamic strength analysis, knowledge 
of the fracture toughness of parts is essential for their 
dimensioning. With it, indications of the amount of stress 
required to propagate a preexisting flaw can be made. 
Thus it is one of the most important material properties 
since the occurrence of flaws are not completely 
avoidable in the processing or fabrication of parts. In this 
section, the fracture toughness is investigated according 
to DIN EN ISO 12737 [7, 8]. 

6. Manufacturing and finishing of compact 
tension (CT) test specimen 

As a specimen, the disk shaped compact tension geom-
etry according to ASTM E399 [9] is chosen that corre-
sponds to the standard compact tension specimen in DIN 
EN ISO 12737 with regard to the main dimensions (cf. 
Figure 4.). Fixed dimensions are not given in these stand-
ards because all dimensions have to fulfill the special 
requirements of the linear-elastic fracture mechanics and 
with it they depend on material characteristics. For this 
reason only the interdependent dimensions are given. 

 
Fig 4. Standard compact tension specimen [8] 

Not until all investigations are complete can the 
validation of the geometry be controlled according to 
special criteria and with it according to a valid critical 
stress intensity factor (KIc). All in all, six specimens of 
beam melted stainless steel (GP 1) are made with 
standard exposure strategies of the laser (cf. Figure 5 a). 

The chosen dimensions of the specimen are thickness 
B = 1 in ± 0.02 in and width to load line W = 2 in ± 0.01 
in. Again the oversized specimens are machined after 
beam melting to the desired geometry and prepared for 
testing (cf. Figure 5 b). 

7. Fracture toughness test 

The fracture toughness test begins with the initiation of 
the flaw by cyclic loadings (10 Hz) of 20,000 N and 
15,000 N with stress ratios of R = 0.1. The loading is 
transferred to the specimen by bolts in the boreholes. The 
fatigue crack initiates and propagates starting at the top of 
the Chevron-notch and is stopped after 4-5 mm. The 
crack propagation is controlled by measuring the voltage 
potential at the two electrodes on the left side of the spe-
cimen in Fig. 5 b. Before carrying out the tensile test, the 
two electrodes are replaced by a displacement transducer 
for measuring the crack opening. According to DIN EN 
ISO 12737, the tensile test is carried out at a rate of rise 
of the critical stress intensity factor of 0.5–3.0 MPa√m/s. 
 

 
a - Build platform with two specimens 

 
b - Ready prepared specimen 

Fig 5. CT test specimen 

8. Evaluation and interpretation of the results 

After the specimen is broken, several dimensions such as 
thickness (B), width to load line (W) and the mean crack 
length (a) are measured from the photographs as 
illustrated in Figure 6. 

 
Fig 6. Digital measurement of a CT test specimen (fracture surface) 

The crack surface of the fatigue fracture is smooth and 
light whereas the surface of the final fracture is rough and 
dark. It turns out that all results of the measurements 
fulfill the criteria for the linear-elastic fracture mechanics 
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so far. And with it, the preliminary critical stress intensity 
factor KQ can be calculated as follows [8]: 

(1.7)   

with  
KQ  =  preliminary critical stress intensity factor  

FQ   =   specific force F [kN] 
B    =  thickness [cm] 
W   =  width to load line [cm] 
f(a/W) = correction function 

 
a    =  mean crack length [cm] 

The determination of the force FQ for each specimen 
can be described and explained by the force-deflection 
graph in Figure 7. 

 
Fig 7. Determination of the force FQ for sample No. 6 

 
At the beginning of the graph, the force progression 
shows linear-elastic characteristics up to a crack opening 
of about 0,4 mm which then flattens at higher forces. To 
determine the force FQ a tangent line is drawn at the lin-
ear-elastic part of the graph. Then a second line is drawn 
on the graph with the 0.95-fold slope of the slope of the 
tangent. Now the force FQ is defined as the intersection of 
this secant with the stress-strain curve. For sample No. 6 
the force FQ is 40888.09 N. Table 1 summarises some 
values of the CT specimen necessary for the validation of 
a critical stress intensity factor (KIc).  

From the table, it can be seen that the requested rela-
tive strength of Fmax/FQ is not achieved, being smaller 
than 1.1 as specified by DIN EN ISO 12737. Also the 
second criterion for a valid critical stress intensity factor 
cannot be fulfilled, it says that the thickness (B), the crack 
length (a) and the ligament length (W-a) of each speci-
men must be bigger than the value calculated by the 
equation 2.5 x (KQ/Rp0,2)² with Rp0,2 representing the yield 
strength. So the requirements of the linear-elastic fracture 
mechanics are not fulfilled and for that reason the deter-
mined values for the preliminary critical stress intensity 
factor KQ cannot be equalized with the valid critical stress 
intensity factor KIC. This result can be explained by too 

small a thickness of the specimen and the relative high 
ductility of the beam melted material. Related to this, the 
plastic zone here is too big compared with the elastic 
deformed material of the specimens.  

Table 1. Single values of the forces and of the preliminary critical 
stress intensity factors 

Sample 
No.

Fmax

[N]
FQ

[N]
Fmax/FQ KQ

[MPa√m]
1 59066,07 37614,21 1,57 87,47
2 63957,78 41515,99 1,54 92,04
3 63734,44 40975,25 1,56 90,52
4 78524,09 42489,63 1,85 80,28
5 65717,28 44712,16 1,47 94,73
6 64851,15 40888,09 1,59 90,24

Mean 65975,14 41365,89 1,60 89,21  
It can be assumed that before the specimens break in the 
tensile test, an obvious plastic deformation occurs at the 
top of the crack. Nevertheless, the mean value of the 
preliminary critical stress intensity factor is  KQ = 89.21 
MPa√m ± 4.98 MPa√m. Even though this preliminary 
value does not represent a valid critical stress intensity 
factor, it can be taken for a first dimensioning of beam 
melted parts especially because no comparative values for 
beam melted materials exist in references. Probably the 
valid KIc-value is slightly smaller than the KQ-value. To 
equalize these two values, the dimensions of the test 
specimen must be enlarged significantly and this could 
lead to problems in the beam melting process especially 
with regard to the effective building volume of the ma-
chine and economics. Com- paring this determined KQ-
value of beam melted parts to KIC-values (KIc = 29.7 - 
158 MPa√m [6]) of conventional made parts of the same 
material number (1.4542), it can be seen that the KQ-
value is in between. 
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Abstract. Here we present an additive and cost effective process for 
plastic electronic manufacturing. Metal tracks are fabricated on  
polyimide substrates via simple chemical processes combined with 
direct laser writing or photomask exposure. Laser write speed up to 
0.5 m.s-1 and metal track linewidth as low as 5 µm were achieved. 
Further, this process was easily extended to 3D manufacturing; a 
helical silver track was written onto a cylindrical substrate. Selective 
electroless plating was also demonstrated on the photopatterned 
microstructures which showed promising conductivity close to that 
of bulk silver metal. 

Keywords: polyimide, laser, direct writing, 3D manufacturing, ion-
exchange, silver, electroless plating, fine linewidth, flexible circuits, 
plastic electronics. 

1. Introduction 

Rapid, cost effective prototyping and manufacturing is 
gaining increasing attention amongst academic 
researchers and industries. This is driven by the future 
demands of customisable and low volume production of 
high technology devices. To meet these demands, some 
drastically different fabrication methodologies have 
emerged recently with the aim of replacing traditional 
techniques which are either time-consuming or lacking 
adaptability.  

In the field of plastic electronic technology at present, 
various routes on a roadmap to a standard manufacturing 
process are being developed. One such route, presented in 
this paper, is an additive method for photopatterning of 
metals on polyimide flexible substrate that comprises a 
multitude of benefits. These include eliminating the use 
of evaporation or any vapour phase chemical precursors 
and therefore no vacuum chambers are needed.  The 
reliance on photoresist processing or expensive stencil 
masks for printing and proprietary conductive paste or ink 
is also unnecessary. 

 The present method developed by our group utilised 
a photoreactive coating which upon illumination of light 
with suitable wavelength, assisted the photochemical 

reduction of silver ions on a polyimide substrate [1]. The 
silver ions were first incorporated into a thin depth of the 
substrate surface by potassium hydroxide (KOH) 
modification and then a simple ion-exchange process 
using a silver nitrate (AgNO3) solution. After exposure to 
light, the silver ion source in the exposed area was 
reduced to metallic silver particles. The exposure can be 
carried out by laser direct-writing or via a photomask 
exposure system. Since the metalisation is a 
photochemical reduction process instead of a thermally 
driven mechanism, it has an advantage of allowing low 
energy fluence source to be used. Therefore ultra-fine 
resolution feature can be realised whilst the effects of 
excessive laser energy diffusion and thermal degradation 
to the substrates can be minimised. 

After washing out the unreacted silver ions and an 
annealing step, the patterned silver particles serve as an 
active seed layer for subsequent electroless plating in 
order to produce a thicker layer with better conductivity.  

The morphology of the laser written tracks and the 
effects of write speed are presented along with a 
demonstration of 3-dimensional fabrication. Also 
discussed are conductivity results of electrolessly plated 
microstructures, which were patterned with a photomask 
exposure system. 

2. Experimental Setup 

2.1 Substrate preparation 

Kapton HN (50 µm) from DuPont was used as a 
substrate.  After cleaning rinse steps of acetone, isopropyl 
alcohol and deionised water, this was treated in 1 M KOH 
at 50oC for 5 minutes to cleave the imide rings within the 
polymer matrix and allow potassium ions to bond 
electrostatically with the carboxylic acid ions.  It was then 
immersed in 0.1 M AgNO3 solution at room temperature 
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for 15 minutes, exchanging the potassium ions with silver 
ions. Samples were then spray-coated with 100 g.l-1 
methoxypolyethylene-glycol (MPEG) in absolute ethanol. 
This coating served as a reducing agent during the 
photopatterning step. 

2.2 Direct laser writing exposure 

The first photopatterning method was laser direct writing 
using a HeCd laser of wavelength 325 nm with Gaussian 
TEM00 beam profile. The maximum available power at 
the writing plane was ~3 mW.  Different focussing lenses 
were used to provide spot sizes ranging from a few 
microns up to approximately 35 µm. Various write speeds 
up to 0.5 m.s-1 were employed. 

2.3 Photomask exposure 

Samples were also patterned using a Tamarack mask 
aligner UV-exposure system using a roughly collimated 
light source, emitting in the range 250 - 450 nm, for 
various times at an intensity of ~50 mW.cm-2. A chrome 
on glass photomask was used, with the exposed areas 
forming the silver seed-layer regions. 

2.4 Post-Exposure Treatment 

After exposure the samples were submerged in 1% w/w 
sulphuric acid solution for 15 minutes to remove the 
unreduced silver ions from the substrate before annealing 
in an oven at 300 oC for various times. This step induced 
both the reimidisation of the previously cleaved imide 
ring and the agglomeration of silver nanoparticles. 

2.5 Electroless Plating 

The plating was carried out using two baths. The first was 
a formaldehyde EDTA based copper bath Circuposit 
4750 sourced from Rohm & Haas. This bath was operated 
at a temperature of 53oC and a pH near 13. The second 
was a cyanide based silver bath ESM series (ESM 100 
and ESM 500) from Polymer Kompositer AB, Sweden. 
This particular product was chosen as the less alkaline pH 
was more favourable for polyimide substrates. For 
plating, the bath was heated to 67oC, and the pH was 
adjusted to values in the range of approximately 7 to 9. 

2.6 Characterisation 

Characterisation of the samples was carried out using 
optical microscopy using a Leica DM LM microscope, a 
Zygo white light interferometer, field emission gun 
scanning electron microscope (FEGSEM), scanning 
electron microscope (SEM) and a four-point probe 
station. 

3. Laser Direct-Writing Results 

3.1 Morphology 

In the present direct-write approach, silver particles can 
be formed in situ during laser writing from the metal ion 
source in the substrate. The beam profile of the laser light 
can directly change the geometry of the written lines. 
Fine linewidth from less than 15 µm down (Figure 1) 
down to about 10 µm (Figure 2) have been demonstrated. 

 
Fig. 1 Zygo white light interferometry profile of a silver track 
directly metalised by CW UV laser scanning. 

 
Fig. 2 FEGSEM image of cross-section of laser written track. 

The white light interferometry profile above showed that 
silver aggregates were grown above the surface of the 
substrate from the Ag+ ion source embedded within the 
substrate. This is believed to be the result of the 
extremely rapid nucleation of silver particles from the UV 
photoreduction of the Ag+ ions. The height profile of the 
silver deposit mirrors the Gaussian shape of the laser 
intensity profile. A cross-section of a track was imaged 
by FEGSEM as shown in Figure 2. It can be seen that a 
thin layer of silver nanoparticles was formed just 
underneath the surface of the substrate. At the centre of 
the laser spot where the incident energy was most intense, 
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a much larger amount of silver aggregates were 
protruding from the surface of the substrate. 

The SEM images (Figure 3) below showed laser 
direct-written tracks with ultra fine linewidth of ~5 µm 
demonstrated. The high magnification image (Figure 3b) 
clearly showed that the centre of the track consisted of a 
rough nanoparticle morphology with a particle size 
distribution between 100 – 700 nm. The shoulders of the 
Gaussian beam profile with a much weaker intensity 
caused a significantly slower rate of photoreduction of 
silver ions on both edges of the track, and hence a lower 
density of metallic silver present. 

a 

b 
Fig. 3 SEM images of: (a) laser direct-written tracks with 

linewidth ~5 µm; (b) high magnification image. 

3.2 Effects of Write Speed 

The effects of varying the laser write speed, and therefore 
the energy fluence, on the profile of the tracks were 
investigated (Figure 4). It was found that at higher write 
speeds such as 10,000 µm.s-1, a uniform, reflective silver 
track with straight track edges was formed. At slower 
write speeds, it can be observed that the silver at the 
centre of the track became discontinuous islands or 
disappeared completely. This phenomenon could be 
attributed to the excessive laser energy at such slow write 
speeds causing degradation of the polymer substrate 
underneath the silver. The silver nanoparticle sufrace 
morphology at the track centre serves as a catalyst to 
initiate electroless plating. Figure 5 shows a microcoil 
plated with the electroless copper bath. 

 
Fig. 4 Microscope images of tracks produced by different laser 
writing speeds 

Fig. 5 An electroless Cu plated micro-coil fabricated by laser direct-
writing. 

3.3 3-Dimensional Direct-Writing 

The direct-writing method presented here uses a dry 
photoreactive coating and was carried out simply in an air 
atmosphere. Since no evaporation or lamination steps are 
required in the entire fabrication process, it allows the 
flexibility for the photopatterning to be carried out on 
contoured or 3-dimensional (3D) surfaces. A long helical 
metal track on a cylindrical polyimide substrate was 
fabricated by laser direct-writing whose setup is shown in 
Figure 6. A fine linewidth track of 15 µm was directly 
written on a 1 cm diameter polyimide cylinder, with a 
helix spacing of about 0.1 cm.  A continuous coil of 20 
turns was demonstrated, shown in Figure 7. This 3D 
patterning technology is envisaged to enable the 
manufacturing of advanced 3D interconnection for 
packaging. The process lends itself to low cost 
manufacturing of planarised or 2.5D structures such as 
spiral inductors or interdigital elements used in 
components such as capacitors or inter-digital electrodes. 
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Fig. 6 Schematic diagram of the 3D laser writing set up. 

Fig. 7 Long silver helix track fabricated by a laser on glass pipette 
coated with a polyimide film. Inset showed magnified image of the 
track with a linewidth ~15 µm. 

3.4 Photomask Exposure and Plating Results 

Electroless plating was applied to grow a conductive 
silver layer on microstructres as shown in Figure 8. 
Samples were immersed in the bath for approximately 6 
minutes, until the plated layer was visibly distinguishable 
to the naked eye. Plating heights of ~2 µm were 
produced. Using the resistance measured by a probe 
station the resistivity, ρ, was found by: 

   (1) 

where A and l are the cross-sectional area and length of 
the measured section respectively and R is the measured 
resistance. A value of 7.6 × 10-7 Ω.m was measured  

between the points shown in Figure 8. This value is an 
order of magnitude higher than that of bulk silver 
(1.59 × 10-8 Ω.m). However, the parameters of the bath 
can be optimised to improve the plated silver quality. The 
ESM bath was found to produce more consistent plating 
in terms of selectivity and under/over-plating compared 
to the Circuposit Cu bath in the present process.   

Fig. 8 Image showing the microstructures plated with electroless Ag. 
Red line indicates points of resistivity measurement. 

4. Conclusion 

The present process is easy to use, requires low cost raw 
materials, does not require sophisticated equipments and 
due to its additive nature is low on waste materials.  
Feature sizes as small as ~5 µm have been demonstrated. 

Further advantages are that process can be easily 
adapted for 3-D manufacturing, reduced processing steps 
leading to quicker turnover times, and the amount of 
proprietary products (photoresist material, developer 
solution, conductive paste or ink) required is minimized. 

The less alkaline ESM bath was found to produce 
more consistent results due to the pH sensitivity of 
polyimide [2]. The bath was also more configurable, 
therefore more suitable during process development as 
well as showing promising conductivity and selectivity 
during initial tests. 
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Abstract. In CNC based machining, there are many factors, such as 
cutting process parameters set-up, material and cutting tool selection 
and machine utilization planning associated with the manufacturing 
process, which can lead to ineffective energy consumption, irrational 
resource utilization and waste generation, and consequently the large 
impact on carbon footprint resulted from the process. The 
conception of energy and resource efficiency and effectiveness 
(EREE) based low carbon manufacturing focuses on efficiency and 
effectiveness in utilizing energy/material resources and minimizing 
the waste generation in CNC machining. Therefore, it is essential to 
investigate and develop the industrial feasible/reliable 
methodologies and solutions applicable to CNC machines and 
operations. In this paper, a systematic modelling, simulation and 
implementation approach is proposed, which cover three parts: 
energy efficiency, resource utilization and waste minimization in 
CNC machining and operations. Energy efficiency of machine is 
determined by studying on the drive/actuation motors using fuzzy 
inference engine (FIS) while resource utilization planning is carried 
out by optimizing the process based on cutting parameters, material 
and cutting tool using the models with MATLAB-based 
programming. Waste minimization of the machine is evaluated 
specifically on idle time, machine scrap components and downtime 
by applying discrete event simulation, etc. This paper also presents a 
case study on a CNC manufacturing system with application 
perspectives and optimized results on energy consumption. Finally, 
the paper concludes with the discussion on the EREE-based low 
carbon manufacturing approach, its potential and applications, and 
future research agenda. 

Keywords: Energy and resource efficiency and effectiveness 
(EREE) in CNC machining, resource utilization, waste 
minimization, carbon footprint, CNC machining  and optimization 

Nomenclature  

p workpiece type; { }Pp ,...,2,1∈   

m machine type; { }mm ,...,2,1∈  

n operation for workpiece p; { }PNn ,...,2,1∈  

Spn set of machine that can perform operation n of workpiece p;  
Smp set of part type that can perform on machine m; 
Snp set of operation of part type that can perform on machine m; 
xnpm operation n of work-piece p perform on machine m 

1. Introduction 

Sustainable manufacturing has been proposed as a timely 
toppic since, the awareness of environmental impact 
especially on carbon footprint and energy consumption 
associated with manufacturing systems has been more 
considered as a crucial factor in the past few years [1]. 
Regarding to this conception, the energy and resource 
efficiency and effectiveness (EREE) in manufacturing a 
part is now becoming an important part of the total cost 
associated with the product and its manufacturing process 
chain. Therefore, it is essencial and much needed to 
understand EREE-based issues at the manufacturing 
process/machine, shop-floor, factory/enterprise and even 
the manufacturing supply chains in order to reduce 
energy consumption, optimize resource utilization and 
even minimize waste [2].  

In a CNC manufacturing system, most of 
manufacturers focus on machining parameters (cutting 
speed, depth of cut, feed rate) as they can reflect on 
process efficiency and performance characteristics. 
However, a schism arises when the rising of energy 
demand and the constraint of energy supply are becoming 
the most prior manufacturing criteria. On the other hand, 
it could be implied that it is difficult to optimize CNC 
process parameters throughout production system in order 
to achieve both typical requirements and environmental 
issues [3].  

This paper proposes the generic modelling of EREE-
based low carbon manufacturing on CNC machines 
which aims to develop a systematic approach for 
adressing the issues described above in a scientific 
manaer.       
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2. EREE-based LCM: Conception  

As shown in Fig.1, the conception of EREE-based LCM 
which consists of three charactrisations: energy efficiy, 
resource utiliztion and waste minimization as proposed 
by the authors [4]. This conception is developed to 
enhance the manufacturing system in term of evaluating 
amount of energy consumption at each work station, 
shop-floor and manufacturing with maximum efficiency 
and effectiveness, optimizing the utilization of the 
existing resource capacity/constraints and even 
minimizing waste that can occurr from each 
manufacturing process throughout the production line, 
including component scrapping, machine down time, idle 
time and operator errors etc. However, this conception is 
not being developed for only environmental and energy 
criteria but also concerned with simultaneously 
maintaining the optimal manufacturing performance 
covering the cost, quality, delivery time and 
sustainability. 

  

    
Fig. 1. The conception for EREE-based LCM. 

3. Generic modelling of EREE-based LCM for 
CNC machines 

The generic modelling of EREE-based LCM aims to 
reduce unnecessary energy consumption in the 
manufacturing process, optimize and maximize existing 
resource/constraint in the system, minimize waste 
associated with the specific process and eventually 
achieve the lowest amount of carbon footprint. The 
methodology for the design of the generic modelling of 
EREE-based LCM is illustrated in Fig. 2. 

The methodology consists of three important parts: 
energy modelling, production optimization and process 
simulation, which can be described as the strategic 
planning system for EREE-based LCM. 

The energy modelling provides the ability to evaluate 
the amount of energy consumption of a workpiece when 
cutting parameters (cutting speed, depth of cut, feed rate) 
were changed on initial conditions set-up. The decision 
maker is able to select the specific energy modelling 
associated with the specific machine (different machine 
has different energy model) in order to specify the desire 
cutting parameter and observe the changed value of 
consumed energy. In this research, the principle of fuzzy 

inference engine (FIS) [5] is used to establish the energy 
model for the CNC machine.  

 

 
Fig. 2. The design methodology for EREE-based LCM. 

The model uses fuzzy rule to evaluate the amount of 
energy consumption depending on all input parameters. 
To generate fuzzy rule base, the cutting trial experiments 
were undertaken on a CNC machine which is connected 
with data acquisition device. Each workpiece was cut 
with different cutting parameters. The data obtained from 
data acquisition will show the value of energy 
consumption affected by cutting parameters. The set of 
data, then, is used to analyze with statistic method called 
‘response surface methodology (RSM)’ to generate 
function for fuzzy rule base. In Fig. 3, the method of 
fuzzy rule base establishment is illustrated. 

 

 
        Fig. 3. Energy modelling establishment. 

In optimization of the CNC manufacturing system, the 
theory of operation research is used to formulate the 
mathematical model of the interested system. The energy 
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modelling (FIS) which represents the energy performance 
of the specific machine is used as the objective function 
together with other objective functions (cost, time, etc.). 
The resource capacity and manufacturing requirement are 
transformed into system constraint equations. For 
example, work-piece ‘1’ can be manufactured by machine 
A, C and D, the equation is stated in the following 
mathematical model constraint. In this research, the 
interested system used as a case study is a flexible 
manufacturing planning system. The objective of this 
work is to produce work orders with minimization of 
energy consumption, cost of production and total 
production time. The mathematical model, then, is 
formulated with multi-objective fuzzy integer 
programming [5-7] to eliminate the conflict between 
objective functions. The example of mathematical 
modelling is expressed as follows. 
 

3.1 Objectives 

Minimization of energy consumption of CNC machine: 
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 represents the energy modeling of CNC machine  

g1 represents  goal of system energy consumption 
g1 + a 1

1
 represents exceed limit of energy consumption 

represents fuzzy value of energy consumption 
 

Minimization of cost of production is: 
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 represents the cost of production function  

g2 represents  goal of cost of production 
g2 + a 2

2
 represents exceed limit of cost of production 

represents fuzzy value of cost of production 
 

Minimization of total production time is: 
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 represents the total production time function  

g3 represents  goal of total production time 
g3 + a 3

3
 represents exceed limit of total production time 

represents fuzzy value of total production time 
 

3.2 Constraints 

Each work-piece can be performed on one machine; 
 

∑
∈

∀=
S pnk

ijk jix ,,1  

 
Each machine can perform more than one work-piece; 
 

∑ ∑
∈ ∈

∀≥
S Smp npi j

ijk kx ,1  

 
After all objective functions and resource constraints are 
set-up, the mathematical model for optimizing energy 
consumption, resource utilization and other 
manufacturing performance is formulated in the form of 
fuzzy integer programming as follows: 
 
 
 

 
 
 
 

To solve the problem in this research, the mathematical 
modeling is transformed into adaptive matrix in M-file 
function of MATLAB based programming. The genetic 
algorithm (GA) is used as the main method to cope with 
this situation. However, the completion of EREE-based 
low carbon manufacturing is not achieved yet although 
the optimization planning for CNC manufacturing system 
obtained from GA running can provide both optimal 
energy efficiency and resource utilization. Because of 
wastes at many hidden points, the factors such as idle 
time, operator errors, and maintenance down time, etc, 
can appear as uncertain situation. Hence, the last section 
of this generic modelling is established by discrete event 
system simulation using ProModel. The system layout 
and process sequence is based on the resource constraints 
using in mathematical modelling of the second part. For 
the advantage of using simulation method, each CNC 
machine can be assigned with the data distribution of 
maintenance downtime, break-down period and idle time 
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etc. The optimization of energy efficiency and resource 
utilization in the CNC manufacturing system can thus be 
tested on whether it is possible to use in the real situation 
or not. In Fig. 4, the screen short of the system simulation 
is illustrated.  

 

 
Fig. 4. The caption from simulation part of the system 

4. Case study and applications  

In this section, the proposeed modelling is implemented 
through a case study of CNC manufacturing system.  In 
this case, there are four types of workpiece waiting to be 
machined. Each workpiece has different process and each 
process has a set of alternative machines which can be 
selected to use. For instance, workpiece1 has three 
processes and the first process can be performed by 
machine: A and D according to Tables 1, 2 and 3. The 
objective of this case study is to manufacture these 
workpieces with the minimum of energy consumption, 

low production cost and less total production time.  The 
details of energy consumption, cost of production and 
production time are ilusstrated in Tables 1, 2 and 3 
respectively. Table 4 and Figure 5 (x: energy 
consumption, y: production cost and z: production time) 
provide the optimal results after the modelling was run in 
MATLAB. To illustrate the results in Table 5, scenario 
no.1 can be described that machine: D is used to perform 
process 3 on workpiece 3 (w3:3). It can be concluded 
from the results that scenario no.1 can make the trade off 
among three objectives: energy consumption, production 
cost and production time while the scenario no.2 can 
perform with effective energy consumption and total 
production time but cause high amount of cost of 
production.      

 

 
Fig. 5. Surface graph of optimized results. 

Table 1. Energy consumption (kWh) for machining the workpiece 

Workpiece 

1 2 3 4 

Process Process Process Process 
 

1 2 3 1 2 1 2 3 1 2 

Machine: A 2.2  2.5  3.2  2.8  2.3 2.5 

Machine: B  4 3.8   4  3.9 3 3.3 

Machine: C  1.8 2.9 2.8 3.5 3.1   2.7  

Machine: D 3   1.7   2 2.5 1.9  

Table 2. Cost of production (£) for machining the workpiece 

Workpiece 

1 2 3 4 

Process Process Process Process 
 

1 2 3 1 2 1 2 3 1 2 

Machine: A 1  1  3  2  2 2 

Machine: B  3 2   1  4 3 3 

Machine: C  1 3 4 2 1   4  

Machine: D 2   4   3 1 1  
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5. Conclusions 

This paper proposes an EREE-based low carbon 
manufacturing approach for CNC machines and 
associated CNC machining operations. The integrated 
modelling intends to integrate different dimensions of 
LCM, including energy efficiency, resource utilization 
and waste minimization, to consequently achieve low 
carbon footprint in the CNC machining process.  

Currently, the methodology is being implemented 
although it needs to be further validated with more 
industrial CNC machining trials and simulations to 
improve its robustness. The details of trial data and 
simulations will be presented in the near future.  
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Table 3. Production time (min) for machining the workpiece 

Workpiece 

1 2 3 4 

Process Process Process Process 

 

1 2 3 1 2 1 2 3 1 2 

Machine: A 10  25  30  15  20 20 

Machine: B  20 20   10  20 30 30 

Machine: C  10 40 35 20 15   10  

Machine: D 30   25   20 15 15  

Table 4. Scanarios of optimized result 

Scenario specification Optimized results 

Scenario 

No. 
MC:A MC:B MC:C MC:D 

Production 

time 

(min) 

Electricity 

consumption 

(kWh) 

Output 

rate 

(part/min) 

Cost of 

production 

(pounds) 

λ 

1 

(w1:1) 

(w1:3) 

(w3:2) 

(w4:1) 

(w4:2) 

N/A 

 

(w1:2) 

(w2:1) 

(w2:2) 

(w3:1) 

(w3:3) 185 26 0.022 17 0.762 

2 

(w1:1) 

(w2:2) 

(w3:2) 

(w4:2) 

(w1:3) 

(w3:1) 

(w3:3) 

(w1:2) 
(w2:1) 

(w4:1) 
175 27.8 0.021 21 0.5 
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Reduced Energy Consumption by Adapted Process Chains 
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Foundation Institute of Materials Science, ECO-Center, Badgasteiner Str. 3, 28359 Bremen, Germany 

Abstract. All thermal and thermochemical methods for the  
manufacturing of surface hardened components demand the 
application of high temperatures which are accompanied by 
significant emission of CO2. At the ECO-Center of the Foundation 
Institute of Materials Science in Bremen, alternative manufacturing 
processes have been developed, which avoid a final heat treatment 
and allow surface hardening with a significantly reduced energy 
consumption. Two of these approaches are grind hardening and cold 
surface hardening. The grind hardening effect uses the heat 
produced by the machining process. The high temperatures 
combined with self-quenching of the workpiece generate a short-
term austenitization and subsequent martensitic transformation. Cold 
surface hardening represents a way to profit from special properties 
of the machined materials. Workpieces with a high amount of 
metastable austenite can be machined in their soft state and a 
subsequent induction of high stresses by a mechanical process such 
as deep rolling results in a martensitic transformation of the surface. 
Both process chains are applicable for the manufatcuring of surface 
hardened components with high surface quality and compressive 
residual stresses at the surface. In the future, the alternative process 
chains presented combined with reliable tools for the prediction of 
CO2-emission resulting from machining processes will allow a 
significant reduction of CO2 per produced component. 

Keywords: Process Chains, Steel, Heat treatment, Grind Hardening, 
Cold Surface Hardening, Energy Consumption 

1. Introduction 

Due to increasing loads during operation, more and more 
steel components nowadays demand a wear resistant 
surface with high hardness and excellent surface 
roughness. Surface hardened steel components 
conventionally are produced by process chains including 
thermal or thermochemical treatments and therefore 
include significant energy consumption. Common heat 
treatments such as induction hardening [Pan99], nitriding 
[Jun98] or carburizing [Cla09] generate temperatures 
within the range of 1000°C at the surface to induce a 
microstructural transformation. The high temperatures are 
held for hours and cause the formation of austenite, which 
transforms into martensite due to rapid subsequent 
quenching. As most heat treatments cause shape 
deviations (distortion), the components are finished by 
machining processes such as grinding, honing or lapping. 

Taking into account that a medium heat treatment shop 
such as the one at the Foundation Institute of Materials 
Science (IWT, Bremen) with a building area of about 
700 m² consumes 1,000,000 kWh per year, which is 
equivalent to a CO2-emission of about 610 t, the 
enormeous potential of reducing energy consumption by 
alternative process chains without final heat treatment 
steps becomes obvious. Consequently, both an 
investigation of replacing the thermal techniques and the 
assessment of energy consumption in manufacturing 
processes are required. 

The major influence of the surface integrity of 
machined or surface hardened surfaces on the functional 
performance in terms of wear resistance or fatigue life 
was identified by Field and Kahles in the 1970’s [Fie71]. 
Some of the most important surface and sub-surface 
properties affecting the surface integrity are roughness 
[His77, Kal01], hardness [Hir05], hardness penetration 
depth [Bro99] and residual stresses [Kris01]. 
Consequently, surface hardening and subsequent 
finishing are the most crucial steps in the production 
chain regarding the resulting properties of the component. 

2. Alternative Process Chains 

Since 1995, the ECO-Center at the IWT Bremen has 
developed innovative process chains, which avoid a final 
heat treatment of steel components. In the following 
sections, two innovative options will be presented: grind 
hardening and cold surface hardening. In Figure 1, the 
shortened process chains are presented and compared 
with the conventional way of producing surface hardened 
components. In both cases, the energy consuming heat 
treatment is substituted by a manufacturing process which 
is performed subsequent to the soft machining of the 
components.  

2.1 Grind Hardening 

Grind hardening represents a thermomechanical 
technique of surface hardening. Due to the high thermal 
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conductivity of steels and a large contact zone between 
workpiece and tool, the heat flux in grinding processes 
mainly occurs in the workpiece. Undesired side effects of 
the heating such as thermal damage of the workpiece 
surface are well described in literature as grinding burn, 
which usually is accompanied by tensile residual stresses. 

 
Fig. 1. Comparison of the conventional process chains and heat-

treatment-free process chains. 

From 1994,  a new approach to utilize the heat transferred 
to the workpiece to induce a microstructural 
transformation in the outer surface layers was 
investigated [Bri94]. Brockhoff and others revealed, that 
by the right choice of grinding parameters, the thermal 
effects allow for a short time austenitization of the sub-
surface material followed by a self-quenching effect as 
the bulk material stays rather unaffected [Bro99]. 
According to Zhang et al. [Zha09], the temperature of the 
surface increases up to 900 °C within the first 0.5 s of the 
process and decreases to about 300 °C within the 
following 0.8 s. Figure 2 illustrates the thermal impact 
during the grind hardening process. 

 
Fig. 2. Surface hardening of a cylindrical workpiece  

(diameter = 20 mm) by grind hardening. 

The grind hardening effect can be used to realize 
hardness penetration depths of up to 1 mm. The most 
important factors influencing the hardening result are the 
specific cutting power Pc’’ and the contact time of Δt  
(= lg/vft.). As shown in Figure 3, an area was identified by 
Heinzel ensuring that the surface is grind hardened and 
not thermally damaged [Hei09]. 

By a subsequent finishing step, which can be 
performed at the same machine tool, a hardened surface 
with high surface quality can be generated without any 

additional heat treatment. Instead of generating CO2 for a 
thermal or thermochemical surface hardening method, the 
grind hardening method takes advantage of the 
unavoidable heat generation occurring in grinding. 

Fig. 3. Working area of the grind hardening effect [Hei09]. 

Recent investigations aim to transfer the findings to 
industrial applications [Bri05], the development of 
predictive models [Zae09a] and the assessment of the 
heat density distribution during grind hardening 
[Zae09b]. 

2.2 Cold Surface Hardening 

The second alternative process chain for the production of 
surface hardened components which avoids a final heat 
treatment is referred to as cold surface hardening 
[Bri08a]. 

In cold surface hardening, highly alloyed steels with a 
high content of retained austenite at room temperatures 
are used. The microstructure of these materials (e.g. AISI 
D2 (X210Cr12) or AISI D3 (X155CrMoV12-1)) is stable 
enough to avoid martensitic transformation due to the 
mechanical loads during turning or milling processes. 
Therefore the workpieces can be machined in a rather soft 
state. Subsequent to the soft machining, high mechanical 
loads are applied to the surface, resulting in a 
comprehensive martensitic transformation within the sub-
surface.  

As Garbrecht described, the most effective process to 
apply mechanical loads to cylindrical workpieces is deep 
rolling [Gar06]. Deep rolling is widely used to generate 
surfaces with high surface quality showing compressive 
stresses and an increased surface hardness. In 
conventional deep rolling processes, the hardness 
alterations are based on pure strain hardening 
(dislocations within the crystal lattice) [Roe03], whereas 
in cold surface hardening, the high stresses result in a 
strain induced martensitic transformation (SIMT) and 

1

10

W/mm²    

1000

0.01 0.10 1.00 10.00 s 1000.00

contact time Δt = lg/vft

sp
ec

. c
ut

tin
g

po
w

er
 P

c‘‘

474)(
/
'' 15,025,0
2 ±=Δ⋅ ±

s
t

mmW
Pc

face grinding

internal/external grinding

workpiece material:

42CrMo4 

AISI4140

grinding
kinematics:

grind hardening effect:

good

medium

poor



 Reduced Energy Consumption by Adapted Process Chains 403 

higher hardness values compared with strain hardening.  
The experimental setup for a deep rolling process using a 
hydrostatically supported ceramic ball is illustrated in 
Figure 4. 

spindle

workpiece

ball

deep rolling
tool

fluid

 
Fig. 4. Surface hardening of a cylindrical workpiece by cold surface 

hardening [Bri08a]. 

The process chain of cold surface hardening is shortened 
considerably compared with the conventional production 
line (see Figure 1), as turning and deep rolling processes 
can be performed on the same machine tool without 
unclamping the workpiece [Bri08b]. Furthermore, the 
resulting surfaces show hardness penetration depths of up 
to 1 mm, high compressive stresses and roughness within 
the range of finished components. Consequently, the deep 
rolling process is the final step of the process chain. 
As Meyer [Mey10] found, the most important parameters 
influencing the surface properties of cold surface 
hardened components are the diameter of the applied 
ceramic ball db and the deep rolling force Fr. The 
dependence of the hardness penetration depth on the deep 
rolling force is summarized in Figure 5 for varying ball 
diameters. As the relationship between hardness 
penetration depth and the deep rolling force shows a 
linear character, it is possible to predict the hardening 
results. 
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Fig. 5. Relationship between the applied deep rolling force and the 

resulting hardness penetration depth. 

The potential to reduce CO2 emission by cold surface 
hardening is remarkable, as after soft machining no 
additional machine tools are required. At this point it has 

to be mentioned, that for the generation of these results,  
microstructures with a high content of retained austenite 
were created by a previous heat treatment to have defined 
stable varied microstructures. In the future, this step could 
be easily included into the steel production. Due to 
conflicting demands of the soft machining and the 
hardening steps, the method is still limited to a narrow 
field of microstructures which show the required stability 
properties. Future work will aim on a combination of 
mechanical and cryogenic effects to allow for the 
application of more stable microstructures in cold surface 
hardening. 

3. Prediction of Energy Consumption 

Predictive methods are necessary to quantify and 
minimize the amount of energy needed in each 
manufacturing step efficiently. Typically, the energy 
consumption of machine tools is measured during 
machining experiments and the results are being used to 
evaluate the efficiency of machine components and the 
overall process. This is not very specific and several 
authors have requested the development of new, 
simulation based predictive methods [Mue08, Neu08]. 
The known and established methods for the simulation of 
machining processes such as the Multibody-Simulation, 
FEM-analysis or Computer Aided Control Engineering 
are, however, complex and time-consuming in their 
implementation. Furthermore, the accuracy and resolution 
that can be achieved with these methods is not needed to 
simulate and optimize the consumption of electric power. 
Therefore another approach has been developed at the 
ECO-Center of the Foundation Institute of Materials 
Science in Bremen.  

The discrete-event modeling approach, which is 
mainly used for logistics simulation, has been adapted to 
describe the behavior of machine tools. It is assumed that 
each component has either the status ‘off’ or ‘on’ with a 
given level of power consumption. Oscillations and other 
continuous behaviour, which typically are also modeled 
by the above mentioned approaches, are ignored. The 
machine model includes representations of all 
components and subsystems. They are set in their 
respective status by a discrete-event subsystem that reads 
and evaluates the corresponding NC-code. Loads on 
spindle and axis are calculated depending on the actual 
operation. Two-axis turning on a Weiler DZ 32 CNC 
machining centre and surface grinding on a Blohm 
Profimat HSG 412 have been simulated so far and show 
promising results. Figure 6 shows the simulated versus 
the measured power consumption of a turning operation 
in C60 steel. The simulated levels of energy consumption 
as well as the duration of each operation show a good 
correlation with the measured results.  

In the next step, the model will be used to optimize 
machining operations and machine configuration. Time-
consuming experiments with different parameter sets can 
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be done automatically. The available model also allows a 
direct linking to an optimization algorithm, e.g. simplex-
algorithm, which alters the input parameters 
automatically to minimize the output. 

 

 
Fig. 6. Comparison of simulated and experimental data of three-

step-turning process. 

4. Summary and Outlook 

By the choice of alternative process chains for the 
production of surface hardened components, energy 
consuming heat treatments can be avoided. This can be 
achieved by either utilizing the heat, which is generated 
within a grinding process, or by the use of steels showing 
suitable microstructures to allow a martensitic 
transformation due to the introduction of mechanical 
loads. The potential to reduce CO2 emission is obvious 
and must be quantified in future research. Predictive 
models will play a decisive role, as the simulation of 
varying process steps will be possible with a minimum of 
experimental effort. 
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Abstract: In this paper, a deterministic approach to modelling the 
air consumption of an electro-pneumatic system is proposed.  A 
dynamic event driven model is developed in Matlab Simulink and 
interfaced with a Programmable Logic Controller. The model is 
tested against an experimental system in order to assess validity. 
Finally the effect of throttled flow on air consumption is examined.  

Keywords: Compressed air, energy efficiency, modelling, 
automated assembly  

1. Introduction 

Electro-pneumatic systems are widely employed in a 
diverse range of production processes. However, the 
energy efficiency of such systems can be low due to a 
number of factors including poor maintenance, energy 
inefficient production control systems, the open loop 
nature of pneumatic circuits, and the lack of a total cost of 
ownership based approach to component acquisition [1, 
2]. In addition to technical reasons, behavioural aspects 
play an important role in the low energy efficiency of 
compressed air (CA) systems, with a general lack of 
understanding in industrial facilities as to where 
compressed air is used, for what purpose, how efficiently 
and at what cost [3].  

The compressed air system for a typical plant consists 
of supply, distribution and end-use subsystems. In this 
paper, the end-use aspect of the CA system is examined.  
Pneumatic systems, embedded in production equipment, 
consume pressurised air in its transformation to useful 
work or in some cases for process control applications 
such as cooling, drying and cleaning [4]. In this paper the 
air consumers of a system are classified into two 
categories: passive and active [5].  

Passive consumers refer to consumers of a continuous 
nature such as blowers, air knives & nozzles, open pipes 
and leakage. Active consumers consume pressurised air 
on a periodical basis and typically for a short duration. 
Examples include linear cylinders and rotary actuators 

used in conjunction with Programmable Logic 
Controller’s (PLC) to automate machines. 

Recent research by Al-Dakkan et al has focused on 
the energy efficiency of various control strategies, in 
particular using sliding mode approach for pneumatic 
servo systems [6, 7].  Yang et al [8] investigated the use 
of a bypass valve control to utilise exhaust air in order to 
increase the energy efficiency of pneumatic drives.  The 
analysis is carried out through an examination of actuator 
air consumption. Cai et al proposed taking an energy 
based approach whereby the energy available to do 
mechanical work can be assessed [9].  

In this paper a deterministic dynamic model of a 
single pneumatic drive and a pneumatic system consisting 
of two linear cylinders is presented.  The approach taken 
is based on the fact that theoretically, the air consumption 
function transitions from one value to another at moments 
when individual loads are activated and deactivated [5]. 
An event based model is therefore a suitable simulation 
paradigm. The challenge is to efficiently model the 
system’s response to changing actuation profiles. In an 
industrial system, this profile is determined by a 
programmable controller and initiated by a products/ 
workpiece presence.  This systems type approach allows 
for the air consumption model to be scaled for use in 
production processes.   

2. Modelling approach 

The most commonly utilised active consumer in an 
industrial system is the linear cylinder. Pressurised air is 
consumed in extending and retracting the cylinder. The 
governing air mass consumption equations are  given in 
eq (1) and (2). Additionally the volume of tubing between 
the valve bank or individual directional control valve and 
the cylinders is included in the model. 

mex =  ρππ ].}[
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mrt =  ρπππ ].)[
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where m = mass of air, , s = stroke, D = bore diameter, d 

= rod diameter, P = pressure, ρ  = density, dt = tubing 

internal diameter, l = length of tubing. 

For a given electro-pneumatic system, the pressure ratios, 
bore sizes, stroke lengths, tubing volume, sonic 
conductance and critical ratio parameters are assumed 
constant. The system’s air consumption is then a function 
of the activation of the individual components. Previous 
research [5] considered the problem as stochastic, 
however in this paper, the problem is viewed as 
deterministic due to the fact that component activation is 
dependant on the controlling program in the PLC. The 
activations of loads at subintervals (N) can be described 
by the activation matrix (Am) [5]. Each row then 
represents the activation of an individual actuator at 
subintervals. For a system of multiple components, 
matrix multiplication can be used to solve the total 
consumption for sub-periods (eq.3). Applying the 
superposition theorem means that the overall compressed 
air usage of the system is the sum of the individual 
component consumptions. 
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2.1 Simulation model 

Matlab Simulink and the Open Process Control (OPC) 
toolbox add-on were used for building the model. The top 
level Simulink diagram is illustrated in Figure 1. 
 

 
Fig. 1. Top level diagram (Simulink) 

 

The interface subsystem configures and reads data items 
from the OPC server. A MATRIKON OPC server was 
utilised to interface the PLC with the model.  OPC 
architecture involves using a server to read data from a 
device such as a PLC and provide this data to a client, in 
this case the Simulink model.  The benefit of using OPC 
is that it eliminates the need for custom coding between 
the model and vendor specific communication protocols. 
Additionally the model can interface with any OPC server 
(to Data Access specification 2.05) ensuring modularity. 
The PLC therefore drives the model.  

Figure 2 shows the model flow chart. The actuator 
subsystem consists of the actuator specific equations 
described by Equations 1 and 2 and edge evaluation. 
Active and passive consumers require different edge 
evaluation strategies due to the fact that active 
components consume air during transition periods (e.g. 0-
1, 1-0), whilst passive types consume air for the duration 
of a positive bit input signal. Additional differences arise 
between actuators. Single acting cylinders consume air on 
an extend stroke only and thus require a rising edge 
detection capability. Double acting cylinders require both 
rising and falling edges to be detected. The output 
trajectories subsystem consists of display scopes for 
instantaneous and total air consumption.  The simulation 
results are written to a workspace for further analysis and 
visualisation.  The model employs a variable step solver 
to solve the simulation. 

 
Fig. 2. Model Flowchart (pneumatic drive) 
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3. Experimental setup 

 
Fig. 3. Schematic illustration of experimental apparatus 

 
Figure 3 shows a schematic illustration of the 
experimental setup. The power and signal element 
components of the system are shown in table 1. The 
upstream air supply was regulated at 3 bar(g) and the air 
filtered to a quality of 5 micron.  The velocity profile of 
the cylinder was controlled by throttling the airflow with 
a one way flow control valve. Magnetic-reed limit 
switches were attached to the cylinder ends and used for 
proximity sensing. 
 

Table 1. Primary electro-pneumatic equipment details 

Component OEM Model Details 
Linear 

cylinder 
FESTO DSNU-

25-50 
Double 

acting, 
standard 

Linear 
Cylinder 

SMC NCDQ2-
B63-10D 

Double 
acting, 

compact 
Directional 

Control Valve 
(x2) 

FESTO MVH-5-
1/8-S-B 

5/2 
solenoid 
actuated 

PLC OMRON CQM1-
CPU21 

Max 
I/O points: 

128 
 
A range of flow sensors, for ultra low to industrial scale 
flow rates, were employed as part of the measurement 
system. Additionally a Micro-Epsilon laser sensor was 
utilised for linear displacement sensing (Figure 3). A PC 
oscilloscope was used in order to log analogue voltage 
signals from required flowmeters and the laser 
displacement sensor.  The model sampled OPC data items 
at 10 Hz. The OPC server was set to sample the PLC bit 
addresses at a rate of 10 Hz.   

In order to examine the sensitivity of the recorded 
flowrate to actuator velocity, the flow was adjusted using 
a one way flow control. The linear position sensor was 
utilised to calculate the velocity, in order that the total 
consumption for a range of velocities could be examined. 
A sampling rate of 1000Hz was used on the PicoScope to 
record displacement and flowrate.  

4. Results 

Figure 4 shows the results from the model and the 
experimental investigations examining the air 
consumption per stroke. The individual pneumatic drive 
model predicted the total consumption for the test period 
with an error of 0.41%.  
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Fig. 4. Pneumatic drive air consumption, measured and modelled 

The velocity and flowrate profiles for throttled and 
unthrottled flow are illustrated in Figure 5(b-c). An 
unthrottled extend stroke is shown in Figure 5(a).  It can 
be seen that the maximum flowrate occurs after 
maximum velocity has been reached. According to 
Fleischer [10], this is caused by the piston moving out 
ahead of the pressure wave once motion is initiated.  This 
is particularly relevant for this study where only a 
frictional load is involved.  After the cylinder has 
completed the stroke, it still consumes a residual flowrate 
as equalisation occurs between the regulated upstream 
system pressure and drive chamber pressure. 
The velocity and flowrate profile for a throttled extend 
stroke is shown in Figure 5(b). Throttling the flow by 
adjusting the one way flow control valve on the exhaust 
line causes a rise in exhaust chamber pressure, and a 
decrease in differential pressure between cylinder 
chambers resulting in lower actuator velocity.  
Additionally, during a reciprocating motion, extend and 
retract strokes are chargedto an equal supply pressure 
resulting in a mass of air opposing piston motion [10]. 
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However, it can be seen in Figure 5(c) that the 
velocity of initial extend throttled stroke is higher. Unlike 
an in-cycle reciprocating stroke, the pressure in the 
exhaust chamber has had sufficient time to decay to 
atmospheric pressure.  Consumption of throttled flow 
appears to be less with a longer stroke time, although 
throttling the initial stroke has little effect on air 
consumption.  
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Fig. 5. Velocity & flowrate response for  

(a) unthrottled and (b,c) throttled flow 

5. Conclusions & future work 

A PLC driven consumption model of a pneumatic system 
has been presented in this paper. Results indicate that the 
consumption of a single drive can be modelled accurately 
using the developed Simulink model. Additionally, it has 
been found that actuator velocity and actuator cycle time 
are factors that must be accounted for in system level 
modelling of the air consumption of a pneumatic system. 
Both the developed model and the experimental apparatus 
provide a platform to examine more complex electro-
pneumatic automation systems. A robust statistical 
analysis of the model against measured consumption for a 
range of pneumatic components (active and passive) and 
for a range of control programs is required.  The model 
also requires capacity to take throttled flow and cycle 
rates into account.  
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Schottky Solar Cells Based on Graphene and Silicon 
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Abstract. The paper describes the combination of  conductive, semi-
transparent graphene films with a n-type silicon wafers to make 
solar cells with power conversion efficiencies up to 1.5% at AM 
1.5G. The Schottky junction solar cells reported here can be 
extended to other semiconducting materials instead of silicon, in 
which graphene serves multiple functions as an active junction layer, 
charge transport path and transparent electrode. 

Keywords: Schottky junctions, solar cells, graphene 

1. Introduction 

Graphene [1] is yet another fascinating carbon 
nanomaterials discovered recently besides carbon 
nanotubes (CNTs). Thus far, five typical polymorphs of 
crystalline carbon, including fullerene (e.g. C60), CNTs, 
graphene, graphite and diamond, have been identified and 
therefore a comprehensive paradigm for carbon from 
zero- to three-dimensions are finally established. The 
unique single atomic layer structure of graphene endows 
it with a range of promising properties, including high 
carrier mobility, high electrical and thermal 
conductivities and high transparency and strength [2]. 

Schottky junctions are attractive alternatives for 
photovoltaic devices which convert light energy into 
electrical energy with a respectable conversion efficiency 
and faster switching speeds because they are primarily 
majority carrier devices. Carbon (e.g. graphene, CNTs) is 
one of the materials being considered as a potential 
replacement of silicon for energy harvesting and future 
computing. Graphene has the potential for creating thin 
film devices and device integration, owing to its two-
dimensionality and structural flatness. 

The paper reports on the combination of conductive, 
semi-transparent graphene films with an n-type silicon (n-
Si) wafer to make solar cells with power conversion 
efficiencies up to 1.5% at AM 1.5G. 
 
 

2. Experimental 

2.1 Materials preparation 

A simple preparation method was employed for large area 
monolayer graphene using Ni foils as substrates and 
ethanol as carbon source. Preparation techniques of 
graphene can be categorized into two major groups:  
1) Exfoliation of graphitic layers. Starting from graphite 
or CNTs, graphene could be obtained by “peeling off” 
single- or a few- layers from its parent substance using 
various solid- [1] or liquid-phase [3-5] exfoliation 
approaches.  
2) in-situ growth. Graphene would be formed under 
certain condition in which temperature, atmosphere and 
carbon source meet the criteria of carbon crystallization. 
Epitaxial growth, an adaptation of traditional graphite 
preparation method, is an effective technique to secure 
large area graphene films. Combining with chemical 
vapour deposition (CVD), large area, high quality, 
uniform graphene films have been obtained on 
polycrystalline Ni thin films [6,7] by optimizing the 
carburization and controlling the cooling rate. 

The ethanol CVD process was carried out in a quartz 
tube (one-inch in diameter) furnace with a Ni foil 
(purity>99.5%) located in the middle of the furnace. The 
Ni substrate was gradually heated to 1000 oC in an Ar/H2 
(200/100 mL/min) flow for 1 h before ethanol was 
introduced. In a typical CVD growth, ethanol was 
delivered at a feeding speed of 20 μL/min in an Ar/H2 
(800/200 mL/min) flow for 5~10 min. After growth, the 
Ni foil was withdrawn from the heating zone and cooled 
down to room temperature at a fast cooling rate of 10 
oC/s. In this process, supersaturated carbon in Ni/C solid 
solution was precipitated at the step edges and graphene 
is formed. 

Freestanding graphene films were obtained by 
detaching the graphene from the Ni in an acid solution 
(e.g. HNO3) or FeCl3 solution, followed by rinsing with 
de-ionized water. 
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2.2 Solar cell assembly 

n-Si (100) wafers (doping density: 1.5~3×1015 cm-3) with 
a 300 nm SiO2 layer were patterned by photolithography 
and wet-etching of oxide (by hydrofluoric acid solution) 
to make square windows (0.1 cm2) where the n-Si was 
exposed. The front and back contacts were made using 
sputtered Au on the SiO2 and Ti/Au on the back side of 
the n-Si. A free-standing graphene film was then 
transferred to the top of the patterned wafer and dried to 
make a conformal coating with the Au layer and the 
underlying n-Si. In this configuration, graphene serves as 
the semi-transparent upper electrode and the anti-
reflection layer.  

3. Results and disscussion 

3.1 Structural characterizations of graphene 

Growth features of grapheme produced on Ni foils was 
investigated by using an Hitachi S-4500 field emission 
scanning electron microscope (SEM). Fig. 1a shows the 
SEM images of Ni foil after grapheme growth. Ni foil is a 
polycrystalline material with numerous randomly-
distributed grain boundaries of about 10μm. Growth of 
graphene is confirmed in these figures by the presence of 
graphene wrinkles. It can be seen that for Ni foils, there is 
no clear correlation between wrinkle distribution and the 
layout of grain boundaries. Similar to the interference 
color difference of graphene on SiO2/Si substrate, 
graphene of different layers on Ni displays different 
color/contrast in optical image (Fig. 1b). Based on Raman 
measurements, correlation between the color/contrast and 
graphene layer number is established. As shown in Fig. 
1c, the monolayer graphene region is highlighted with 
green color. 
 

 
a 

 
b                                                 c 

Fig. 1.  Structural characterizations of graphene 

3.2 Solar cell characterization 

The graphene/n-Si solar devices were tested with a solar 
simulator (Thermo Oriel 91192-1000) under AM 1.5 
condition. The current-voltage data were recorded using a 
Keithley 2601 SourceMeter. Forward bias was defined as 
positive voltage applied to the graphene film (Fig. 2a). 

It was found that n-Si forms a Schottky junction with 
graphene film as the difference between their work 
function is large enough, and the carrier density of n-Si is 
moderate. A space charge region accompanied by the 
built-in filed (>0.55 V) is formed in the n-Si near the 
graphene/n-Si interface, suggesting that the graphene film 
simultaneously serves as a transparent electrode and an 
active layer for electron/hole separation and hole 
transport [8]. 
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Fig. 2. Solar cell characterization 

 

Light current density-voltage (J–V) data recorded from a 
typical graphene/n-Si cell yields a down-shift curve with 
an open-circuit voltage (Voc) of 0.46 V, a short-circuit 
current density (Jsc) of 7.0 mA/cm2 and a fill factor (FF) 
of 51 %, which corresponds to an overall solar energy 
conversion efficiency (η) of 1.64%. This photovoltaic 
value has been reproducible and was repeatable for 
measurements made over approximately a three-month 
period. The overall efficiency could be further increased 
with improvements in Voc and Jsc by means of, for 
example, transmittance/conductivity optimization of 
graphene films, surface passivation of silicon. 

4. Conclusions 

In summary, the paper introduces a Schottky solar cell 
composed of graphene film and n-type silicon. 
Conversion efficiencies of up to 1.5% were achieved 
under AM1.5 illumination. This photovoltaic concept 
provides a new trend to develop carbon-based solar cells 
and elucidates a class of photovoltaic devices which have 
the merits of low cost, easy fabrication and material 
universality. 
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Abstract. The limited fossil fuel resources along with the increased 
public concerns about pollution levels have increased the need for 
alternative fuels for use in internal combustion engines. This study is 
to investigate the variation of the engine performance and exhaust 
emissions of a spark ignition engine. A spark ignition engine 
running with gasoline and gasoline blended E5, E10 and E20. 
Effects of engine speeds between 1000 and 3500 rpm with intervals 
500 rpm  and throttle valve 25%, 50%, 75% and full throttle, on the 
engine performance and the emission concentrations are 
investigated. Improved engine performance and reduced emissions 
are observed with ethanol addition.  

 Keywords: Fossil fuel, Alternative fuels, Engine performance, 
Exhaust emissions  

1 

The Commission Green Paper ‘‘Towards a European 
strategy for the security of energy supply”, sets the 
objective of 20% substitution of conventional fuels by 
alternative fuels in the road transport sector by the year 
2020 [1]. An extensive worldwide search is underway for 
alternative fuels to replace the conventional fossil fuels. 
The main reason is the increased prices, the very limited 
resources for such fossil fuels and increasing stringent 
environmental regulations. Growing concerns about 
greenhouse gas emissions will lead to an increase in 
biofuels and oxygenated fuels productions [2] .The 
application of biofuels [3, 4] and oxygenated fuels [5, 6] 
plays an important role in the alternative fuel for the 
internal combustion engines. The possible alternative 
fuels available in the market are diverse. Among the 
alternatives, ethanol usually comes from biomass that 
includes crops rich in sugar, starch or cellulosic material.    
Both spark ignition and diesel engines can use ethanol. It 
can be used as mixture with gasoline, both as a fuel, or 
after conversion into ETBE (Ethyl, Tertiary, Butyl, 
Ether), as an anti-knock additive.  

Ethanol yields lower carbon dioxide (CO2) emissions 
than gasoline and diesel. It produces low carbon 

monoxide (CO) and unburned hydrocarbons (HCs) 
emissions compared with gasoline but higher ones 
compared with diesel. The effects of ethanol addition to 
gasoline on a spark ignition engine performance and 
exhaust emissions were investigated experimentally and 
theoretically. It was found that the ethanol addition to 
gasoline has caused leaner operation and improved the 
combustion process. Engine performance parameters such 
as power and efficiency were increased with increasing 
ethanol amount in the blended fuel as a result of 
improved combustion. Regarding the exhaust emissions, 
the use of the gasoline–ethanol blends in spark ignition 
engine dramatically reduced the CO concentrations. 
However, NO concentrations were adversely affected due 
to the increased cylinder temperature with increasing 
ethanol proportion in the blend. As a result of these, many 
investigations of ethanol fuels have been carried out and 
applied to automotive engines, special interest being 
taking by the agricultural segments of society [7, 8]. 

However, it is true that ethanol fuel still has 
limitations in applying ethanol to engines and is widely 
used for automobile applications because of a cold-start 
problems resulting from modification of the engine 
design and fuel supply system in spark ignition engines.  
Moreover, the relatively low Reid vapour pressure 
compared with gasoline poses a challenge in spite of 
many advantages of ethanol. In addition, the high boiling 
point (78 oC) of ethanol causes vaporization difficulties in 
cold conditions, which leads to the cold-start problem. 
For this reason, fuels with lower ethanol content such as 
gasohol containing 10 vol% ethanol have been used in 
unmodified engines in previous research [9, 10]. There 
has been much research into the engine performance and 
emission characteristics of spark ignition engines fuelled 
with ethanol-gasoline blends.  

The utilisation of the ethanol blends in spark ignition 
engines was reported by Hsieh et al. [11]. They 
experimentally investigated the variations of the engine 
performance and the emission levels using ethanol–
gasoline blends with blending ratios of (0, 5, 10, 20, and 
30%). Hsieh et al. reported that the use of ethanol–

Introduction 
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gasoline blends slightly increased the output brake torque 
of the engine. They presented the variation of the output 
torque as a function of the throttle valve opening 
percentage, and reported increased torque with the engine 
load, at fixed speed. They claimed that the increase was a 
result of the increased fuel quantities admitted to the 
cylinders. Higher engine torque of the blends compared 
with the gasoline, was also reported. In conclusion, they 
pointed out that ethanol addition has enhanced the 
combustion process, compared with gasoline. Hsieh et al. 
reported that the emission concentrations of the carbon 
monoxide (CO) and the unburned hydrocarbons (HC) 
were decrease with blending, as a result of the blending 
leaning effect of the fuel air mixture. However, increased 
concentrations of carbon dioxide (CO2) were reported 
because of the enhanced combustion process with 
blending. The authors noted that the nitric oxide 
emissions (NOx) were independent on the ethanol 
content.  

Al-Hasan [12] experimentally investigated the effects 
of utilising unleaded gasoline–ethanol blends on the 
performance and exhaust gas emissions of spark ignition 
engine. He tested petrol engine and evaluated the brake 
specific fuel consumption (BSFC), the engine volumetric 
efficiency, the brake thermal efficiency, the brake power 
and the brake torque. He also measured the concentration 
of the carbon monoxide (CO), carbon dioxide (CO2) and 
the unburned hydrocarbons (HCs) for unleaded gasoline–
ethanol blends with various blending ratio, at 75% of the 
engine load and at variable engine speeds of 1000, 2000, 
3000 and 4000 rpm. He reported increased fuel 
consumption i.e. fuel mass flow rate with the increased 
ethanol amount in the blend. Wu et al. [9] also 
investigated the effect of the ethanol blends on the 
performance and emissions. Leaner conditions were 
reported with the increased ethanol in the blend. The 
engine torque slightly increased with blends and the 
emissions CO and HCs decreased, due to the oxygen 
enrichment. Jia et al. [13] investigated the emission 
characteristics of motorcycle engine utilising ethanol 
blend E10 (10% ethanol and 90% gasoline). They 
reported decreased CO and HC concentrations with the 
blend and slight decrease of the NOx. However, they 
reported increased NOx with the increased ethanol in the 
blend. Song et al. [14] investigated the effects of ethanol, 
as engine additive, on the emissions. They tested various 
ethanol blends and measured regulated emissions of CO, 
HC and NOx. They reported that ethanol addition 
produced lower regulated emissions compared with the 
other additive. The main conclusion of this study was the 
better effects of ethanol on the exhaust emissions. They 
tested various ethanol blends and measured regulated 
emissions of CO, HC and NOx. They reported that 
ethanol addition produced lower regulated emissions 
compared with the other additive.   

2 Experimental Apparatus 

As shown in Figure 1, the apparatus consists of eddy 
current dynamometer, exhaust gas emissions analyser, 
control system and data recording system. 

 

Fig. 1. Photograph of the study state engine rig. 

The engine used in this study has the specifications listed 
in table below. 

Table 1. Test engine specifications. 

Type Spark ignition engine 

Model Nissan-Nissan Micra 

Number of cylinder 4 

Bore (mm) 73.0 

Stroke (mm) 82.8 

Stroke volume 1386 CC 

Compression ratio 9.9 

Power ( KW@rpm ) 65@5200 

Torque ( Nm@rpm) 128@3200 

Cooling system Water cooled 

Charging Naturally aspirated 

Fuelling system Multi point fuel injection system 

Ignition system Electronic ignition 
 

3 Engine Performance Results and Discussion 

3.1 Effect of engine speed on brake torque 

Figure 2 shows that higher brake torque is obtained with 
the ethanol blends compared with gasoline, at all speeds. 
This may be attributed to the increased anti-knock 
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resistance with ethanol addition, which increased the 
blends octane number. Generally, it was found that E20 
performed the best, specifically at speeds higher than 
1000 rpm, compared with the other fuels.   

 
Fig. 2. Brake torque versus engine speed, at 25% full throttle 

3.2 Effect of engine speed on (BSFC) 

As shown in Figure 3 decrease in the BSFC with speed is 
found and reached minimum at speed of about 2500 rpm. 
At higher speeds, further increase of speed increased 
BSFC. It is depicted from these figures that lower BSFC 
is found with the blended fuels over the range of test 
speeds. The more the added ethanol in the blend 
decreased more the BSFC. 

 
Fig. 3. BSFC versus engine speed, at 25% full throttle 

3.3 Effect of engine speed on brake thermal efficiency 

Substantial increase of the brake thermal efficiency is 
found with the engine speed. It reached maximum at 
speed of about 3000 rpm. For speeds higher than 3000 
rpm, recognised decrease in efficiency is found. Also 
shown in Figure 4 is that the lowest brake thermal 
efficiencies are found with gasoline. The efficiency 
increased with the addition ethanol and reached 
maximum with E20 blend. 

 
Fig. 4. Thermal efficiency versus engine speed, at 25% full throttle 

4 Exhaust Emission Results and Discussion 

4.1 Effect of throttle setting on the hydrocarbon 

As shown in Figure 5, the throttle valve increase up to 
75% has nearly no effect on the HC concentration. 
Further throttle valve increase, up to 100% considerably 
increases the HC, at speed of 2000 rpm. This may be 
attributed to the increased turbulence generated with the 
throttle valve increase. The blend E5 showed the highest 
HC concentration compared with the other tested fuels. 
This behaviour of E5 is clear at the highest throttle valve 
of 100%. However, at the other throttle setting, the 
difference is not significant.  

 

Fig. 5. Effect of throttle on the HC at engine speed of 2000 rpm 

4.2 Effect of throttle setting on the carbon monoxide 

As shown in Figure 6, the increase of the throttle valve 
resulted in increased CO (%) emissions. This is may be 
because the increased throttle requires more charge 
combustion (fuel and air mixture), which may produce 
more CO emissions. 

Gasoline E5 E10 E20 
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Fig. 6. Effect of throttle on the CO, at engine speed of 2000 rpm 

5 Conclusions 

To analyse the effects of ethanol fuel on the combustion 
performance the reduction of exhaust emission were 
investigated in a four-cylinder spark ignition engine 
fuelled with an ethanol– gasoline blended fuel (E5, E10 
and E20) as alternatives to petroleum gasoline fuel under 
various experimental conditions. The following 
conclusions were drawn from the results. 

1. The brake torque and the brake specific fuel 
consumption were measured; the brake thermal 
efficiency was evaluated, as performance parameters, 
at 25 % of full throttle, for various engine speeds. The 
engine brake torque increased with engine speed. It 
reaches maximum at certain speed, then extremely 
remained decrease at maximum speed.  

2. Ethanol blends produced higher torque, compared 
with gasoline, at all speeds, at speeds higher than 
2000 rpm, E20 performed best, compared with the 
other fuels as it produced 3.8% higher torque than 
gasoline, at 2500 rpm. At speeds of 3000 and 3500 
rpm, it produced 3.9% and 8.6% higher torque than 
gasoline respectively.  

3. Lowest brake thermal efficiencies are found for 
gasoline, for all test speeds. All blends showed 
recognised increase in the brake thermal efficiency 
with the speed. The maximum efficiency is found at 
speed of 3000 rpm. At speeds higher than 3000 rpm, 
the efficiency decreased considerably. 

4. Blending gasoline with ethanol reduced the CO, and 
HC concentration. 

5. Throttle valve increase, up to 100% considerably 
increases the HC, at speed of 2000 rpm. 

6. At higher throttle valve of 100%, E20 blend showed 
the lowest HC. 

7. The addition of ethanol decreased these emissions and 
the lowest is found with blend E20. 
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EDM performance is affected by the white layer 
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Abstract. The aim of this article is to show that the thickness and 
thermal conductivity of white layer affect the material removal rate 
and electrode wear rate in the process of electrical discharge 
machining. To study this effect a semi-empirical model was used and 
the assumption was made that the material of both the workpiece and 
electrode is removed by evaporation. The results of the model show 
an increase in the material removal rate with the increase of the 
white layer thickness. There is a value of thermal conductivity of the 
white layer that minimizes the material removal rate. Moreover, 
there is always an increase in the material removal rate when 
comparing with workpiece without white layer. There is a value of 
thermal conductivity of the white layer that minimizes the electrode 
wear rate. The white layer thickness does not have a significant 
effect on the electrode wear rate. This article demonstrates that the 
process of electrical discharge machining is not only influenced by 
the thermal properties of the material of the workpiece but also by 
the metallurgic modifications that occur during the machining. 

 

Keywords: Electrical discharge machining (EDM), White layer, 
Material removal rate (MRR), Electrode wear rate (EW), thermal 
conductivity, Finite element model (FEM). 

1. Introduction 

Electrical discharge machining (EDM) is a non-traditional 
manufacturing process where the material is removed by a 
succession of electrical discharges, which occur between 
the electrode and workpiece that are submersed in a 
dielectric liquid such as kerosene or deionised water. The 
process of electrical discharge machining is widely used 
in the aerospace, automobile and moulds industries to 
manufacture hard metals and their alloys. 

In the process of electrical discharge machining a 
discharge channel is created where the temperature 
reaches approximately 12,000ºC [1-4], evaporating the 
dielectric and material from both electrodes. When the 
discharge ceases there is a fast cooling on the surface of 
the workpiece creating a heat affected zone that contains 
the white layer. This layer contains several hollows, 
spheroids, fissures and micro fissures. Carbon is the main 
element of its composition and influences both its 
hardness and thermal conductivity [5]. The white layer 

thickness depends on the workpiece material, power used 
to cut the workpiece and the applied electrical polarity. 

Electrical discharge machining is governed by a 
thermal phenomenon [6, 7], therefore not only removes 
material from the workpiece but also causes metallurgical 
changes on its surface. Thus, the properties of the base 
material are changed as well as its hardness [8-10] and 
thermal conductivity [5], which affect the performance of 
the process. 

On the one hand, it is known that the material removal 
rate decreases when there is a decrease in the surface 
roughness of the workpiece. On the other hand, there is an 
increase in the material removal rate simultaneously with 
the reduction of surface roughness of workpiece, 
according to Abbas et al. [11]. Therefore, the author has 
decided to investigate the effect of thickness and thermal 
conductivity of the white layer on material removal rate 
and electrode wear rate. 

2. Experimental methodology 

The effect of thickness and thermal conductivity of the 
white layer on material removal rate and electrode wear 
rate was studied using a semi-empirical model. The radius 
of vaporised area was found numerically using the finite 
element model. The radius of the cylindrical discharge 
channel (R) is equal to 0.788 μm and its electric 
conductivity is calculated according to Equation (1). 
 

σ = (GI) / (πR2 E)  (1) 

where σ is the electric conductivity, G is the gap width, I 
is the applied current passing through the discharge 
channel, E is the applied voltage taken equal to 23 V, and 
R is the discharge channel radius. 

The volume of material removed (V) is based on the 
shape of spherical segment for the eroded cavity. Thus, 
the radius of vaporised area (r) and the maximum depth of 
the eroded cavity (h) were used to calculate the volume 
removed according to Equation (2).  
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  V= (πh (3r2+h2))/6  (2) 

The maximum depth (h) of the cavities of erosion in the 
surface of the electrodes is independent of the vaporised 
area and is calculated, considering that the initial shape of 
eroded cavity is cylindrical, according to Equation (3). 
 

   h=βτ/ρ   (3) 

where β is the evaporation rate of material of the 
electrode, ρ is the mass density and τ is the time of the 
pulse used in material removal. 

Two values of current intensity together with the 
optimum pulse duration were taken from the machine’s 
handbook. The current intensity values selected were 
2.34A and 37.1A while its optimum pulse duration was 
18μs and 560μs respectively. 

According to the author, the white layer should be 
seen as a parameter that affects directly the material 
removal rate, which was not done until now. Marafona 
and Araújo [12] showed that the workpiece hardness 
affects the material removal rate and the workpiece 
surface roughness, mainly due to the interactions between 
initial hardness and electrical parameters. The white layer 
with a high amount of carbon is formed due to the effect 
of heat power used in the electrical discharge that causes 
the decomposition of the dielectric oil and the migration 
of its elements to the workpiece, which increases the 
carbon equivalent and reduces its thermal conductivity 
[5]. Therefore, these interactions can be surely substituted 
by the white layer in the finite element model, because the 
decomposition of dielectric oil and the diffusion of its 
elements into the workpiece material are very difficult to 
implement.  

The workpiece material is wrought iron containing 
0.5% carbon. To evaluate the effect of white layer 
thickness we used thicknesses that range between 5μm 
and 55μm in a steel containing 1.5% carbon. Pure copper 
was the electrode material. The physical and thermal 
properties of both the electrodes are dependent on 
temperature. The effect of thermal conductivity of the 
white layer was evaluated with the properties of three 
steels, each of them containing 0.5%, 1% and 1.5% of 
carbon and a thickness of 15μm and 55μm for the current 
intensities of 2.34A and 37.1A, respectively. The higher 
the amount of carbon in steel the lower its thermal 
conductivity, as was pointed out by Marafona [5]. 

This methodology was designed to a die-sinking EDM 
machine, AGIE COMPACT 3. The EDM performance is 
related to the efficiency which is determined in the EDM 
process by the material removal rate (MRR) and the 
electrode wear rate (EW). Quality is determined by the 
accuracy and surface roughness. 

This experimental methodology enables to determine 
the white layer as a significant contributor to the material 
removal rate and the electrode wear rate. 

3. xperimental results 

The experimental results were collected from the 
handbook of a die-sinking EDM machine AGIE 
COMPACT 3. This handbook provides the pulse duration 
used with two possibilities for the pause:  a standard value 
and a threshold value. The minimum volume of material 
removed from the workpiece depends on the material 
removal rate achieved experimentally, pulse duration and 
threshold value of pause. It is expected that the volume of 
material removed from the workpiece and the electrode 
should vary between the maximum and minimum. It is 
also possible to estimate the volume removed from the 
electrode and the workpiece with high accuracy if the 
value of pause and frequency is known. 

 

3.1 Effect of white layer on material removal rate 

Marafona and Araújo [12] stated that the initial workpiece 
hardness and its interaction with the electrical parameters 
influence the material removal rate. Thus, white layer as a 
product of interaction between the electrical parameters 
and workpiece material has the effect reported by the 
authors, since the white layer has a hardness greater than 
that of the base material and depends on the applied 
current intensity. That interaction is very difficult to 
simulate in the finite element model, because there is the 
need to produce the decomposition of dielectric oil and 
the diffusion of its elements into workpiece material. The 
hardness of white layer is associated with the amount of 
carbon, which is in return linked to its thermal 
conductivity, as pointed out by Marafona [5]. Therefore, 
the white layer is used as an independent variable and the 
effect of its thickness and thermal conductivity on 
material removal rate in the EDM process was studied. 

 
3.1.1 Effect of thermal conductivity of white layer 
The thermal conductivity of the workpiece material has a 
significant influence on material removal rate in the EDM 
process, according to Salah et al. [7]. However, the 
change of thermal conductivity in the white layer occurs 
in a reduced thickness and, hence, the study of its effect 
on material removal rate.  

The volume of material removed from the workpiece 
increases with the decrease of thermal conductivity using 
the current intensity of 2.34A and it is always greater than 
the volume removed from the workpiece without white 
layer, as can be seen in Figure 1. Thus, an increase in the 
amount of carbon in the white layer reduces its thermal 
conductivity and increases the material removal rate. The 
theoretical volume of material removed from the 
workpiece is in good agreement with the experimental 
value obtained with the standard pause (18μs). 

Figure 2 shows that the volume of material removed 
from the workpiece for the current intensity of 37.1A is 
closer to the minimum volume removed experimentally. 
This behaviour is opposite to current intensity of 2.34A, 
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where the volume removed is closer to the maximum 
volume removed experimentally. This indicates that the 
contribution of long pause, for the volume of material 
removed from the workpiece, is more significant the 
higher it is. 

 
Fig. 1. Effect of thermal conductivity of the white layer on MRR for 

the current intensity of 2.34A.  

 
Fig. 2. Effect of thermal conductivity of the white layer on MRR for 

the current intensity of 37.1A 

3.1.2 Effect of white layer thickness 
The effect of white layer thickness on the volume of 
material removed from the workpiece, for the current 
intensities of 2.34A and 37.1A, is shown in Figures 3 and 
4. These trends show that the volume of material removed 
increases with the increase of white layer thickness. 

The increase in the material removed from the 
workpiece with the increase in white layer thickness is 
opposite to the idea that the rate of material removal  
decreases and assumes a constant value during machining. 
However, this concept was formulated based on the speed 
of penetration and not on the rate of material removal. 
The author’s philosophy is that the cavity eroded on the 
workpiece’s surface changes in shape during the 
machining tending to assume a standard pattern, which 
has a reduced depth and a large radius (spherical segment) 
at the end of the machining. 

 

 
Fig. 3. Effect of white layer thickness on MRR for the current 

intensity of 2.34A 

 

Fig. 4. Effect of white layer thickness on MRR for the current 
intensity of 37.1A 

3.2 Effect of white layer on electrode wear rate 

The assumption that the metallurgic modification of 
workpiece material does not affect the electrode wear rate 
was never demonstrated. However, it is clear in this study 
that the change of thermal conductivity of the workpiece 
affects the heat distribution between the electrodes since 
the process of EDM is governed by the thermal 
phenomenon.  

The white layer thickness may influence the electrode 
wear rate if it affects the receeding time in the erosion of 
the cavity in the surface of the copper electrode. If this 
time is shorter than the standard pulse time, it means that 
less material is removed by evaporation. 

3.2.1 Effect of thermal conductivity of white layer 
The thermal conductivity of the workpiece affects the 
material removal rate and the tool wear rate. A perceptive 
change of thermal conductivity of the workpiece surface 
will affect the distribution of heat between the electrodes. 
A different distribution of heat by the electrodes changes 
the receding time in the erosion of cavities. 
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Fig. 5. Effect of thermal conductivity of the white layer on EW for 

the current intensity of 2.34A 

Figure 5 shows that there is a thermal conductivity of the 
white layer that leads to a lower electrode wear rate. It is 
also possible to confirm that there is not always a 
decrease in the electrode wear rate with the reduction of 
thermal conductivity of the white layer. 

 

Fig. 6. Effect of thermal conductivity of the white layer on EW for 
the current intensity of 37.1A 

The analysis of the effect of thermal conductivity of the 
white layer on electrode wear rate for the current intensity 
of 37.1A is similar to the result obtained for a current 
intensity of 2.34 A, because the electrode wear rate does 
not always decrease when there is a reduction in the 
thermal conductivity of the white layer, as can be seen in 
Figure 6. Moreover, the results show an experiment with 
higher electrode wear rate than the workpiece without 
white layer. However, there is a minimum electrode wear 
rate when the white layer contains 1% of carbon, as it 
happened for the current intensity of 2.34A. 
 
3.2.2 Effect of white layer thickness 
This study shows that the electrode wear rate is affected 
by the current intensity value. Figure 7 shows that the 
electrode wear rate is not affected by the white layer 
thickness for the current intensity of 2.34A. However, the 
electrode wear rate is always lower in the presence of 
white layer for the current intensity of 37.1A, and it 
reaches a minimum at the white layer thickness of 35μm, 
as can be seen in Figure 8. 

 

Fig. 7. Effect of white layer thickness on EW for the current 
intensity of 2.34A 

 
Fig. 8. Effect of white layer thickness on EW for the current 

intensity of 37.1A 

4. Conclusion 

The research shows that the material removal rate and the 
electrode wear rate are directly dependent on the 
thickness and thermal conductivity of the white layer. 
This is demonstrated by the results of the semi-empirical 
model used in the research. 

The material removal rate increases with the increase 
in the white layer thickness. There is an increase in the 
material removal rate with the thermal conductivity of the 
white layer. Therefore, there is always an increase in the 
material removal rate in the presence of white layer. It 
was also demonstrated that the electrode wear rate is 
dependent on the white layer thickness, because there is 
always a decrease in the electrode wear rate 
comparatively to the workpiece without white layer. 
There is a random behaviour in the electrode wear rate 
with the thermal conductivity of the white layer. 
However, there is a  thermal conductivity value of the 
workpiece that minimizes the electrode wear rate. 

In conclusion, this article demonstrates that the 
electrical discharge machining process is not only 
influenced by the thermal properties of the workpiece 
base material but also by its metallurgic modifications 
during the machining process. 
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Abstract. In order to restore its cutting ability, a grinding wheel 
needs a periodic dressing process to remove dulled grains from its 
cutting face and then to disclose new and sharp grains beneath. An 
electrical dressing method was developed recently for overcoming 
the limitations of the conventional dressing methods available in 
relation to a diamond wheel because of the hardness of its abrasive 
grains and the durability of its bonding material. Development of a 
hybrid electrical dressing method for metal-bonded diamond 
grinding wheels is proposed in this paper. This method consists of a 
combination of electrochemical and electro-discharge dressing. The 
dressing method was implemented on a surface grinder with twin 
copper electrodes and two AC power supplies. Both on-line (in 
process) dressing and off-line dressing have been performed using 
static and dynamic electrodes. The results show that a better wheel 
profile and a better surface roughness are produced using the 
proposed method compared with the traditional SiC wheel dressing 
technique. It is concluded that more consistent results can be 
achieved by applying in-process electrical dressing. 

Keywords: electrochemical, electro-discharge, hybrid electrical 
dressing, metal-bonded diamond grinding wheel 

1. Introduction 

Dressing is a periodic process needed for restoring 
grinding wheel cutting ability. The process is performed 
by removing dulled grains from the wheel cutting face 
and then disclosing new and sharp grains underneath. A 
diamond wheel with metal bond material requires an 
advanced method of dressing. Using a conventional 
method to dress the wheel has been proved to be 
ineffective and uneconomical because of the high 
hardness of the abrasive grains and the bonding material 
durability [1]. 

Since electrochemical and electro-discharge 
machining are capable of dealing with conductive 
materials such as metals, their application for dressing of 
metal-bonded diamond wheels has already been tried. For 
example, Schopf et al. [2] combined electrochemical and 
electro-discharge dressing in centreless grinding. The 

application was implemented with a single electrode 
supplied with a DC power supply via a pair of brushes. 
Both electrical dressing methods have their own 
characteristics and advantages. The electro-discharge 
method is responsible for macro-geometrical removal 
whereas the electrochemical method is required to 
produce sufficient grit protrusions. 

In this paper, a hybrid electrical dressing method for 
metal bonded diamond wheels is proposed. Both 
electrochemical and electro-discharge techniques are 
combined to dress a metal-bonded diamond wheel using 
twin copper electrodes and AC power supplies.   

2. Design Considerations 

Suzuki et al. (1991) designed an electrochemical dressing 
system using an AC power supply [3]. However, the 
design did not incorporate electro-discharge dressing and 
the electrodes used were coupled together such that the 
same gap width was set for both electrodes. 

The available combined electrical dressing designed 
by Schopf et al. only used a single electrode. Therefore, 
the electrochemical and electro-discharge dressing are 
done alternately during the dressing period and that tends 
to increase the dressing time required. 

The present proposal for a hybrid electrical dressing 
system attempts to combine electrochemical and electro-
discharge dressing using an AC power supply and twin 
electrodes. Since the gap width requirement for the two 
processes are different, dynamic twin electrodes are used. 
These are supported by two servomotors, one for each 
electrode, allowing a different gap width to be set for 
each electrical process. This allows electrochemical and 
electro-discharge dressings to be performed individually 
as required, rather than conducted in a repeated 
alternating pattern with single electrode. 
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As an electro-discharge system is introduced in the 
design, a variable frequency power supply is used to 
observe the optimum frequency needed for effective 
hybrid electrical dressing. Furthermore, the use of an AC 
supply results in machining both the wheel and the 
electrode. This develops the shape of the electrodes to 
follow the change of the wheel curvature and hence keeps 
the dressing area almost constant. Moreover, using an AC 
power supply eliminates the need for a carbon brush by 
connecting the electrode with the phase of the AC supply. 

3. Development Stages 

3.1 Hardware Implementation 

An experimental set-up was arranged for the hybrid 
electrical dressing system as shown in Figure 1. Twin 
electrodes were used during the dressing process. One 
electrode was used for electro-discharge dressing and the 
other one for electrochemical dressing. An Acoustic 
Emission (AE) sensor was used for monitoring the wheel 
condition [4]. The diamond wheel used had 8-inch 
diameter and 0.75 inch thickness. 

 

Power supply
controller 

Fluid pump 
and container

Electrode 1 Electrode 2 

Gas extractor
Power supply 

Surface 
grinder 

Monitoring 
computer 

Controlling 
computer 

Machining area 
(enclosed) 

 
Fig. 1. Experimental setup for the hybrid electrical dressing method 

The workpiece samples used are tungsten carbide inserts. 
Three inserts were clamped by means of insert holders on 
a flat magnetic chuck and ground at a same time. An 
energy disperse X-ray (EDX) analysis of the tungsten 
carbide inserts was done and found that apart from 
tungsten, carbon and oxygen, there are other elements of 
carbide inserts. These are titanium, cobalt, niobium and 
tantalum. 

3.2 Software Implementation 

The system was designed to provide three types of 
electrode movement that can be chosen during a dressing 
process, namely static or manual, pecking and auto-gap 
mechanisms [5]. A feedback control system was 

incorporated in order to regulate the electrode movement 
or gap width during a dressing process. 

In order to accommodate all of the above 
mechanisms, custom-built software was developed and is 
called JaSDressIt. The software incorporates real-time 
monitoring and in-process control functions. Figure 2 
shows a screen shot of the software. 

 
 

 

Fig. 2. Custom-built software to monitor and control the dressing 

4. Reference Results 

Diamond grinding wheels are traditionally dressed by the 
wheel manufacturers using a rotating SiC wheel. During 
dressing, the diamond wheel remains on the machine 
spindle and the rotating SiC wheel is placed under the 
wheel. The diameter of the dressing wheel is usually 
smaller than the grinding wheel. 

In the present work, before a new bronze bonded 
diamond wheel was used for grinding workpieces, its 
profile was examined. Using an impression material, the 
wheel profile was duplicated and then the profile was 
measured using a laser sensor. The result gave a 
maximum of 160 μm relative height or protrusion, as 
shown in Figure 3. 

 
Wheel profile after SiC wheel dressing
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Fig. 3. A wheel profile, dressed by SiC wheel method 

 
The new bronze-bonded diamond grinding-wheel was 
then used for grinding tungsten carbide workpieces. 
There were three carbide inserts ground simultaneously 
for a total of three passes. Each pass had a 0.01 mm set 
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depth. Two workpiece feedrates were used, i.e. low and 
high feedrates. The low feedrate was 4.7 cm/s whereas 
the high feedrate was 15.8 cm/s. Each ground insert was 
then measured using a calibrated surface roughness 
meter. The average results are shown graphically in 
Figure 4. 
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Fig. 4. Average surface roughness of carbide inserts after initial 
grinding 

The lowest surface roughness (Ra) produced for the low 
feedrate was 0.24 μm whereas for the high feedrate, the 
lowest surface roughness was 0.33 μm. The average 
surface roughness for the low feedrate was 0.35 μm 
whereas the high feedrate produced an average of 0.40 
μm. These results were used as references for further 
analysis and comparison with the results from proposed 
hybrid electrical dressing method. It is clear from the 
Figure 4 that the surface roughnesses of the inserts 
produced were inconsistent. It took several passes to 
achieve its best roughness before starting to get worse or 
deteriorated. 

5. Electrical Dressing Results 

Voltage characteristics during a discharge were observed 
at two different frequencies, i.e. 50 Hz and 500 Hz, as 
shown in Figure 5. Obviously, the duration of discharge 
is shorter at a higher frequency. 

A discharge is classified as a spark if it has a 
discharge duration of approximately 1 μm – 1 ms whilst a 
duration of about 0.1 s (100 ms) is classified as an arc [6]. 
Therefore, the discharge shown is considered as a spark 
rather than an arc.  
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Fig 5. Voltage characteristics during a discharge 500 Hz  [7] 

 
Typical current characteristics during an electrical 
dressing mainly depend on the electrode movement, 
whether it is static or dynamic, and also the status of the 
dressing process i.e. whether it is on-line (in-process) or 
off-line. Two typical current characteristics observed are 
shown in Figure 6. 

More current fluctuation is expected when sparks 
occur. During online dressing, there is a period called 
pre-dressing initiated at the beginning of the process 
whilst during the rest of the process re-dressing cycles 
occur. Re-dressing cycle is a result of the removal of a 
copper oxide layer during grinding. 
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Fig. 6. Typical current characteristics during electrical dressing         

(a). static and online [7]; (b). auto gap 
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Meanwhile, a dynamic electrode may guarantee more 
sparks throughout the dressing period than static one. 
Pecking with increment produces intense sparks during 
dressing until the minimum distance or gap is reached. 
Dynamic movement with an auto-gap produces sparks at 
the closest distance, or gap, between the electrode and the 
wheel for a short period only because of a rapid electrode 
retraction. 

The wheel profile was examined after electrically 
dressing with the proposed method. The result is shown 
in Figure 7. The maximum relative height measured was 
440 μm. Comparing the results from Figure 3 (after a SiC 
wheel dressing) with Figure 7 (after the proposed hybrid 
electrical dressing) shows that a better wheel profile was 
produced by the hybrid electrical dressing method than by 
the traditional SiC wheel dressing method. More 
protrusion was produced using the proposed method.  

 
Wheel profile after electrical dressing
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Fig. 7. Diamond wheel profile electrically dressed by 

the hybrid electrical dressing method 

Moreover, roundness of the wheel was measured using a 
laser sensor. A maximum peak-to-peak deviation of 0.4 
mm or 0.4% of the wheel radius was found after the 
hybrid electrical dressing. 

Table 1 shows a comparison of surface roughness as 
produced by a traditional SiC wheel dressing method, the 
present hybrid electrical dressing method and the 
previous electrochemical discharge dressing research [2]. 
The results show that the present hybrid electrical 
dressing method using AC power supplies and twin 
electrodes produce better results compared with both the 
traditional dressing method and the previous research 
using a DC power supply and a single electrode. 

Table 1. Comparison of surface roughness  

Surface 
Roughness 
(Ra, μm) 

SiC 
Wheel 

Dressing 

Hybrid 
Dressing 

Previous 
Research 

[2] 
Minimum 
Average 

0.24 
0.31 

0.20 
0.22 

- 
0.26 
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Abstract: In this paper a hybrid methodology comprising of 
Taguchi methodology and Response surface methodology has been 
applied for multi-objective optimization of Electro-Discharge 
Diamond Face Grinding (EDDFG) process. The approach first uses 
the Taguchi quality loss function to find the optimum level of input 
machining parameters such as wheel speed, current, pulse on-time 
and duty factor. The optimum input parameter values are further 
used as the central values in the response surface method to develop 
and optimize the second-order response model. The three quality 
characteristics material removal rate (MRR), wheel wear rate 
(WWR) and average surface roughness (ASR), which are of 
different nature, have been selected for optimization. The developed 
response surface model for each MRR, WWR and ASR has been 
found by TMRSM and the results of hybrid approach has been 
compared with the results of a Taguchi Methodology approach. 

Keywords: Hybrid machining, Diamond grinding, Electro-discharge 
machining (EDM), Robust design, Optimization, Taguchi 
methodology (TM), Response surface methodology (RSM), Hybrid 
methodology. 

1. Introduction 

For realistic progress in industries, there is a need for 
continuous evolution of new machining process with the 
development of  advanced engineering materials. 
Recently, a new trend has been introduced to combine the 
features of different machining processes. Such 
machining processes are called as hybrid machining 
processes (HMPs). HMPs are developed to exploit the 
advantages of each of the constituent machining process 
and diminish the disadvantages of each constituent 
process. It has been observed that sometimes, hybrid 
machining process enhances the material removal rate 
(MRR), increases the capabilities of the constituent 
processes, and widen the area of application of the 
constituent processes. HMPs also reduce some of the 
adverse effects of the constituent processes when they are 
applied individually. 

Some HMPs are developed by combining metal 
bonded abrasive grinding with either EDM or ECM. 
Hybrid processes of ECM and grinding is called electro-

chemical abrasive grinding (ECAG) where as 
combination of EDM and grinding is known as electro-
discharge abrasive grinding (EDAG).When metal bonded 
diamond grinding wheel is used in EDAG then the 
process is termed as Electro-Discharge Diamond 
Grinding (EDDG).  

The concept of combining EDM and diamond-
grinding for machining electrically conducting very hard 
materials was first originated in the former USSR [1-3]. 
The hybrid process termed as electrical discharge 
diamond grinding (EDDG) utilizes a metal bonded 
diamond-grinding wheel where the work is subjected to 
the simultaneous influence of diamond grains and 
electrical sparks which cause abrasion and surface 
melting, respectively. 

EDDG can be operated in three different 
configurations: (1) Electro-Discharge Diamond Surface 
Grinding (EDDSG), (2) Electro-Discharge Diamond Cut-
off Grinding (EDDCG), and (3) Electro-Discharge 
Diamond Face Grinding (EDDFG).   

EDDFG is performed using flat face of the metal 
bonded diamond grinding wheel. In this mode, the metal 
bonded diamond grinding wheel rotates about vertical 
spindle axis and fed in a direction perpendicular to the 
machine table. While machining, the rotating wheel is fed 
downwards under the control of servo system. The metal 
bonded grinding wheel and the work surface are 
physically separated by a gap which depends on the local 
breakdown strength of the dielectric for a particular gap 
voltage setting. Thus, the workpiece is simultaneously 
subjected to heating due to electrical sparks occurring 
between the metal bonded grinding wheel and the 
workpiece, and abrasion by diamond grains with 
protrusion height more than the inter-electrode gap width. 
In this mode, the diameter of the metal bonded diamond 
grinding wheel is usually kept greater than that of the 
cylindrical workpiece diameter.  

In most of the experimental investigations of the 
EDDG process, researchers have varied one factor at a 
time to analyze the effect of input process parameters on 
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output quality characteristics or responses [4-8]. But this 
technique requires a large number of experimental runs 
because only one factor is varied in each run, keeping all 
other factors constant. Also, in this technique, the 
interaction effects among various input process 
parameters are not considered. To overcome these 
problems, some researchers have incorporated design of 
experiments methodologies such as the response surface 
methodology (RSM) and Taguchi methodology (TM). 
However, no such research work has been observed by 
the authors, related to EDDFG. 

Different hybrid approaches have recently been used 
for the optimisation of different machining processes. 
Taguchi method with fuzzy logic [9] or with grey 
relational analysis [10] has been used to optimise the 
electrical discharge machining process with multiple 
machining performances. Chiadamrong [11] has 
suggested a sequential integration approach of TM and 
RSM to optimise the multiple process characteristics in 
manufacturing system. He demonstrated the hybrid 
methodology by taking a case study of printed circuit 
board manufacturing plant and found a significant 
reduction in quality loss.  

In the present paper a hybrid methodology comprising 
of Taguchi method and Response surface method 
(TMRSM) has been used to develop the response models 
and to optimise the EDDFG process for multiple quality 
characteristics such as MRR, WWR and ASR. Firstly, 
TM is applied to determine the optimum machining 
parameters for multiple quality characteristics (MRR, 
WWR and ASR). The output (optimum parameter values) 
from TM is further used as central value in RSM. The 
second-order response model for MRR, WWR and ASR 
has been developed by performing the experiments using 
the central composite rotatable design (CCRD) matrix 
[12]. The results of multi-objective optimisation using 
only Taguchi’s quality loss function have also been 
compared with the results of hybrid approach.   

2. Experimental procedure and machining 
parameters 

The Experimental studies were performed on an 
ELEKTRA PULS EDM machine attached with self 
designed grinding attachment in face grinding mode (Fig. 
1). The setup consists of a metal bonded grinding wheel, 
motor, shaft, v-belt and bearings, mounted on the ram of 
the machine to rotate the metal bonded grinding wheel 
about an axis perpendicular to the machine table. While 
machining, the rotating wheel is fed downwards with 
servo control mechanism, for material removal in the face 
configuration mode. The metal bonded grinding wheel 
and the work surface are physically separated by a gap, 
the magnitude of which depends on the local breakdown 
strength of the dielectric for a particular gap voltage 
setting. The workpiece is thus simultaneously subjected 
to heating due to electrical sparks occurring between the 
metal bonded grinding wheel and the workpiece, and 

abrasion by diamond grains with protrusion height larger 
than the inter-electrode gap.  
 

  
Fig. 1. EDDFG setup 

During experimentation the effect of various input 
parameters such as wheel speed, current, pulse on-time, 
and duty factor on the output parameters such as MRR, 
WWR and ASR have been studied. Experiments were 
performed on 25 mm diameter cylindrical workpiece 
made of high speed steel (HSS). The spark erosion oil 
was used as dielectric liquid. Each workpiece was 
machined for 60 minutes before measuring output 
parameters. Each set of experiment was repeated three 
times. Amount of material removal after 60 minutes was 
obtained by finding weight difference before and after 
machining using precision electronic digital weight 
balance with 0.1mg resolution. The MRR is calculated by 
using the following formula: 

( - ) 10003 ( / m in)   
W Wi fM RR m m t ρ

×
= ×

   (1.1) 

were Wi is initial weight of workpiece in gram (before 
machining); Wf is final weight of workpiece in gram 
(after machining); t is machining time in minutes; ρ is 
density of workpiece (7.8 g/cm3). 

The WWR is calculated by using the following 
formula: 

-
( / m in)   

W Ww i w fW W R g
t

=   (1.2) 

were Wwi is initial weight of wheel in gram (before 
machining); Wwf is final weight of wheel in gram (after 
machining); t is machining time in minutes. 

A Mitutoyo SJ-201 at 0.8 mm cut-off value was 
applied to measure the average surface roughness (ASR) 
of each machined specimen. 

The numerical values of machining parameters at 
different levels are shown in Table 1. A pilot 
experimentation is done to decide the range of input 
parameters.  
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Table 1 Machining parameters and their levels 

Symbol    Machining           Level 1   Level 2   Level 3 
                Parameters   
S Wheel speed (RPM)     700        875 1050 
C Current (A)          4          6               8 
P Pulse on-time (µs)        50         100  50 
DF Duty factor          0.57      0.63  0.70 

 
In the present case, four parameters each at three 

levels with  no interaction effect has been considered .The 
total degree of freedom (dof) has been calculated as [14] : 

dof = (3 - 1) × 4 + 1 = 9.  

Hence, a standard L9 orthogonal array (OA) is 
selected for experimental design matrix. 

 Table 2 Factors and their coded levels in CCRD 

Symbol      Factors               Coded levels 
            -2         -1        0        1       2 
S       Wheel speed      700      875      1050    1225   1400 
C      Current          4        6      8    10   12 
P       Pulse on-time    40         70      100    130   160 
DF    Duty factor        0.47      0.55     0.63    0.71   0.79 
 

The control factors, their numerical and coded 
values used in CCRD matrix are shown in Table 2. The 
CCRD matrix contains total 31 runs with 2p factorial 
runs, 2p axial runs, and 7 centre point runs. The number 
of control factors (p) in present case are four. 
Therefore, the total number of runs is 24+2*4+7 = 31. 

The central value of machining parameters 
corresponding to code ‘0’ is the optimum parameter level 
obtained from multi-objective optimisation using TM. 
The value of ‘a’ in CCRD is calculated as: a = (2p) 1/4= 2. 

Therefore, the coded values for different levels in 
CCRD are -2, -1, 0, 1, and 2.  

 

3. Response surface modelling 

Second-order response surface model each for MRR, 
WWR and ASR has been developed from the 
experimental response values. The model developed 
using MINITAB software is 
 

= + + +

+ +

+ +
+

3
( / min) 1.08611 0.31932 0.18853 - 0.02278

2 2 2
0.27012 0.07037 0.01355 -0.04519

2
-0.02819 -0.02735 0.01355 0.02739
- 0.04255 - 0.02436 0.0261 (1.3)

MRR mm s c pt

df s c pt

df sc spt sdf
cpt cdf ptdf

  
= + + + +

+ + +

+ − − −
+ + +

( /min) 0.006026 0.000359 0.003493 0.002139
2 2 2

0.004860 0.000092 0.000106 0.000240
20.000998 0.000117 0.000013 0.000322

0.001486 0.003052 0.001788 (1.4)

WWR g s c pt

df s c pt

df sc spt sdf
cpt cdf ptdf

  

μ = + + + +

+ − −

− + + +
+ − +

( ) 3.51571 0.04667 0.15667 0.09083
2 2 20.24167 0.07690 0.15185 0.03310

20.03435 0.02125 0.03625 0.01875
0.02000 0.06000 0.09500 (1.5)

ASR m s c pt

df s c pt

df sc spt sdf
cpt cdf ptdf

   
where s is wheel speed (RPM), c is current (A), pt is 
pulse on-time (µs) and df is the duty factor. 

To test whether the data are well fitted in these model 
or not, the calculated S value of the regression analysis 
for MRR, WWR and ASR has been obtained as 
0.1995,0.002194 and 0.2031, respectively, which are 
smaller and R2 value for three responses are 89.4%, 
94.1% and 83.9%, respectively. The value of R2 (adj) for 
MRR, WWR and ASR are 80.2%, 89.0% and 69.8%, 
respectively. These are moderately high (except R2 (adj) 
for ASR which is moderate) therefore model fits the data. 
Hence, the data for each response are well fitted in the 
developed models. 

Table 3 Result of ANOVA for developed models 

Source   MRR model   WWR model      ASR model 
 F-value   p-value   F-value p-value  F-value  p-value 
Regre-   9.68   0.000    18.39    0.000       5.94     0.001 
ssion  
Linear  31.80   0.000    50.51    0.000     13.59    0.000 
Square  1.60   0.222   1.51    0.247     5.75     0.005 
Intera-    0.32   0.917   8.22    0.000     0.98     0.471  
ction  
Lack-      6.09   0.019   3.25    0.081     0.82      0.626 
of-fit 
 

Analysis of variance (ANOVA) and subsequently 
F-ratio test and p-value test have been carried out to test 
the adequacy of the developed mathematical models for 
MRR, WWR as well as ASR. Table 3 shows the results 
of ANOVA, p-value of the source of regression model 
and linear effects are lower than 0.01 for the responses. 
Developed regression model and linear effect of 
parameters for the responses are significant. Calculated F-
value of the lack-of-fit for MRR, WWR and ASR are 
6.09, 3.25 and 0.82 respectively, which are lower than the 
critical value of the F-distributed on 7.87 as found from 
standard table at 99% confidence level. Therefore, the 
developed second-order regression model for MRR, 
WWR and ASR are adequate at 99% confidence level. 

4. Results and discussion 

4.1 Multi-objective optimisation results using 
Taguchi approach 

The experimental values of responses MRR, WWR and 
ASR have been obtained by using OA design matrix. The 
quality loss values for different quality characteristics in 
each experimental run are calculated using [13, 14]. The 
normalised quality loss for quality characteristics in each 
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experimental run has been calculated using [15]. The total 
normalised quality loss (TNQL) and MSNR for multiple 
quality characteristics MRR, WWR and ASR has been 
calculated using [15].These results are shown in Table 4. 
In calculating total normalised quality loss three unequal 
weights i.e. w1= 0.6 for MRR, w2= 0.3 for WWR, and 
w3= 0.1 for ASR has been assumed based on experience. 
In the present case, MRR is higher-the-better (HB) type 
and WWR as well as ASR are smaller-the-better (SB) 
type. The optimum levels of different control factors are 
wheel speed at level 3 (1050 RPM), current at level 3 (8 
A), pulse on-time at level 2 (100 µs), and duty factor at 
level 2 (0.63). A better feel for the relative effect of the 
different factors can be obtained by the decomposition  of 
the variance, which is commonly called ANOVA. It is a 
computational technique to estimate quantitatively the 
relative significance (F-ratio), and also the percentage 
contribution of each factor on quality characteristics. The 
ANOVA given in Table 5 shows the percentage 
contribution of different control factors on multiple 
quality characteristics (MRR, WWR and ASR) in 
increasing order as: pulse on-time (3.42%), wheel speed 
(19.84%), duty factor (34.03%) and current (42.70%). 

Table 4 Total normalized quality loss (TNQL) and multiple S/N ratio 
(MSNR) 

Exp. No.  TNQL   MSNR (dB) 
1  0.6574   1.8216 
2  0.2157   6.6602 
3  0.1954   7.0880 
4  0.2831   5.4796 
5  0.4227   3.7392 
6  0.1344   8.7140 
7  0.2294   6.3939 
8  0.1586   7.9961 
9  0.1614   7.9190 
Mean MSNR (ηm)                                        6.2013 

Table 5 ANOVA Table 

Factor SS  df V F   PC (%) 
S 7.794  2 3.897 5.796   19.84 
C 16.775  2 8.387 12.475   42.70 
P 1.344#  2 0.672 -   3.42 
DF 13.37  2 6.685 9.943   34.03 
EP 1.344  2 0.672 
Total 39.28  8 
# pooled factors 

Table 6 Results of confirmation experiment using Taguchi method 

                    Initial  Optimum values 
                    Setting Prediction      Experiment 

 
Level         S1C1P1DF1  S3C3P2DF2       S3C3P2DF2 
MRR         0.4114      -        1.8254 
WWR         0.00060      -        0.005223 
ASR         3.4847      -        3.312 
MSNR (dB)  1.8216 10.6819            10.3991 
Improvement of MSNR = 8.5775 dB 

 

The confirmation experiment is performed by 
conducting a test with optimal setting of the factors and 
levels previously calculated. The predicted value of 
MSNR and that from confirmation test are shown in 
Table 6.The improvement in MSNR at the optimum level 
is found to be 8.5775dB.The value of MRR (mm3/min), 
WWR (g/min) and ASR (µm) at this optimum level are 
1.8254 mm3/min, 0.005223 g/min and 3.312 µm against 
the initial process parameter setting of 0.4114 mm3/min, 
0.00060 g/min and 3.48 µm. 

4.2 Multi-objective optimisation results using  
hybrid approach 

The mathematical model developed for MRR, WWR and 
ASR are shown in Eqs. (1.3), (1.4) and (1.5), 
respectively. From the developed models, it is clear that 
the wheel speed, duty factor, square effect of wheel 
speed, and interaction effect of wheel speed and duty 
factor are significant factors for MRR because the 
absolute value of corresponding coefficients for these 
terms are quite high in comparison of other terms. 
Likewise, the WWR is significantly affected by current, 
duty factor and square effect of duty factor and 
interaction effect of current and duty factor. The ASR is 
significantly affected by current, duty factor, square 
effect of wheel speed, and interaction effect of pulse on-
time and duty factor. 
 

 

Fig. 2. MINITAB results of multi-objective optimisation using 
hybrid approach. D, composite desirability; d, individual 
desirability; Hi, highest parameter values; Lo, lowest parameter 
values; Cur, current or optimum values; wheel sp, wheel speed; 
current; Pulse on, pulse on-time; duty fac, duty factor. 

The simultaneous optimisation of weighted response 
for MRR (weighting factor = 0.6), WWR (weighting 
factor = 0.3) and ASR (weighting factor = 0.1) is 
obtained by using MINITAB software. The multi-
objective optimisation results are shown in Fig. 2. The 
results show the graphical representation of individual 
factor effects at different level on MRR, WWR and ASR, 
and optimum parameter level has been suggested for 
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maximum MRR and minimum WWR as well as ASR. 
The composite desirability D and individual desirability d 
(which depend on weighting factor and nature of quality 
characteristics) are also shown in result. The predicted 
optimal values of MRR, WWR and ASR in multi-
objective optimisation are 1.9629 mm3/min, -0.0032 
g/min and 2.8129 µm, respectively, at wheel speed = 
1400 RPM, current = 4 A, pulse on-time = 40 µs, and 
duty factor = 0.79. The confirmation test at predicted 
optimum parameter setting gives MRR = 1.9457 
mm3/min, WWR = 0.001266 g/min and ASR = 2.91µm. 
The optimum quality values of MRR, WWR and ASR 
obtained from Taguchi approach and hybrid approach 
have been compared in Table 7. The results show that 
three quality characteristics have improved considerably 
when hybrid approach has been applied. 

Table 7. Comparison of results of Taguchi approach and hybrid 
approach 

 
Quality            Optimization technique 

  characteristics    Taguchi approach      Hybrid approach                       
MRR (mm3/ min)      1.8254  1.9457 
WWR (g/ min)     0.005223      0.001266  
 ASR (µm)         3.312  2.91 

 

5. Conclusions  

In EDDFG, the re-solidified layer with micro-cracks and 
thermal residual stresses in the workpiece due to spark 
discharges are eliminated by abrasion action of the 
diamond wheel. Hence, disadvantages of both the 
diamond grinding and EDG process can be removed by 
erosion action of spark discharges and vice versa. 
Therefore, this particular configuration can be applied for 
the machining of flat surface, fragile and thin plates. 
Based on the modelling and optimisation results, the 
following conclusions can be drawn. 

1. The optimum value of MRR, WWR and ASR 
obtained from multi-objective optimisation using 
Taguchi method only are 1.8254 mm3/min, 0.005223 
g/min and 3.312 µm, respectively while using the 
hybrid approach these values are 1.9457 mm3/min, 
0.001266 g/min and 2.91 µm, respectively. Hence a 
considerable improvement of quality characteristics 
has been found with hybrid approach of TMRSM. 

2. The developed response surface models for MRR, 
WWR and ASR have been found adequate. It has also 
been found that the linear parameters are significant 
for the models. 
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Abstract. Wire electrical discharge machine (WEDM) is one of the 
effective and important methods for machining complex parts and 
hard cutting materials. The power supply plays an important role in  
WEDM, which influences the machining precision and cutting 
speed. The energy efficiency of traditional pulse power for WEDM 
is less than 25%, because of the use of current-limiting resistance. In 
the paper, a novel Pulsed width modulated (PWM) half bridge 
power supply has been developed, eliminating the current-limiting 
resistance, so the energy efficiency is increased and the energy 
saving effect is remarkable. Nevertheless, this power supply has  
adopted a discharge control strategy of breakdown waiting, making 
the single discharge energy being equal and improving the cutting 
speed. 

Keywords: WEDM, Isopulse Power Supply, Non-limiting Current 
Resistance, Energy Saving 

1. Introduction 

Wire Electrical Discharge Machining (WEDM) 
technology is widely used in industries such as mould and 
aerospace manufacturing. In China, more than 300,000 
High Speed -WEDM (HS-WEDM) machine tools are in 
use. In HS-WEDM, the wire on the frame moves to-and-
fro at a high speed with a pulse power supply  connected. 
The anode of the power supply is joined with the work-
piece and the cathode is joined with the wire. Sparks are 
generated when the distance between the wire and the 
work-piece is tiny. Thus a very high temperature can be 
achieved in the gap. The metal is melted and washed out 
by the discharging pressure and working fluid. The main 
structure of the HS-WEDM can be seen in the Fig.1. It is 
the principle of the HS-WEDM that sparks between the 
wire and the work-piece erode material.  

The machine has some advantages: excreting crumbs 
well, cutting speed high, cutting bigger thickness of 
work-piece, electrode wire can have repeated use, 
machine tool structure is simple, running cost is low, 
etc[1]. However, most of these are traditional pulse power 
supply of HS-WEDM machine tools, and the main circuit 
of the power contains current-limiting resistance, which 

results in low energy efficiency and large pulse power 
volume. 
 

 
Fig. 1. Sketch of the HS-WEDM 

2. Pulse Power Supply of HS-WEDM 

In HS-WEDM, the pulse power supply plays an 
important role to supply the thermal action of electric 
discharges to achieve material removal. The metal 
removal rate and the surface finish depend on the 
magnitude and duration of discharge [2,3]. 

In most of the HS-WEDM tools, in order to limit the 
machining current and prevent the occasional short 
circuit, the main circuit of the commonly used pulse 
power contains a current-limiting series resistor R behind 
the power switch VT as shown in the Fig.2 [4]. Evidently, 
a large amount of heat is generated when the current 
flows through the resistor resulting in energy losses in the 
machining process. The energy efficiency can be 
calculated grossly as follows: 

Supposing that the work voltage of the transistor 
pulse power is 100V and the average voltage between the 
tool electrode and the work piece is stable at 25V, the 
remaining 75V drops across the current-limiting resistor 
and hence the energy efficiency is only 25%. 

 

Pulse power 

supply 
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Fig. 2. Schematic Diagram of the traditional pulse power supply 

In order to increase the energy efficiency, the new type of 
resistor-less pulse power proposed in this paper employs 
the structure of a novel half-bridge network power 
amplifier and the strategy of PWM. The half-bridge 
converter main circuit is shown in Fig.3. In the half-
bridge converter circuit, two sets of IGBT (TL1, TL2 and 
TR1, TR2) are used as switches. When the power 
discharges, two sets of the IGBT are switched on and the 
power through the power supply, discharge side 
inductance L, discharge side resistor rb, discharge wires 
and discharge gap, TR1 and TR2 to the ground in the end. 
L consists of the inevitable lead inductance, self-
inductance in the discharge gap and any other stray 
inductances in the discharge path. The resistance of the 
discharge wires and the spark gap during discharge 
constitute rd. D1 and D2 are fly-wheel diodes. D3, D4, 
R3, R4, C1 and C2 constitute two sets of RCD snubbed 
circuits which are used to protect the switches from 
voltage surge caused by the sudden turning off [5,6]. Fast 
recovery diodes DL1, DL2 and DR1, DR2 are anti-
parallel diodes in the switches which are also used to 
protect the IGBT. 

 

+

 
Fig. 3. The schematic diagram of half-bridge converter main circuit 

3. Switching Methodology 

There is a large rapid increase in the current during rough 
machining with large pulse width when using resistor-less 
pulse power. If the current intensity transcends the 
affordability of the wire electrode, the wire electrode will 
be burned and excessive current will harm the switch 
transistor. In this half-bridge network, when the drive 

IGBT is off, the fly-wheel diodes are used to smooth out 
the electrical surges caused by the sudden changes in 
electrical flow.  

For this half-bridge network, the following 
operational sequences are taken to generate the proper 
electrical pulse which is safe for switching IGBTs in the 
gap. The current in the discharge is shown in Fig.4. 

1) The left and the right IGBTs are all switched on in 
time t0. The power streams from source through the left 
IGBT, discharge wire, gap and the right IGBT to ground. 
The current in the gap rises rapidly to I1 which is safe for 
the switches. 

2) The left or the right IGBT is switched off in time 
t1. If the left one is off, the energy stored in L streams 
through the circuit, which consists of D1, wire, gap and 
the right IGBT, to the ground. If the right one is off, the 
energy streams though another circuit, which consists of 
the left IGBT, wire, gap and D2, and goes back to the 
source. In that time, the current decreases to I2. 

3) The step 1 and 2 are repeated several times. The 
on-time is t2 and the off-time is still t1. The current 
oscillates between I1 and I2. While the IGBT in the left 
or right side is switched on and off repeatedly, the IGBT 
in the other side is always is turned on.  

4) The left and the right IGBTs are all switched off. 
The energy stored in the wire inductance streams though 
fly-wheel diodes, D1 and D2, and back to source. The 
current decreases rapidly to zero. 

 

 
 
Fig. 4. Theoretical current waveform in the discharge gap 

In Figure 6, a trapezoidal current waveform with saw-
tooth form on the top can be seen. Compared with the 
normal rectangular current waveform, the current peaks at 
(I1+I2)/2. The peak current is dependent on the 
simultaneous on-time (t0) of switches in both sides of the 
bridge in the beginning of the pulse. In this power supply, 
several IGBTs are combined in parallel connection with 
collectors and emitters in each side to protect the 
switches. These IGBTs are switched by turns to decrease 
the working frequency of every one for reducing the 
transient thermal impedance of the IGBT. 
     Fig.5 shows gap voltage and current waveforms of 
normal discharges. During the on-time the output current 
is around 25 A and the output maintaining voltage is 
around 20V. 
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Fig. 5. Voltage and Current Wave of PWM Control 

4. Design Principles of Isopulse Machining 

Isopulse Principle. In the process of WEDM, single 
pulse energy depends on gap discharge voltage, gap 
current and discharge duration. The relationship can be 
described as followed:  

dttituW
te

M )()(
0∫=

                                       （1） 
WM —— single pulse discharge energy (J); 
te —— single pulse discharge duration (μs); 
u(t) ——gap discharge voltage (V); 
i(t) ——gap discharge current (A). 
After the breakdown of the dielectric, the discharge 

maintaining voltage is invariable with the same 
machining parameters [6]. Since the gap voltage is fixed, 
the current peak is constant. So if the single pulse 
discharge duration is invariable in a discharge period, the 
single discharge energy WM is equal too. That realizes 
isopulse machining.  
Discharge Control Strategy: In the WEDM, great 
changes happen between the discharge gap voltage before 
discharge breakdown with a value at about 80V and that 
after discharge breakdown with a value at about 20V [3], 
Whether the discharge gap breaks down can be 
distinguished by detecting the discharge gap voltage. 

In this paper, isopulse machining is realized by 
making use of the discharge breakdown signals to control 
the generation of pulse signals in the pulse control circuit 
after the voltage appears in the gap. If breakdown signals 
were not detected, waiting signals would be sent by pulse 
control circuit so that the pulse signals would maintain 
their current state unless the discharge breakdown signals 
were detected. Fig.6 is the schematic of detection Circuit 
for isopulse processing. 
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Fig. 6.  The schematic of detection Circuit for isopulse processing 

 
Fig. 7. The waveform of voltage and current for isopulse generator 

As shown in Fig. 6, comparisons are drawn between 
the discharge gap voltage detected through detect circuit 
and distinguish voltage circuit and the fixed threshold 
breakdown voltage. If the disposed discharge gap voltage 
is higher, it is indicated that the gap is open state and 
hence the voltage is considered to be a no-load signal 
which will disconnect the isolation circuit to output a 
delay signal so that the control signal cannot overturn and 
keep itself in waiting state. 

If the detected distinguish voltage is lower than the 
fixed threshold, it is indicated that the gap has reached 
breakdown and the waiting signal will not be generated. 
Signals with normal pulse width and pulse interval are 
sent out by the pulse control circuit to ensure equivalence 
between current pulse width and fixed pulse width, and 
the equal single pulse energy as well. 

As shown in Fig. 7, once the breakdown signal is 
detected, a drive signal te will be sent out by the pulse 
control circuit control circuit to engender discharge 
voltage in the gap. The foregoing steps are repeated in the 
next following discharge cycle. In this way, pulse voltage 
ti may be not equal, but discharge current pulse te is 
equal, resulting in the equivalence of discharge energy 
generated by each pulse. Accordingly, isopulse 
machining is realized. 

5. Machining Experiment Results and Discussion 

Two experiments have been conducted in order to draw a 
comparison between the energy efficiency of the energy-
saving isopulse power supply and that of a traditional 
pulse power supply (current-limiting resistor). The same 
type of HS-WEDM machine tools are used in the 
experiments. The electrode is molybdenum wire 
(Φ0.18mm), and the work-piece is tungsten alloy with a 
depth of 48mm. With the same machining current, the 
experimental data is shown in Table 1. 
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Table 1. Experimental data of energy-saving power and traditional pulse power supply 

 Processing area 

(mm2) 

Power consumption 

(kw.h) 

Time consumption 

(h) 

Area per hour 

(mm2/min) 

Area per electricity 

(mm2/kw.h) 
28527.92 1.12 7 67.76 25471.4 

53640.04 2.02 13 68.77 26554.5 

77246.48 2.84 18.83 68.36 27199.5 

104503.8 3.91 25.8 67.42 26727.3 

Energy- 

saving 

isopulse 

power 

supply 125602.8 4.65 31.2 67.1 27011.4 

52305.2 3.14 14 62.29 16657.7 

59924.6 3.63 16 62.42 16508.2 

71920.92 4.39 19.3 62.0 16382.9 

83608.8 5.11 22.5 61.93 16361.8 

traditional 

pulse power 

supply 

138387.8 8.45 38 60.7 16377.3 

Fig.8 shows the experimental data for Comparison of 
Two Power for Area per Electricity. From the Fig. 8 and 
Table 1, it can be seen that, despite of unit energy or unit 
time, the machining area of the resistor-less pulse power 
is larger than that of traditional current-limiting resistor 
pulse power. Energy efficiency and cutting speed of 
energy-saving isopulse power supply are larger than the 
traditional power supply. The reason for this is that heat 
generated by the main loop reduces due to the 
cancellation of the current-limiting resistance, and 
consequently more energy can be used in spark discharge 
machining. 
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Fig. 8. Comparison of Two Power for energy efficiency 

6. Conclusion 

With the structure of a novel half-bridge network power 
supply and the strategy of pulse width modulation, the 
energy-saving pulse power proposed in this paper can 
control the peak values of the current. Furthermore, 
adopting a discharge control strategy of breakdown 
waiting, power can satisfy isopulse machining with equal 
single pulse discharge energy. Moreover, due to the  
 
 

abandonment of the current-limiting resistance, 
remarkable energy savings have been achieved. The 
experimental result shows that the energy efficiency 
increases and the cutting speed enhances for the energy 
saving pulse power supply. 
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Abstract: Inconel 718 superalloy is widely used in many 
applications requiring higher material strength. Electro Discharge 
Machining (EDM) is a popular process for machining this 
superalloy owing to its high thermal resistance and high hardness. In 
the current work, electro discharge machining was carried out on 
Inconel 718 using 99.9% pure copper as an electrode with tubular 
cross section. Thirty two sets of machining trials were conducted as 
per the design of experiments using the central composite design 
(CCD) method. The effect of process parameters like pulse current, 
duty factor, sensitivity, gap control and dielectric flushing pressure 
on the formation of recast layer, heat affected zone and spattered 
EDM surface was analysed. Machined samples were characterized 
for few surface integrity factors through field emission scanning 
electron microscope (FE-SEM), and surface roughness 
measurement. The microstructures of the EDM processed Inconel 
718 reveal formations of a white layer on the machined surface. It 
was observed that the process parameters, base material properties 
and white layer composition have significant influence on crack 
formation and its propagation. Different modes of crack propagation 
were identified. Surfacial and vertical cracking were predominantly 
observed in the recast layer; most of the vertical cracks were found 
to have progressed till the end of the recast layer. The interferential 
zone acted as a barrier to crack propagation due to the non-
homogeneities of metallurgical phases. Crack propagation was 
observed varying significantly with pulse current and duty factor.  

Keywords: EDM, Inconel 718, Recast layer, Microstructure, 
Surface finish. 

1. Introduction 

Electro discharge machining is a non conventional 
machining process, which is extensively used in industry 
for processing of difficult-to-machine materials and 
different shapes with reasonable precision. At present, 
EDM is a widely accepted machining technique used for 
all types of conductive materials including metals, 
metallic alloys, graphite, composites and ceramic 
material. It is based on the principle of removing material 
from the workpiece by means of repeated electrical 
discharges created by an electric pulse generator at short 
intervals between two electrodes (tool and workpiece). 

The electric sparking causes the workpiece temperature to 
rise above melting point leading to material removal in 
the molten state and evaporation. Molten material 
between the workpiece and tool gap is flushed using  
dielectric fluid. Some molten materials experience a 
resolidification due to critical cooling by the fluid. This 
layer is a mix of carbon elements of dielectric fluid, 
melting workpiece and melting electrode. Post 
machining, this layer forms a recast structure with micro-
cracks and craters during resolidification.  

The phenomenon of surface modification has been 
investigated in the EDM process for over five decades. It 
was first reported by Barash and Kahlon [1965], when 
mild steel was eroded in liquid medium paraffin using a 
copper electrode. After the process, it was noticed that the 
workpiece was coated with a very hard layer which was 
difficult to remove. This was attributed to the 
carburization of the layer due to the hydrocarbon medium 
and its subsequent quenching. High surface hardness, 
excellent thermal stability and better wear resistance of 
the white layer and its phase transformation have also 
been reported by Venkatesh and Parasnis [1972]. The 
EDM machined surface was characterized by Lee et al. 
[1988 and 1992]. The authors had investigated the depth 
of the recast layer and quantified it with respect to the 
process parameters and surface roughness. It was 
reportead that with constant dielectric fluid flushing the 
condition, the thickness of recast layer shows a 
relationship with the pulse energy irrespective of the tool 
material (steel). Marafona and Wykes [2000] found that 
while machining with low current intensity and length 
pulse duration, a layer of carbon was deposited on the 
tool leading to reversal in tool wear. Further, to improve 
the material removal rate (MRR) with nominal increase 
in tool wear rate (TWR), a high current intensity can be 
used. Analysis also showed that the layer contained 
carbon content and steel elements such as iron and 
chromium. It was likely that the carbon came from the 
dielectric medium.  
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Klocke et al. [2004] investigated the influence of 

powder suspended dielectrics on the recast layer of 
Inconel 718 EDMed surface. They reported that physical 
properties of the powder additives play an important role 
in changing the recast layer composition and 
morphology. Bhattacharyya et al. [2007] investigated 
some surface integrity aspects of an EDMed surface and 
reported that peak current and pulse-on duration 
significantly influence various criteria of surface integrity 
such as surface roughness. Che-ChungWanga [2009] 
investigated the formation of recast layer using L18 
orthogonal arrays and reported that larger pulse duration 
and positive polarity of the workpiece could create a 
thicker recast layer than negative polarity, while 
machining Inconel 718. Tsai et al. [2003] observed that 
recast layers are difficult to remove due to high cohesion 
and hardness compared to the base material and induce 
poor surface quality. Such recast structures greatly affect 
fatigue strength and shortens service life [Abu Zeid, 
1997]. Thus, relevant literatures indicate there is ample 
scope for studying the effect of various process 
parameters on surface integrity of Inconel 718 electro 
discharge machined surface.  

In the present work, Inconel 718 was the workpiece 
material and 99.9% pure copper as electrode for 
experiments using an NC-EDM machine. Thirty two sets 
of machining trials were conducted as per the Response 
Surface Method (RSM) with central composite design. 
The effect of process parameters like pulse current, duty 
factor, sensitivity, gap control and dielectric flushing 
pressure on formation of recast layer and spattered EDM 
surface were analysed. Machined samples were 
characterized for some surface integrity factors through 
field emission scanning electron microscope (FE-SEM) 
and 3D surface profilometer. 

2. Experimental Procedure 

The experiments were conducted using a ZNC-EDM 
machine (Sparkonix Ltd., India). Inconel 718 material of 
dimensions, 21 mm diameter and 20 mm length was used 
as workpiece for the experimental trails. Inconel 718 has 
an average hardness value of 414 Hv. A cylindrical tube 
of 12 mm external and 9 mm internal diameter made of 
99.9% pure electrolytic copper was used as the electrode. 
Commercially available kerosene (electrical cond.: 
1.6×10-14Sm-1, and dynamic Viscosity: 0.92mPas) was 
used as the dielectric fluid. The experimental set-up is 
shown in the Fig. 1.  
The workpiece was cut by wire EDM (make: Electronica, 
EL10-VGA, India) prior to trails. A special fixture was 
designed to hold the cylindrical work pieces to eliminate 
any possibility of misalignment. The work pieces were 
connected to positive polarity while the electrode was 
maintained at negative polarity. A side flushing method 
was employed for dielectric fluid to flush through nozzle. 
During the experiments, the hole depth of 20 mm and 

diameter of 12 mm was machined throughout.  The 
process parameters and depth of cut was programmed in 
the NC controlled unit. The servo moves up 5 mm above 
the initial position after completion of machining.  
 

 
Fig. 1. Pictorial view of the experimental set-up 

 
Table 1 Levels of process parameters used in the experiments. 

Level S. 
No. 

Process 
Parameters 

Sym 
bol. -1.57 -1 0 +1 1.57 

1. Pulse 
Current (A) A 6 9 12 15 18 

2. Duty Factor B 0.67 0.72 0.77 0.82 0.87 

3. Sensitivity 
Control C 3 4 5 6 7 

4. Gap 
control D 0 1 2 3 4 

5. 
Flushing 
Pressure 
(Kg/cm2) 

E 0 0.25 0.5 0.75 1 

 
 

The process parameters and their levels were decided 
based on trail experiments and are shown in the Table 1. 
The experiments were performed according to the plans 
arrived at using design expert version 6.1 (DE V6.1). The 
experiment matrix of RSM with coded levels is shown in 
the Table 2. Fig. 2 shows a photograph of the copper 
electrode used and the workpiece before and after 
machining. 

 

 
Fig. 2. (a) Cu electrode, (b) Inconel 718 work piece 
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Table 2 Experimental matrix of the CCD (RSM) 

Process Parameters (coded levels) Experi
ment 
no. A B C D E 

1 -1 -1 -1 -1 1
2 1 -1 -1 -1 -1
3 -1 1 -1 -1 -1
4 1 1 -1 -1 1
5 -1 -1 1 -1 -1
6 1 -1 1 -1 1
7 -1 1 1 -1 1
8 1 1 1 -1 -1
9 -1 -1 -1 1 -1

10 1 -1 -1 1 1
11 -1 1 -1 1 1
12 1 1 -1 1 -1
13 -1 -1 1 1 1
14 1 -1 1 1 -1
15 -1 1 1 1 -1
16 1 1 1 1 1
17 -1.57 0 0 0 0
18 1.57 0 0 0 0
19 0 -1.57 0 0 0
20 0 1.57 0 0 0
21 0 0 -1.57 0 0
22 0 0 1.57 0 0
23 0 0 0 -1.57 0
24 0 0 0 1.57 0
25 0 0 0 0 -1.57
26 0 0 0 0 1.57
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
31 0 0 0 0 0
32 0 0 0 0 0

 

3. Results and Discussion 

32 sets of experiments were performed during the 
investigation. Machined surfaces were cut perpendicular 
to the tool (machining) direction and polished well by a 
rotary polishing machine using 600, 800 and1200 mesh 
size silicon carbide abrasive sheets. Further polishing was 
carried out with velvet and diamond paste at 100 rpm for 
about 15 min and cleaned with acetone. Both sectional 
and surface of the EDM machined Inconel 718 
workpieces were examined for surface integrity factors 
through a field emission scanning electron microscope. 

3.1 Recast Layer Formation 

The effect of the process parameters on the recast layer 
thickness of EDM processed Inconel 718 workpiece 
using the copper electrode was examined. The results are 
illustrated in Figs. 3–5. The SEMs of the cross section of 
the EDMed surfaces are presented in the Figs. 3(a)–5(a), 
while the Figs. 3(b)–5(b) show the EDMed surfaces. It 

was observed from the microstructure of the machined 
surfaces that the thickness of the recast layer increases as 
the pulse current increases. As the current increases, 
intensity of the spark also increases leading to an increase 
in size of craters, consequently the quantity of the molten 
material produced per unit time increases. Meanwhile, the 
dielectric flushing may not be capable of instantly 
removing all the molten material produced due to the 
high pulse current. During the subsequent rapid cooling, 
molten material re-solidifies to form thick recast layer 
with deep craters.  The thickness of this recast layer 
formation will depend upon the volume of molten 
material produced during the machining due to high pulse 
current and the flushing pressure of dielectric fluid. This 
is supported by observations made from SEM 
micrographs (Figs. 3(a), 4(a) and 5(a)). 

It is observed from Figs. 5(a) that recast layer 
thickness increases with increases in the duty factor. 
When the duty factor increases, the pulse on duration also 
increases in comparison with pulse off duration. Larger 
pulse on duration allows the electro discharge energy to 
penetrate deeper into the material causing increase in the 
volume of the molten material. The increased volume of 
molten material does not get removed by the dielectric 
fluid flushing duration. This eventually results in thicker  
recast layer. However, from the Fig. 3(a) it is observed 
that although there is an increase in duty factor, the recast 
layer thickness is not large. This may be due to an 
optimum combination of the other process parameters 
like sensitivity control, gap control and high flushing 
pressure. Here, the molten material and EDMed debris 
are effectively flushed away from the machining zone 
due to the high flushing pressure which, in turn, helps in 
minimizing the thickness of the recast layer. 

3.2 Surface Crack  

The surface crack density varies with changes in pulse 
current for different pulse-on durations due to rapid 
quenching of the molten material and shrinkage stresses 
after each electro discharge. It is observed from the Figs. 
3(b), 5(b) and 6  that surface crack density increases with 
pulse current for a constant duty factors.  Overall, it was 
observed that the surface crack increases with increasing 
pulse current. Fig. 6 shows that at low pulse current, 
white layer formation is more uniform with reduced 
micro cracks. More intensive cracking was noticed 
around craters and locations where there is a presence of 
peak [Fig. 5(b), and 7]. Fig. 7 also exhibits an increase in 
the surface crack intensity due to an increase in duty 
factor and induced stress. From the analysis of the SEM 
micrographs, it was observed that cracks were 
consistently progressing  perpendicular to the machining 
direction and barely penetrating beyond the recast layer. 
However, Fig. 5 shows severe cracking in the parent 
material parallel to machined direction too, due to high 
pulse current and other parametric combinations owing to 
a step rise in the temperature of the workpiece above the 
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critical point. This causes an increase in energy inside the 
material and sudden quenching leads to higher thermal 
stresses in parent the material leading to the observed 
severe crack formation.   
 

 
 

Fig. 3. SEM micrograph of Exp. Run No.27 
 

 
 

Fig. 4. SEM micrograph of Exp. Run No.2 
 

 
 

Fig. 5. SEM micrograph of Exp. Run No. 18 
 

 
 

Fig. 6. SEM micrograph of Exp. Run 17 
 

 
 

Fig. 7. SEM micrograph of Exp. Run No. 7 

3.3 Chemical Composition of the Recast Layer 

The principle of electro discharge machining involves 
developing sparks between the electrode and the 
workpiece. During electric sparking, the workpiece and 
tool temperature rises above the melting point leading to 
material removed in its molten state and evaporation. 
Molten material between the workpiece and the tool is 
flushed away using the kerosene dielectric fluid.  The 
dielectric fluid is exposed to high temperature and reacts 
with oxygen to form carbon and carbon monoxide. Some 
of the carbon particles mix with the molten material and 
form a recast layer, allowing further quenching beside 
that with the tool material and some molten materials 
experience evaporation along with carbon monoxide. 
Meanwhile the carbon and alloys of the parent material 
start solidifying on the surface of the tool electrode. This 
layer minimises the wear rate of the tool to some extent 
leading to reduction in material removal rate. Table 3 
shows the difference between the chemical composition 
of the recast layers and the parent material. The presence 
of copper in the recast layer indicates the tool erosion 
during the machining. Hardness of the recast layer 
increases significantly due to higher carbon percentage in 
the layer. Table3 and SEM micrograph of machined 
surface indicate presence of carbon in the EDMed surface 
of the workpiece. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Some Aspects of Surface Integrity Study of Electro Discharge Machined Inconel 718     443 

Table 3 Chemical composition of EDM processed Inconel 718 
workpiece surface (recast layer). 

Before the EDM 
Process (workpiece) 

After  the EDM 
process (recast 

layer) Elements 

Av. Weight % Av. Weight % 
Ni 51.05 33.72
Fe 19.95 13.35
Cr 18.83 12.76
Nb 5.52 5.22
Mn 0.03 0.00
C 0.04 13.65
Co 0.04 0.00
Al 0.26 0.22
Si 0.04 0.28
Ti 1.08 0.93
Mo 3.1 4.50
Cu 0 5.67
O 0 2.24

Other 0.06 7.47
 100.00 100.00

3.4 Surface Roughness 

The effects of the various process parameters on the 
surface roughness were evaluated using the optical profile 
meter (Make: Veeco V2, India). The surface roughness 
(Ra) value varies with pulse current and duty factor. 
Average surface roughness while machining with higher 
pulse current is observed to be less as shown in Fig. 8 
while compared with that of Fig. 9. The  influence of the 
duty factor on roughness is, on the other hand, observed 
to be in the similar trend as that of crack formation. 
Higher duty factor is attributed to transmission of high 
pulse energy, which accelerates severe cracking on the 
recast layer resulting in poorer surface finish. Thus, it 
indicates that an increase in duty factor greatly affects the 
surface quality. Figs. 10 and 11 illustrate that an increase 
in pulse current also increases the Ra value. The higher 
input power associated with increase in pulse current 
causes more distortion on the machined surface due to 
more frequent molten material expulsion. This leads to an 
increase in Ra value. 
 

 
Fig. 8. 3D Profile of surface roughness [Exp. Run No.2; Ra 5.36μm]  

 

 
Fig. 9. 3D Profile of surface roughness [Exp. Run No.7; Ra 6.41μm]  

 

 
Fig. 10. 3D Profile of surface roughness [Exp. Run No.17;  

Ra 2.36μm]  
 

 
Fig. 11. 3D Profile of surface roughness [Exp. Run No. 18;  

Ra 9.96μm] 

4. Conclusions 

Experiments were carried out on Inconel 718 material in 
a ZNC-EDM. From the preliminary results, the following 
conclusions are drawn: 
• Thickness of the recast layer increases with increase 

in the duty factor and pulse current. 
• Crack formation is due to induced stress during 

sudden quenching of molten material with dielectric 
fluid. 

• Micro cracks are formed even at low pulse current. 
• Major crack propagation is perpendicular to the 

direction of tool electrode. 
• Intensive cracking is centered around craters and 

peaks. 
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• Complex carbides are formed along with eroded tool 

material and get deposited in the recast layer. 
• Surface roughness is highly influenced by duty factor 

followed by pulse current.  
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Abstract. Quest for a material to suit the service performance is 
almost as old as the human civilization. An enabling technology 
which can build, repair or reconfigure components layer by layer or 
even pixel by pixel with appropriate materials to match the 
performance will enhance the productivity and thus reduce energy 
consumption. With the globalization, “Economic Space” for an 
organization is now spread all across the globe. Closed loop Direct 
Metal Deposition (DMD) has the potential to embrace both the 
challenges and change the manufacturing as we know it. Rapid 
Fabrication of three-dimensional shapes of engineering materials 
such as H13 tool steel and Nickel super alloys are now possible 
using Direct Materials Deposition (DMD) technique as well similar 
techniques such as Light Engineered Net Shaping (LENS) or 
directed light fabrication (DLF). However, DMD is has closed loop 
capability, which enables better dimension and thermal cycle 
control. This enables one to deposit different material at different 
pixels with a given height directly from a CAD drawing. The feed 
back loop also controls the thermal cycle. New Sensors are either 
developed or being developed to control geometry, cooling rate, 
microstructure, temperature and composition. Flexibility of the 
process is enormous and essentially it is an enabling technology to 
materialize many a design. Several cases will be discussed to 
demonstrate the additional capabilities possible with the new 
sensors. Conceptually, one can control the machine installed in 
Rochester (USA) to remotely manufacture a product from   
Manchester(U.K) through internet or satellite connection. This 
enable one to design in one country and manufacture near the 
customer. Such systems will be a natural choice for a Global 
“Economic Space”.  

Keywords: Laser processing, additive manufacturing, Direct Metal 
Deposition (DMD), process control, process monitoring, remote 
manufacturing 

1. Introduction 

The well-known adage that the “Early Bird gets the 
Worm” is true for any industry, in this era of 
“Information Technology.” The cycle of consumer taste 
for a product is shortening, and therefore, the need for the 
industry to go to the market with shorter lead time is 
becoming more of a necessity than a desire. Concurrently 
desire for improved performance at cheaper cost puts 
conflicting demands on design engineers. For example, 
more people want cheaper and safer air travel that 

requires lighter planes with lower fuel consumption plus 
higher load-carrying capacity. It is not smart to just scale 
up a present design to increase capacities. Thinking out of 
the box is a must to engineer materials with properties to 
match the performance desired by modern consumers. 
Synthesis of Topological design, Heterogeneous CAD 
and Direct Metal Deposition (DMD) offer opportunities 
to engineer material properties to match desired 
performance [1]. 

 
What is Direct Metal Deposition (DMD)? 

 
It is a Solid Freeform Fabrication (SFF) technique that 
enables production of realistic components with 0.01 inch 
accuracy, and properties similar to wrought materials 
with close to 100% density. Direct Metal Deposition, or 
DMD, is a layer based additive manufacturing process 
that uses a high powered laser to melt powdered metals 
and make deposits, with the objective of making fully 
dense three dimensional objects. The laser beam is 
focused just above a metal substrate surface, where the 
deposition is to occur.  A coaxial powder stream is 
focused into the melt pool formed at the substrate surface.  
This powder is melted upon entry into the melt pool.  The 
substrate is attached to a CNC multi-axis system, and by 
moving it around, a two dimensional layer can be 
deposited.  By building successive layers on top of one 
another, a three-dimensional object is formed.  Any 
designed structure can be fabricated layer by layer from a 
digital database. 

Closed Loop DMD is a synthesis of multiple 
technologies including lasers, sensors, a Computer 
Numerical Controlled (CNC) work handling stage, 
CAD/CAM software and cladding metallurgy. Direct 
Metal Deposition, developed in the Center for Laser 
Aided Intelligent Manufacturing (CLAIM) at the 
University of Michigan [1, 2], is a laser-cladding-based 
process that makes fully-dense freeform metallic parts 
layer by layer (Fig.1). The key characteristic of the DMD 
process, which distinguishes it from other similar laser-
cladding-based SFF processes, is the integrated feed-
back system. Closed loop control of the DMD process is 
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useful not only to achieve near net shape but it also 
provided additional control over temperature history and 
thus microstructure. In recent years, joint research effort 
between University of Michigan and POM Group Inc., 
have led to significant advances in the monitoring and 
control of DMD process. This paper describes some of 
the advances in system control development. They are 
described in the next section.  
 

 
 

 
 

Fig. 1. DMD process with active height controller 

2. System control  

Recent advances have developed monitoring and control 
capabilities of: i) Geometry, ii) Temperature, iii) 
Composition, and iv) microstructure. Microstructure 
capability was not available to scientific and engineering 
community until this invention disclosed at the University 
of Michigan[3].  

2.1 Geometry control 

The basic function of the height controller is to limit the 
maximum height of metal deposition.  The cladding 
height is monitored using three lens that are located at 
1200 spacing in x-y plane and 450 corresponding to the 

laser beam [1]. The three collecting lens are fiber-
pigtailed to three high speed CCD cameras, where the 
cladding images are obtained. The image processing unit 
includes setting a detection threshold of the brightness of 
the pixels and calculating the centroids of the cladding 
height from the images obtained from each camera. The 
building height at each layer is a preset value. The three 
calculated cladding heights are compared to the reference 
height. The robustness of the height detection is fulfilled 
by the logic that overbuilt is determined by the results of 
the two cameras out of three. A thin wall figure-8 
deposition using this controller is shown in Figure 2 with 
a dramatically improved dimensional accuracy compared 
with the one without controller. 

 

 

Fig. 2. Example of fabrication with closed loop control and without 
closed loop control  

2.2 Temperature and cooling rate control 

A dual color pyrometer with selected wavelength away 
from the laser radiation has been used to monitor the melt 
pool temperature. The measured temperature can be used 
to feed back to a real time controller to track the melt 
pool temperature to a preset value. During the DMD 
process, the controller calculates the optimized control 
value and sends a control signal to adjust the laser power 
each time step it obtains an updated melt pool 
temperature. Figure 3(a) shows the controlled 
temperatures and the laser actions using a generalized 
predictive control algorithm that was implemented in a 
real time controller during laser cladding H13 tool steel 
process. The melt pool temperature was successfully 
tracked to the preset temperature profile.  This controller 
has been used to control the heat input during laser 
cladding on an uneven surfaced substrate. The controller 
has been able to compensate the cladding on the lower 
side as shown in Figure 3 (b). By monitoring the 
temperature as a function of time, we can calculate the 
cooling rate. Microstructure evolution is dependent on 
cooling rate. In-situ monitoring of cooling rate will 
enable us to control the microstructure and thus properties 
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by using cooling rate as the input to a closed loop 
controller to modify laser power and speed.  
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Fig. 3. a) Experimental results of tracking the melt pool temperature 
to sinusoidal and squared shaped temperature profile. Red curve, 
preset temperature profile; black curve, experimental results; 
b) pictures of the deposition at (i) 10th layer, (ii) 20th layer, (iii) 30th 
layer and (iv) 40th layer 

2.3 Composition Sensor 

During direct metal deposition (DMD), plasma plume is 
generally a by-product due to the laser induced plasma. 
Therefore, real time spectroscopic analysis can be used 
for composition prediction by optical emission 
spectroscopy of the generated plasma, and further a full 
spatial compositional evaluation of the manufactured 
products can be obtained. Figure 4(a) shows the emission 
lines of pure chromium powder, pure iron powder and 
mixed nickel and iron powder with 50/50 weight ratio 
during a CO2 laser aided direct metal deposition process. 

Figure 4(b) shows the relationship between the measured 
Cr/Fe spectral line intensity ratios and the Cr/Fe 
composition weight ratios. A second order polynomial 
fitting was used to form the calibration curves. By 
measuring the plasma line intensity ratios and compare 
them the calibration curve, the composition ratio of 
different element can be obtained 
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Fig. 4. a)  Emission lines of chromium powder, pure iron powder 
and mixed chromium and iron powder with a 50/50 weight ratio 
from direct metal deposition process; b) Plasma Cr/Fe line intensity 
ratio versus Cr/Fe weight ratio. Red circles: measured data; blue 
lines: second order polynomial fitting  

2.4 Microstructure Sensor [3] 

During DMD process, powders of different elements 
melted into the molten pool and solidify onto the 
substrate. Different elemental combinations will 
experience different phase changes and form into 
different microstructures, depending on the composition, 
cooling rate and heat treatment. We discovered that there 
exist a strong correlation between the physical parameters 
of a plasma plume and the final microstructures. 
Therefore, we believe that the spectral line acquired from 
the plasma immediate prior to solidification can be a 
valid indicator for the crystal structure. Electron 

(iii) (iv) 

(ii) (i) 
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population of different energy state or the transition 
probability of the emission lines, affects the plasma 
parameters. This relationship can be used to predict the 
microstructure from the plasma characterization. For 
example, Figure 5 showed the correlation between Ti/Fe 
line ratios and the microstructure of the Ti-Fe alloys with 
different weight ratios. We can see that the line intensity 
has an odd point when eutectic microstructure was 
obtained. 
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Fig. 5. Relationship between the four Fe-I/Ti-II line ratios and Ti 
weight percentage and the corresponding microstructure 

3. Conclusion 

The recent advances in DMD system control offer the 
capability to monitor or control geometry, temperature, 
composition and Microstructure from the collected light 
at the laser material interaction zone. Never in the history 
of any manufacturing was in-situ monitoring of phase 
transformation possible. All these monitoring sensors will 
enable one to produce products with desired properties 
directly from the solid CAD data. By integration of 
homogenization method, DMD with closed loop control 
can also produce meta-materials such as metallic 
structure with negative co-efficient of thermal expansion 
[1]. POM recently built a DMD machine capable of 
remote manufacturing [4]. This capability  enable one to 
design in one country and manufacture near the consumer 
in another country,  .Such systems will be a natural 
choice for a Global “Economic Space”. For research 
community, it will open frontiers for creating designed 
materials[1]with desired performance Characteristics. 
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Effect of processing parameters in manufacturing of 3D parts through laser 
direct metal deposition 
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Abstract. Laser cladding is a flexible technique which allows to 
deposit a wide variety of alloy protective coatings on metal 
substrates. By means of multilayer processing 3D objects can be 
created, a technique which is commonly known as 3D cladding or 
laser direct metal deposition (LDMD). This fabrication approach is a 
promising technique in the field of design and manufacturing 
technology, as it permits the direct one-step creation of parts with 
the desired shape and engineered composition for a particular 
application. In this work a study is presented on the fabrication of 
thin metal parts of Inconel 718 by means of laser direct metal 
deposition. It is shown that the deposition efficiency and the 
geometrical uniformity of the fabricated element are basically 
determined by the suitable combination of input laser specific 
energy (J/mm2) and the laser step height set on consecutive laser 
scans. In order to guarantee the industrial reliability of the technique, 
on-line processing control and monitoring procedures are of major 
importance. A closed loop control method based on a photodiode IR 
sensing device has been tested which resulted in a substantial 
improvement of the finishing quality of the fabricated samples. 

Keywords: Laser Rapid Manufacturing, Laser cladding. 

1. Introduction 

Rapid prototyping/manufacturing with lasers comprehend 
a wide variety of techniques which allow to directly 
fabricate solid elements from 3D CAD models in a layer-
by-layer manner. Among them stand the selective laser 
sintering (SLS), and 3D cladding, also referred to as laser 
direct metal deposition (LDMD)[[1][2][3].  The latter is 
basically an extension of laser cladding whereby 3D 
shapes are built by overlapping multiple layers according 
to the predetermined solid model. Compared to SLS , it 
offers a higher flexibility in application, as it can be 
employed not only to fabricate new parts or prototypes, 
but also to repair worn components or built small details 
in existing components. Moreover, by using 3D cladding, 
high density parts, close to the theoretical one, are built. 

In this work a study on laser direct metal deposition 
of a Ni-based superalloy, Inconel™ 718[4], is presented. 
This alloy is of wide use in aeronautic applications in 
virtue of its good strength, high resistance to oxidation 

and corrosion at high temperatures and good weldability. 
It owes its properties to a modified composition with 
Niobium content, which promotes a fine dispersion of γ´´ 
precipitates (besides the common superalloy 
γ´precipitates) in the face centered cubic Ni matrix γ. 
Laser fabrication with Inconel 718 has already been 
studied in SLS techniques and direct metal deposition of 
thick parts[5]. Other procedures, as 3D cladding with 
graded compositions of Inconel 718 and Ti-based 
alloys[6] or laser annealing of Inconel 718 components to 
improve its microstructure[7], have also been 
investigated. The present study is devoted to the 
fabrication of thin metal parts by means of 3D cladding. 
The work focuses on the influence of processing 
parameters on the geometry, deposition efficiency and 
microstructure of the fabricated element. Finally, the 
impact of online control methods during laser processing 
will be presented. 

2. Experimental procedure 

The experimental setup consisted of a high power 2.2 kW 
Nd-YAG laser system (ROFIN DY022) equipped with a 
laser head for coaxial powder feeding (PRECITEC 
YC50) . The laser beam is driven onto the workpiece by 
means of a 5-axis robotic ABB arm. The laser power, 
scanning speed, spatial positions and trajectories of each 
particular process are programmed in a custom PC 
application and further converted into operating 
commandas to the robotic machine system. The laser 
head design comprises a modular arrangement for 
installing sensing devices for coaxial inspection of the 
interaction area. A germanium photodiode, mainly 
sensitive to wavelengths ranging from 1400 to 1600 nm, 
was included in this arrangement. This allowed for online 
monitoring of the IR signal emitted by the interaction 
area on a ~4 mm diameter spot. The signal read within 
this spot was tested to be mainly proportional to the melt 
pool size. A PC application synchronizes this monitoring 
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element with the process development and displays the 
detected IR signals. Control routines based on PID 
algorithms were also developed to optionally control and 
supervise the laser process. 

A series of tests on fabrication of thin (~ 1mm width) 
walls of Inconel 718 were done. Fabrication was 
performed on austenitic stainless steel AISI 304 as 
substrate using a powder alloy of particle size ranging 
from 45 to 90 μm. Wall samples were made by 
superimposing single laser scans along 20 mm length. 
Eleven successive scans were performed, amounting to 
~5mm wall height. The coaxial feeding system delivers a 
powder jet stream with a focus sitting at 12 mm beneath 
powder nozzle. In order to obtain de desired wall 
thickness, the laser beam was vertically adjusted so as to 
set a beam spot diameter d= 1mm at this distance. The 
powder mass flow rate (g/s) was varied for each process 
scan speed so as to deliver 25 mg/mm at the fabrication 
point. Nitrogen was used as shielding and powder carrier 
gas. After fabrication all samples were transversally cut, 
polished and electrolytic etched for optical inspection and 
metallographic examination 

3. Results and discussion 

Table 1 lists the processing parameters used for each of 
the fabricated samples, namely the laser power P, the 
scanning speed v and the step height increase value set 
between consecutive cladding scans in the laser head 
position. Their external aspect is the one shown if Fig. 
6(a), where an undulated surface finish due to successive 
laser scans can be noticed. Examples of optical 
micrographs of the cross sectional cut of the wall pieces 
are shown in Fig. 1 and Fig. 2, which also reveal the 
pattern of layer-by-layer deposition. None of the 
produced samples presented relevant defects as cracks, 
pores or lack of bonding with the substrate. It is 
concluded that Inconel 718 allows for 3D laser 
fabrication within a sufficiently wide process window. 
The wall width, height and transverse area were measured 
on the corresponding cross-sectional images. These 
values are to be taken within ~0.1 mm error as they 
depend on the particular point along the wall were the 
transversal cut was made. The measured area yielded the 
efficiency for powder catchment, that is, the fraction of 
delivered powder which is effectively fused into the 
fabricated sample. Also, relating the area of the last 
(upper) cladding section to the area between layer 
patterns, the fraction of the previously deposited material 
which is remelted on laser scanning could be estimated. 
This remelting factor is listed in Table 1. Finally, the 
results will also be discussed in terms of the specific laser 
energy P/(d·v) applied during the cladding process. 
 
 
 
 

Table 1. Data summary of experimental tests. 
 

Sample 

Nr. 

Scan 

Speed 

(mm/s) 

Laser 

Power 

(W) 

Specific 

energy 

(J/mm2) 

Step  

height 

(mm) 

Wall 

width 

(mm) 

Wall 

height 

(mm) 

Powder 

efficiency 

(%) 

Remelting 

factor 

(%) 

1 5 250 50 0.3 1.1 4.5 17 44 

2 5 300 60 0.3 1.3 4.5 18 46 

3 5 350 70 0.3 1.2 4.1 18 50 

4 5 250 50 0.4 1.1 4.7 18 30 

5 5 300 60 0.4 1.4 4.6 20 45 

6 5 350 70 0.4 1.4 4.7 22 45 

7 5 250 50 0.5 1.1 5.3 21 24 

8 5 300 60 0.5 1.3 4.9 23 30 

9 5 350 70 0.5 1.4 5.1 25 36 

10 5 250 50 0.6 1.1 4.7 19 24 

11 5 300 60 0.6 1.4 4.9 24 41 

12 5 350 70 0.6 1.5 5.2 27 44 

13 8 250 30 0.3 1.0 3.9 13 33 

14 10 300 30 0.3 1.0 3.7 12 33 

15 15 450 30 0.3 0.9 3.4 10 49 

3.1 Dimensional aspects 

Though most of the fabricated samples comply with the 
pretended 1 mm width and 5 mm height wall dimensions, 
variations were obtained depending on the process 
parameters. Values listed in Table 1 suggest that once the 
feeding rate is established, the overall height and width 
result from a combination of the specific energy and the 
step height employed in the process. Because of the larger 
energy available for fusing the alloy material, powder 
catchment efficiency increases with the applied specific 
energy. This increased powder deposition has to be 
reflected in the dimensions of the sample. Therefore wall 
sections processed at 30 J/mm2 show reduced height as 
compared to those processed at 50,60 or 70 J/mm2. 
However, at a certain value of the specific energy, the 
wall height is determined by the step height value set 
between consecutive scans. This effect is illustrated in 
Fig. 1 which shows the cross sections corresponding to 
samples 1 and 10, processed at step heights of 0.3 mm 
and 0.6 mm respectively. This can be explained  in terms 
of a distance mismatch between the surface of the 
underlying deposited layer and the position of the powder 
jet focus. At 0.6 mm the powder stream focuses above or 
nearby the surface layer. As the step height is decreased, 
the jet stream fails to focus on this surface, consequently  
the powder is dispersed, the catchment efficiency is 
reduced, and hence, the wall height decreases.  
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Fig. 1. Cross sectional view of samples 1(a) and 10(b), processed 
with the same parameters except for different laser step heights 
among consecutive scans (0.3 mm and 0.6 mm respectively). 

 

Fig.  2. Cross sectional view of samples 4(a), 5(b) and 6(c), 
processed with the same parameters at increasing laser input power 

(250 W, 300 W and 350 W respectively). 

The process settings of specific energy and the step 
height also determine the wall height to width ratio. Fig. 
2a) shows the cross section of sample 4. The first two 
layers show reduced deposition efficiency due to the large 
heat dissipation of the hot melted material onto the cold 
substrate. As deposition continues the accumulation of 
heat reduces the dissipation rate, increasing the clad 
surface temperatures and thus favouring the efficiency for 
powder catchment. At a certain point an equilibrium is 
achieved and the wall height/ width ratio tend to stabilize. 
As the laser power is raised, corresponding to samples 5 
and 6 and shown in Fig. 2 b) and c), the total input energy 
is increased and so is the overall wall temperature and 
powder deposition. However, the larger amount of 
deposited material does not translate in an increased wall 
height, it rather widens due to the step height setting 
which reveals shorter than should be for this case. It is 
also noted that as a consequence the remelting factor 
raises accordingly. Adapting the process step height for 
this condition the height/width ratio increases, as 
demonstrated by samples 9 and 12.  Nevertheless it 
should also be taken into account that the larger height to 
width ratios are always accompanied by an increased 
undulated appearance in the wall surfaces. This may be 
an inconvenient if a near net shape product with 
minimum post machining needed is being pursuit. 

 

Fig. 3. Different dendritic microstructure observed in samples with 
low (sample 7) and high (sample 15) remelting factors. 

3.2 Microstructure 

As shown in Fig. 3, microstructure inspection of the 
samples reveals a typical fine dendritic pattern associated 
to the high cooling rates in laser process.The dendrite 
growth mechanism depends basically on the temperature 
gradient and the cooling rate, therefore different dendrite 
size and directions are observed within the cross sections. 
As explained in [8], during cladding dendrite growth 
occurs transversally to the solidification front, which 
moves along with the scanning speed. This gives the 
structure seen in Fig. 3 a), with dendrites changing 
direction from transversal at the layer-by-layer interface 
(bottom of the solidification front) to longitudinal 
(transversal to the cross section plane). For samples with 
higher remelting factors a coarsening of the dendritic 
structure , as seen in Fig. 3 b),  was observed. This could 
be related to a higher heat accumulation and lower 
cooling rates. Microhardness profiles along wall height in 
corresponding samples gave slightly higher values for 
patterns with the coarse dendrite pattern (~300 HV) than 
for those with finer structure (~250 HV). Although this 
subject needs further study, it could be addressed to the 
reduced cooling rates and accumulated heat favouring the 
precipitation of intermetallic hard phases. 

3.3 Online control of the process 

The laser cladding process encompasses a multiple and 
complicated thermal and fluid phenomena associated to 
the interactions of the laser beam, the fluid circulation on 
the meltpool and the gas and powder jet streams. In the 
laser fabrication process, any process instability, as 
locally changing layer temperatures or deposition rates, 
result in a non-uniform finish of the fabricated piece. In 
order to overcome this critical issue, particularly for the 
processing of thin parts, online control tools are needed. 
With this aim, a closed loop control method based on the 
photodiode sensor was tested. As described in the 
experimental section this sensing device detects the IR 
radiation emitted by the melting area and yields an 
intensity signal proportional to the size of the melted area.  
A PID algorithm was developed so as to maintain a 
constant value of this signal during the process by acting 



454 M. J. Tobar J. M. Amado, J. Lamas, A. Yáñez 

on the laser power P. In other words, a certain value of 
the photodiode signal is preset which should correspond 
to the desired deposition conditions. Then, during the 
fabrication process, the photodiode signal is read and the 
PID algorithm estimates the laser power needed to reduce 
or increase the melted temperature/area and drive the 
photodiode signal to the preset value. 

Fig. 4. Wall samples and corresponding cross sectional view 
processed without control (a) as compared to that obtained with 

closed-loop control (b) 

Fig. 4(a) shows one of the wall samples made without 
online control where different build heights are clearly 
visible along the wall length. The cross section of this 
sample, shows the already described feature of increasing 
width from substrate interface to upper layers. The 
photodiode signal (1000 Hz sampling rate) corresponding 
to this sample is given if Fig. 6, where the eleven 
deposited layers are distinguished as well as the 
increasing signal accompanying the increasing deposition 
rate. The dotted line in the figure denotes the value 
selected as preset photodiode signal for closed loop 
control of this process. The result of the same process 
conditions under online control is the sample shown in 
Fig. 5 (b). It is seen that the varying building heights have 
been substantially smoothened, showing a more uniform 
finish. Besides, a cross sectional view of the sample in 
Fig. 6 (b), shows that the control loop has succeeded in 
maintaining a constant width along the deposition 
process. 

4. Conclusiones 

Fabrication of thin walls(~1 mm width) of Inconel 718 
by means of laser direct metal deposition with a high 
power Nd-YAG laser has been studied. Samples free 
of pores, cracks or bonding defects have been obtained 
within a rather wide process window, demonstrating 
the feasibility of the technique. The height/width ratios 
and the powder deposition efficiency obtained in the 

fabrication are mainly determined by a combination of 
the specific energy (J/mm2) and the step height set 
between consecutive laser scans. Though a reasonable 
finish may be obtained by an adequate selection and 
optimization of these process parameters, online 
control methods are advisable in order to guarantee the 
uniformity of the fabricated part. A close-loop control 
method based on the IR radiation emitted by the 
melting area, coaxially read by a photodiode sensing 
device, has been tested which resulted in a substantial 
improvement of the finishing quality of the fabricated 
samples. 
 

 
Fig. 5. Photodiode signal lecture corresponding to sample  

in Fig. 4(a). Dotted line is the preset signal chosen for the PID 
control algorithm. 
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Abstract. Understanding the interaction phenomena between the 
powder stream, the laser beam and the substrate is a key aspect for 
improving use of laser metal deposition. In this work, the powder 
stream is simulated under realistic deposition conditions. The stream 
of particles conveyed by inert gas through a coaxial deposition 
nozzle is first modelled and the interaction of particles with the laser 
beam investigated using a lumped capacitance approach, considering 
both particle heating and attenuation of the laser intensity. It is found 
that particles are initially rapidly heated while irradiated by the laser 
beam. This heating mainly depends on particle trajectory and 
incident energy, but attenuation also plays an important role. 
Experimental verification using stream imaging and deposition with 
a Laserline 1.5 kW diode laser shows good agreement between 
measured and simulated results. The model adds to existing models 
of the powder stream, and is capable of predicting particle 
trajectories, thermal and phase evolution. 

Keywords: Coaxial deposition, numerical modelling, powder 
stream, powder heating. 

1. Introduction 

Coaxial laser metal deposition is a process in which a 
gas-propelled flow of metallic powder is melted and 
fused to a substrate base through the use of a high energy 
laser beam. This bonding depends on various processing 
conditions, such as laser power, flow rate of powder 
material, heating of the substrate and powder, stream 
shape and position of substrate. From these, formation of 
stream shape and heating of particles are not easily 
controllable but important for good process quality so 
have been the subject of various studies. A number of 
works have focused  on analysing purely the behaviour of 
the powder stream [1-2]. Others have investigated the 
effects of laser interaction during the in-flight time of 
particles before hitting the substrate material [3-5]. Some 
simplifications made in previous works, such as the 
absence of a substrate [6], the assumption that the powder 
stream does not diverge after merging, that particle 
velocities are constant [7], or that there is no laser energy 

attenuation [8], have left some gaps in our present 
knowledge about stream heating and its effects on melt 
pool dynamics and effective bonding. 

In this work, the complicated powder stream is first 
analysed with a numerical model to characterise its 
behaviour. Then, the particle heating is calculated using a 
lumped capacitance approach. Experimental verification 
is made in two phases. First, the dimensions of the stream 
without the use of a laser beam are measured using 
imaging techniques. Then, powder heating is recorded 
using thermal imaging techniques. 

2. Numerical modelling 

2.1 Modelling of powder flow  

The finite-volume method is used to model the motion of 
particles and gases through and after leaving the 
deposition nozzle. Fig. 1 shows the three dimensional 
non-uniform grid used for the simulation. Only half of the 
problem is modelled, due to symmetry. The behaviour of 
the carrier and central gas flows are calculated using mass 
and momentum balance equations. Powder particles are 
modelled using the Lagrangian expression: 
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Where mp is the mass of the particle, dvp is the change of 
particle velocity in the time dt, vg is the velocity of the 
surrounding gas flow, ρg is the density of the gas, g is the 
gravity constant, f is an external source force, Ap is the 
area of the particle, and CD is the particle drag coefficient. 
The commercial software package CFD-ACE+ produced 
by ESI Group was used for gas and particle flow 
calculations. 
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Fig. 1. Three dimensional domain of the coaxial nozzle and 
underlying substrate. Half domain due to symmetry 

2.2 Modelling of powder heating 

It is considered that powder particle heating is influenced 
by various phenomena such as: energy absorption from 
laser beam, particle melting, heat losses due to convection 
to the surrounding gases, and radiation to the 
environment. A lumped capacitance approach is used and 
the energy balance calculated at each time step using the 
expression: 
 
4
3

πrp
3ρcpΔT = Iηpπrp

2Δt − h(T − T∞)4πrp
2Δt  

−εσ (T 4 − T∞
4 )4πrp

2Δt − XLf

4
3

ρπrp
3  (1.2) 

where rp is the particle radius, ρ is the density, cp is the 
specific heat, ΔT is the increase of particle temperature, I 
is the laser energy intensity, ηp is the absorption 
coefficient of the powder material, Δt is the time a 
particle is irradiated or in this case the time step, h is the 
convective heat transfer coefficient, T is the powder 
temperature, T¶ is the temperature of the surrounding gas, 
ε is the emissivity value of the powder, σ is the Stefan-
Boltzman constant (5.67x10-8 W/m2K4), Lf is the latent 
heat of fusion, and X is an integer which has the default 
value of 0 but takes the value 1 if T equals the melting 
temperature and is increasing or -1 if T equals the melting 
temperature and is decreasing. Laser beam intensity, I, is 
assumed to have a Gaussian distribution at any transverse 
plane, according to the following expression: 
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Where rl is the laser beam radius, and r is the radial 
distance to the centre of the beam. It is assumed that there 
is no shadowing of particles by each other. Hence, 
attenuated laser intensity is computed with the following 
expression. 
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where Iatten is the laser intensity after particle clouding, at 
a dS surface element, Np is the number of particles over 
the surface element dS. 

3. Experimental verification  

The setup of the experiment used to measure powder 
stream formation and in-flight temperature distribution of 
powder particles comprises a custom-built coaxial 
deposition nozzle, used to deliver a stream of stainless 
steel 316L powder particles which range in size from 53 
µm to 150 µm. A SIMATIC-OP3 disk powder feeder is 
used to accurately supply the powder at 0.58 g/s and the 
powder is conveyed using a constant flow of argon gas at 
a rate of 5 dm3/min. A central flow of argon gas used to 
shield the working area from oxygen is set at a 
4 dm3/min. 

For the measurement of powder stream geometry, the 
laser is turned off, and no substrate is positioned below 
the nozzle. The method of light reflected from particles is 
used [10]. For measurement of powder heating, a 
Laserline LDL 160-1500 diode laser is positioned as it 
would be during deposition; the laser beam focal plane is 
7.5 mm below the nozzle’s tip and the beam waist is 1.5 
mm. A Thermovision A100 thermal camera is positioned 
at the same level as the emerging powder stream and 
captures the stream temperature with the laser on, and the 
measurements are transmitted to a workstation, where the 
data is processed using proprietary software. Results are 
gathered for three power levels (1000 W, 660 W and 
500 W). 

4. Results and discussion 

Fig. 3 shows the modelled powder stream inside and after 
leaving the nozzle. Two interesting aspects of powder 
stream formation, which have been considered rarely 
before, can be seen. Firstly, powder particles travelling 
inside the coaxial nozzle’s powder passage experience 
various collisions against the passage walls. Such 
collisions greatly influence the overall powder stream 
focal position and stream diameter. In this model, 
particles undergo an average of seven collisions before 
leaving the nozzle. Secondly, the powder stream emerges 
from the nozzle having an annular shape, but the powder 
concentration is much higher at four equidistant zones 
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within the annulus, corresponding to the positions the 
powder was injected through the powder inlets, as shown 
in Fig. 1. After converging, powder particles cross each 
other and continue their trajectory, thus the stream 
effectively and gradually starts to split into four spreading 
streams that diverge from the central axis, as shown in 
Fig. 2 (a)-(c).  

 

a b c 

Fig. 2. Modelled powder stream (side view) & transverse particle 
distribution at different in-flight positions: a) 4 mm above stream 
focus point, b) at stream focus point: 8 mm, c) 3 mm below stream 
focus point. Carrier gas flow: 5 dm3/min. Inner gas flow: 4 dm3/min. 
Powder flow rate: 0.0058 g/s 

The model predicts the powder stream to focus at a 
distance of 8.2 mm below the nozzle. This is in good 
agreement with experimental observations, which showed 
that the stream consolidates slightly before a distance of 
8 mm. Fig. 3 shows the average particle concentration in 
any plane, calculated from the powder mass flow rate and 
the volume defined by the outer circumference of the 
stream at any distance from the nozzle. 
 
 
 

 
Fig. 3. Particle concentration along axial distance. Carrier gas flow: 
5 dm3/min. Inner gas flow: 4 dm3/min. Powder flow rate: 0.0058 g/s. 

Experimental and modelled concentration curves agree up 
to the maximum concentration point. After this the 
experimental curve falls less sharply than the simulation 
curve, which is probably due to the fact that experimental 
values may be higher than reality due to some 
illumination of particles at the edges of the stream caused 
by diffuse reflection from illuminated particles. 

Fig. 4 shows the modelled temperature distribution 
along the centre of the stream when the substrate is 
positioned 20 mm below the nozzle.  

 

 
Fig. 4. Modelling results. Powder stream heating along central axis, 
with respect to laser power. Laser focus: 0.0075 m. Beam diameter: 
0.0015 m. Substrate position under nozzle: 0.02 m, powder flow 
rate: 0.58 g/s 

 
Particle temperature remains unaltered immediately after 
leaving the nozzle. As the powder stream gradually 
consolidates and particles approach the central axis, they 
meet with the laser beam and experience an increasing 
heating, which shows a steep slope until they reach the 
focus point of the laser at 0.0075 m. Temperature 
continues to steadily increase afterwards, although such 
increments are more gradual. Temperatures along the 
centre of the stream increase to higher levels when the 
laser power is augmented but the trend is consistent 
regardless of the laser intensity.  

This behaviour can be compared with that observed 
experimentally, as shown in Fig. 5. Note that the different 
scale compensates for the powder stream transparency, 

Tip 

b 
a 

c 
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which hinders absolute temperature readings by thermal 
imaging. The experimental trends for particle heating 
agree well with modelled heating curves. 
 

 
Fig. 5. Experimental influence of laser power on stream heating. 
Temperature is measured along the central axis. Substrate position 
under nozzle: 20 mm. Powder flow rate: 0.58 g/s 

The verified model can be applied where it is impossible 
to measure experimentally. For example, Fig. 6 shows the 
effect of using different powder sizes on overal stream 
heating. Particles with the largest diameter (150 um) are 
heated significantly less than those with the smallest 
diameter (50 um). 
 

 
Fig. 6. Modelling results. Powder stream heating along central axis 
with respect to particlse diameter. Laser focus 0.0075 m under 
nozzle’s tip. Beam diamater: 0.0015 m. Substrate position under 
nozzle: 0.02 m.  Powder flow rate: 0.58 g/s 

 
 
 
 
 
 
 

5. Conclusions  

A numerical model for analysis of the interaction between 
the powder stream and the laser beam has been 
developed. It is able to predict the stream geometry and 
shape, as well as velocity and trajectory of flying 
particles, and there is good agreement with experimental 
observations. The model is also able to calculate particle 
heating, considering heat gains from laser irradiance, heat 
losses from convection, radiation and phase change and 
variations in the intensity of the beam due to attenuation. 
The trend in particle temperature increase is confirmed 
with experimental results. The flexibility of the model 
makes it a useful tool both as a nozzle design aid and as a 
component of future, more comprehensive models of the 
process. 
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Abstract. The development of hard-facing coatings has become 
technologically significant in many industries where wear can cause 
severe damage on different components. One approach is the 
production of metal matrix composites (MMC) layers, consisting of 
a mixture of hard ceramic phases immersed in a ductile metal 
matrix. In this work, a study of the development of NiCr-WC hard-
facing layers by means of laser cladding (LC) is presented.  For the 
reinforcement phase, spheroidal fused tungsten carbides have been 
used by virtue of its exceptional hardness which may range from 
2500 HV up 3300 HV. The properties of the layers are analyzed and 
discussed in relation to the LC parameters used in the process. 

Keywords: laser cladding, hardfacing , MMC, tungsten carbides, 
NiCr-WC 

1. Introduction 

Laser cladding (LC) [1] with metal matrix composites 
(MMC) has shown high potential for enhancing wear 
resistance. MMC are a mixture of hard, reinforcing 
phases immersed in a ductile metal matrix. The 
reinforcement constituent is normally a ceramic or a 
compound of a refractory metal as titanium, tungsten or 
chromium carbide. The matrix is usually a Ni or Co based 
alloy which enhances the layer resistance to corrosion, 
particularly at high temperatures.  

This paper reports studies of the deposition of Ni 
based MMC layers on low carbon steel components by 
means of LC. Tungsten carbides have been chosen as the 
hard phase, given its high melting point, high hardness, 
low thermal expansion and good wettability by molten 
metals. LC should further provide with more dense 
coatings, metallurgical bonding with substrates and 
minimal thermal distortion as compared with other more 
standard deposition methods such as thermal spraying. 

In the present investigation, two premixed NiCr-WC 
MMC powders are used, developed by the manufacturer, 
Technogenia, for coating applications with high power 
lasers. The company produces spheroidal fused  tungsten 
carbides, under the name of Spherotene®, having 
extremely high hardness, monophasic composition and a 

very smooth finish. These carbide particles are used as 
reinforcing WC phases in the above referred MMC. 
Different concentrations of spheroidal fused tungsten 
particles with other types of Ni-based alloys have already 
been used by other authors [2,3]. 

2. Spheroidal fused Tungsten Carbides 

According to the W-C binary phase diagram, tungsten 
carbide can exist as three phase,W2C, W1-xC and WC. 
The equiatomic WC form has a simple hexagonal 
structure and forms at carbon contents above 50 at.%. 
Below 42 at.% carbon, an eutectic reaction yields a 
mixture of WC and W2C, where the W2C fraction 
dominates at contents below 37% . The W2C form, with a 
hcp structure, is recognized as the hardest phase. 
However it is also more brittle than the simple hexagonal 
WC. Finally, in the narrow range between 37 at.%  and 
39 at.% carbon content, a fcc structure may form 
corresponding to the non-stoichiometric  W1-xC phase. 
This phase is metastable and can only be stabilized at 
room temperature by means of very high cooling rates. 

WC compound melts incongruently, this is, it 
decomposes above its melting point (2776 ºC) producing 
free carbon. At this temperature (2776 ºC), free carbon 
sublimes, leading to porosity in the coating. In contrast to  
WC, both W2C and W1-xC phases melt congruently. 
Different tungsten carbide are commercially available. 

Angular Fused (or cast) Tungsten Carbide: Obtained 
by eutectic reaction of liquid carbon and tungsten, 
followed by conventional casting. The solid is then 
crushed to the desired size. Phase composition is about 
80%  W2C and 20% WC which, together with the eutectic 
structure, results in a hardness ranging between 2200-
2400 HV. It has high brittleness due to the large content 
in W2C. Their angular shape may promote stress 
concentrations. 

Pure Tungsten Carbide: Obtained in solid state by 
carburization of tungsten oxides. The particles produced, 
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of 100% WC composition, are generally too small to be 
used as they would be easily dissolved by the metallic 
matrix. Therefore they are usually mixed, pressed and 
sintered with a metallic (Co, Ni) binder conforming the 
so- called cemented carbides. Hardness is between 2000-
2200 HV.  

Spheroidal Fused Tungsten Carbide: Starting from 
fused tungsten carbides, particles are re-melted and 
atomized to produce spherical shapes at high cooling 
rates. During the process, homogenization procedures are 
followed so as to obtain a composition in the W1-xC phase 
range, which is further stabilized by using very high 
cooling rates. Monophasic spheres of cubic W1-xC phase 
are finally obtained. Hardness is between 2600-3300 HV. 

3. Experiments 

Two premixed NiCr-WC powder alloys, 
Technolase60s and Technolase40s, were employed for 
the LC experiments. Both include Spherotene® as 
hard WC particles. The nominal Cr content in the NiCr 
matrix is 12-14%wt. and 8-11 % wt. for 
Technolase60s and Technolase40s respectively. Data 
from the manufacturer assigns a nominal hardness of 
60Hrc to Technolase60s and of 40Hrc to 
Technolase40s, due to the different Cr contents of the 
NiCr matrices. Tungsten carbide concentration is 
about +60% by weight in both cases. Accounting for 
the different densities of the NiCr alloy particles and 
fused carbides, ~8 and ~16 gr/cm3 respectively, 
around 40%-45% volume percentage of carbides is to 
be expected in the deposited coatings. Nominal 
Spherotene® carbide size is +40-160μm. 

 
Fig. 1. XRD analysis of NiCr-WC alloy with spheroidal fused 
tungsten carbides. 

A XRD phase composition analysis of the two 
powders used is seen in Fig. 1. Besides the γ-fcc phase 
associated to the Ni-based alloy, peaks corresponding to 
the different tungsten carbide forms are present. The 
diffraction pattern is dominated by the presence of the 
monophasic W1-xC, evidencing the fundamental 
microstructure spheroidal fused carbides. The presence of  
 

WC and W2C could be addressed to homogenization 
defects in the fabrication procedure. In fact, during 
metallographic inspection of the coatings produced, pores 
inside of some of the tungsten spheres are visible, 
indicating WC decomposition and pore formation during 
production  of the tungsten particles. 

The LC system consisted of a 2 kW industrial Nd-
YAG laser (Rofin DY022). Powder feeding is performed 
coaxially by means of a powder feeder (Sulzer-Metco 
Twin10c). The laser beam was defocused to a beam 
diameter of d=3.5 mm on the working surface. Cladding 
was performed on 5 mm thick plates of low carbon steel 
C25.  N2 was used as shielding and powder carrier gas. 
All samples were cut transversally, ground, polished and 
etched. Microhardness measurements were performed. A 
liquid penetrant dye test was used to study the crack 
susceptibility. 

4. Results and Discussion 

Studies on the morphology of the deposited 
Technolase60s in terms of the laser cladding process 
parameters were performed [4] depending on laser output 
power P[W], scanning velocity v[mm/s] and powder mass 
flow rate f[gr/s]. The power density applied, 
P/d2[W/mm2], and alloy interaction time under the beam , 
d/v[s],  have a major effect on the quality of the  MMC 
coatings. A pattern of uniformly distributed carbide 
spheres in the metal matrix is observed, but rather large 
pores are observed within the deposited material, which 
were related to decomposition following dissolution of 
the WC spheres. Dissolution of tungsten carbide yields 
matrix hardness values of 1000 -1400 HV, significantly 
higher than the nominal 700 HV (60 HRC) value. 

With this in mind, several test were performed on 
extend areas coatings of C25 by overlapped laser 
scans, at 35%-40% overlapping ratios. Substrates were 
preheated to 400ºC prior to deposition. Preheating 
prevents crack formation reducing the cooling rates 
and diminishes stresses. It should be noted that in laser 
cladding, the beam energy is partially absorbed by the 
powder and the rest of flux melts the substrate surface. 
If thermal conductivity of the metal substrate is high, 
as with C25, substantial power densities must be 
applied in order to effectively melt the metal surface. 
Besides, the melting point of C25 is higher than that of 
the NiCr alloy (1530ºC and 1038ºC respectively). In 
summary, the projected clad material is subjected to an 
undesirable high energy irradiation. If substrate 
temperature is raised, its thermal conductivity is 
somewhat reduced, the laser absorption increases and 
the power needed for melt pool formation is 
significantly reduced. Therefore the cladding process 
can be performed with less laser energy. 
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Fig. 2. Cross-section of a sample of NiCr-WC coating deposition by 
laser cladding. Wrong selection of process parameters may lead to 
large pores in the coating. 

An optical micrograph of one of the coating samples 
obtained is shown in Fig. 2. The NiCr-WC is 
metallurgical bonded to substrate with minimal dilution. 
And the white WC spheres are distributed within the 
metal matrix. Large black pores are observed mainly in 
the overlapping areas, due to dissociation following 
dissolution of carbide spheres. 

 

 
Fig. 3. Porosity and carbide concentration (in volume %) for 
examined NiCr-WC layers in terms of specific energy P/(dv) and 
feeding rate f/v. 

All samples were inspected by image analysis searching 
for the number of pores and the dissolved tungsten 
carbide. As noted earlier, P/d2 and d/v should be 
minimized in order to avoid pore formation. The samples 
were thus classified according to their specific energy 
P/(dv), encompassing the two referred parameters. 
Classification was also performed in terms of the powder 
feeding rate f/v on the substrate. In principle, lower or 
higher feeding rates imply thinner or thicker coatings, 
which will need less or high power densities for an 
effective cladding on the substrate. The analysis results 
for porosity and carbide content in the clad layers are 
shown in Fig. 3. The volume fraction of carbides 
increases towards the lower specific energies up to the 
nominal value of carbide concentration for each feeding 
rate. Missing spheres at high energies are assumed to be 
caused by dissolution in the matrix. This relates to the  
 

higher amount of porosity in increasing values of P/(dv). 
In points where carbide concentration is nearly 40%, 
porosity is insignificant. 
Based on the above results, a parameter phase space 
for optimum cladding deposition was envisaged, as 
given in Table 1. A total of 27 layers of  
Technolase60s were deposited corresponding to three 
different laser power values within pointed ranges for 
each of the feeding rates and scan speed conditions. 
Pore free layers with good bonding with substrate and 
minimal dilution were obtained in all cases. Volume 
concentration of tungsten carbide spheres ranges is 
close to 40% in all cases. 

 
Fig. 4. Technolase60s layers Up(1) 35 mg/mm, 10 mm/s and 800 W. 
Down(2): 35 mg/mm, 30 mm/s and 1700 W. 

Table 1. Parameter phase space for Technolase60s and 
Technolase40 clad deposition (d= 3.5 mm). 

f/v 
(mg/mm) 

P/(vd) 
(J/mm2) 

v 
(mm/s) 

P 
(W) 

f 
(g/s) 

10 350-700 0.25 
20 700-1400 0.50 
30 1100-2000 0.75 

25 [10-20] 

40 1400-2000 1.00 
10 550-900 0.35 
20 1100-1750 0.70 

35 [15-25] 

30 1600-2000 1.00 
10 700-1100 0.40 40 [20-30] 
20 1400-2000 0.80 

 
Cross section examples of some of the layers processed at 
35 mg/mm are shown in Fig. 4, with corresponding 
microhardness measurements given in Table 2. Values 
obtained at four different places on the NiCr matrix are 
given. Carbide values correspond to a single 
measurement. Matrix hardness close to the nominal 700 
HV value of the NiCr matrix of Technolase60s alloy 
indicates a very low dissolution of the tungsten carbides. 
Carbide hardness also reproduces the 3000±500 HV 
value claimed by the manufacturer. The structure of the 
deposited coating therefore matches the MMC 
requirements. 
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Fig. 5. Technolase40s layers Up(1) 35 mg/mm, 10 mm/s and 800 W. 
Down(2): 35 mg/mm, 30 mm/s and 1700 W. 

Cracking could not be avoided in any of the samples of 
Technolase60s. On average, 10 cracks were observed 
along 40 mm lengths perpendicular to the laser scanning 
path. Dissolution of the smallest carbide spheres could act 
as source of mixed tungsten carbide formation and crack 
initiation. However, it has also been noted [5] that 
chromium in NiCr alloys, as well as boron, results in 
precipitation of hard and brittle mixed carbides and 
borides within the matrix. Alloys giving hardness as high 
as 700HV are assumed to have a rather high content of 
chromium, thus an already large amount of hard phases 
must precipitate in the matrix, irrespectively of the 
tungsten presence. In order to study the effect of Cr on 
the crack susceptibility, some coatings using 
Technolase40s, a powder with less Cr and  NiCr matrix 
hardness of  40 Hrc, were made. Cross section examples 
of some of the layers processed at 35 mg/mm are shown 
in Fig. 5. Microhardness measurements corresponding to 
this samples, are given in Table 2. Matrix hardness is 
close to the nominal 400 HV of Technolase40s alloy 
indicating a very low dissolution of the tungsten carbides. 
Carbide hardness also reproduce the 3000±500 HV value 
claimed by the manufacturer. Fig. 6 shows the difference 
in the cracks susceptibility of coatings of Technolase60s 
(A) and Technolase40s (B) applied with the same 
parameters. The lower Cr content reduces the number of 
cracks. Crack free coatings can be obtained using a Ni 
matrix without Cr [2]. 

5. Conclusions 

NiCr-WC MMC layers using a commercial premixed 
alloy powder have been deposited by LC. 
Reinforcement tungsten particles consist in spheroidal 
fused tungsten carbides, characterized by a 
monophasic W1-xC  fcc-phase composition and 
exceptional hardness yielding values in the range 
3000±500 HV. Parameter selection must be performed  
 
 

in order to obtain pore free layers, searching for the 
lowest laser energy densities compatible with an 
effective clad deposition and metallurgical bonding 
with the substrate. Porosity grows with laser energy; 
this has been correlated to the dissolution of carbide 
particles. Optimum parameter ranges have been 
identified for depositing layers on low carbon C25 
steels substrates. Within this range, NiCr-WC layers 
comply to MMC requirements, retaining their nominal 
size and hardness. 

Table 2. HV measurement samples are shown for Technolase60s 
(T60s) and Technolase40s (T40s) samples.  

Sample Metal Matrix 
(HV0.2) 

Carbide Spheres 
(HV0.2) 

934 884 1 (T60s) 
884 896 

2842 

746 849 2 (T60s) 
921 806 

2987 

596 570 3 (T40s) 
535 518 

2706 

518 552 4 (T40s) 
421 497 

2360 

 

 

Fig. 6. Cracks in coatings of Technolase60s (A) and Technolase40s 
(B) produced with the same parameters. 
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Wettability analysis of CO2 laser surface patterned nylon 6,6 samples soaked 
in simulated body fluid (SBF) 

D.G. Waugh and J. Lawrence 

Wolfson School of Mechanical and Manufacturing Engineering, Loughborough University, Leicestershire, LE11 3TU, 
UK 

Abstract. Simulated body fluid (SBF) has been used previously by 
others as an aid in predicting the bioactivity and osseointegration 
potential of materials. This paper details a study carried out using a 
CO2 laser to induce a number of surface patterns which inherently 
modified both the surface chemistry and surface topography of 
nylon 6,6 and gave rise to a difference in apatite response. These 
induced patterns caused a reduction in hydrophilicity with contact 
angles of up to +10° being observed. Furthermore, following 
immersion in SBF for 14 days, each sample was weighed revealing 
an increase in weight of up to 0.029 g indicating that an apatite layer 
had begun to form. In addition, energy dispersive X-ray (EDX) 
analysis identified the presence of calcium and phosphorous, two 
elements which support osteoblast cell response. When comparing 
with an as-received sample, it was found that the laser induced 
patterned samples gave rise to more layer crystals forming 
suggesting a more optimized surface for osteoblast cell growth and 
proliferation.  

Keywords: CO2 laser, nylon 6,6, wettability, biocompatibility, 
simulated body fluid (SBF). 

1. Introduction 

It has been demonstrated previously that polymers can be 
used for biological applications [1, 2]. The polymer 
surface can be optimised for these various applications 
through surface modification where either the surface 
topography or surface chemistry is altered. These 
modifications can be brought about by using numerous 
methods such as radiation grafting [3], lithography [4], 
coating technologies [5] and plasma surface modification 
[6]. Laser surface treatment and patterning [2, 7] offers a 
convenient means of modifying the surface of a material 
on both the micro- and nano-scale without compromising 
the bulk properties of the material, which can be seen to 
be of great importance when applied to fields such as 
biomimetics. This is on account of previous work which 
has identified a high dependence of the modifications on 
cell-material interactions [8]. 

One can deduce from the literature that a change in 
the surface chemistry or surface topography will greatly 

affect the wettability characteristics of a material [9]. As a 
direct result of this, it would be a great advantage to those 
throughout the biomedical industry if, by knowing the 
wettability of a material, one could predict how a material 
will react in the intended application.  

Simulated Body Fluid (SBF) has been used in the past 
by others to aid in predicting the bioactivity and 
osseointegration potential of materials [10]. It should also 
be noted here that employing SBF experiments in vitro 
does not fully reproduce the in vivo environment for bone 
formation, as stated by Roach et al. [8] these in vitro 
techniques involving SBF allow for a sufficient rapid 
screening of materials in the endeavour of development 
and optimization.    

This paper details the effect of soaking nylon 6,6 
samples in SBF after CO2 laser patterning. In addition to 
this, the characteristic wettability for each sample studied 
was determined in the endeavour to link wettability to the 
resulting response of the samples being immersed in SBF.  

2. Experimental Techniques 

2.1 CO2 laser patterning procedure, topography, 
wettability and surface chemistry 

The details of how the CO2 laser patterning procedure 
and analysis of topography, wettability and surface 
chemistry have been detailed before by Waugh et al [2]. 
Five samples were used for this experimentation; As-
received (AR), 50 µm trench (T50), 50 µm hatch (H50), 
100 µm trench (T100) and 100 µm hatch (H100) patterns. 

2.2 In vitro simulated body fluid (SBF) 
experimentation 

Simulated body fluid (SBF) is a liquid which has 
inorganic ion concentrations equivalent to those of human 
extracellular fluid (human blood plasma). The SBF was 
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prepared by using a magnetic stirrer hotplate (RCT Basic; 
IKA, GmbH) keeping the solution at a constant 
temperature of 36.5°C. 500 ml of distilled water was put 
into an autoclaved 1000 ml beaker and stirred until the 
constant temperature of 36.5°C was reached. At this time 
the chemicals given in Table 1 were added in order until 
the sodium sulphate (#9) had been added. 

Table 1. Amounts and order of reagents to prepare 1000 ml SBF 

Order Reagent Amount 

1 Distilled water 750 ml 
2  (NaCl) 7.996 g 
3  (NaHCO3) 0.350 g 
4  (KCl) 0.224 g 
5  (K2HPO4·3H20) 0.228 g 
6  (MgCl2·6H20) 0.305 g 
7  (~0.1 M in H2O) (HCl) 40 ml 
8  (CaCl2) 0.278 g 
9  (Na2SO4) 0.071 g 
10  (CH2OH)3CNH2 6.057 g 
11  (~0.1 M in H2O) (HCl) Adj. of pH 

 
Once the sodium sulphate (#9 in Table 1) had been 
added, the Tris(hydroxymethyl) aminomethane (#10 in 
Table 1) was  supplemented into the solution less than a 
gram at a time in order to avoid local increase of pH. 
Finally, in order to adjust the pH value to 7.4, hydrogen 
chloride (#11 in Table 1) was added and the beaker was 
then filled to 1000 ml using distilled water. 

The samples were then placed into sterile 30 ml glass 
containers, immersed in 30 ml of SBF and placed into an 
incubator to keep the temperature constant at 37°C for 
seven days. Prior to being immersed in the SBF, the five 
nylon 6,6 samples were weighed using a balance (S-403; 
Denver Instrument, GmbH). Once the 14 days had 
elapsed, the samples were removed from the SBF, rinsed 
lightly with distilled water and allowed to air dry in a 
clean room. Once fully dry, the samples were weighed 
and the difference in weight before and after being 
immersed in the SBF was determined. Following this the 
samples were gold coated and analysed using optical 
microscopy and scanning electron microscopy (SEM). 
Furthermore, the samples were analysed using EDX in 
order to identify elements present after the immersion in 
SBF. 

3. Results and Discussion 

3.1 Effects of CO2 laser patterning on topography 

From Figure 1 it can be seen that the CO2 laser 
patterning gave rise to significant modification of the 
nylon 6,6 surfaces in terms of topography. That is, the 
laser patterned samples (see Figures 1(b) – (e)) 
appeared to qualitatively have a considerably larger 
roughness in comparison to the 3-D profile of the as-
received sample (see Figure 1(a)).  

3.2 Effects of CO2 laser patterning on wettability 
characteristics 

From previous work [2] and available literature [11], it 
can be seen that surface properties, which are reported to 
have major influences on the wettability characteristics 
[12], have the potential to be modified using numerous 
techniques. Table 2 shows that the roughness had 
considerably increased using the laser patterning (samples 
T50, T100 – H100) in comparison to the as-received 
sample (AR). This contrast can be identified through the 
Sa and Ra roughness parameters insofar as the as-
received sample (AR) had an Sa and Ra of 0.126 and 
0.029 μm, respectively, where the Sa and Ra for the laser 
patterned samples increased by up to 0.51 and 0.156 μm, 
respectively. 

The polar component, γP, and total surface energy, γT, 
two parameters known to potentially affect the wettability 
[7], decreased significantly for the laser patterned 
samples (T50, T100 – H100). This reduction in surface 
energies, along with increased surface roughness brought 
about an apparent increase in contact angle inherently 
making the nylon 6,6 less hydrophilic. These 
observations do not necessarily coincide with current 
theory [7] which states that for a significant increase in 
surface roughness, a hydrophilic material ought to 
produce a more hydrophilic surface with the contact angle 
effectively decreasing [13]. It is possible to explain this 
phenomena by the plausible existence of a mixed state 
wetting regime, in which both Wenzel and Cassie-Baxter 
regimes are present over the solid-liquid interface [14].  

Hao and Lawrence [7] found that a rise in surface 
oxygen content in turn gave rise to a reduction in the 
contact angle. But Table 2 suggests the resulting surface 
oxygen content in this work may not be the main 
contributing factor in determining the outcome of the 
contact angle.  

Finally, the results obtained as seen in Tables 2 and 3 
attests to an evident and significant rise in contact angle 
which can be attributed to the reduction in apparent 
surface energies, γP and γT, which arise as a direct result 
of the mixed state wetting regime can be ascribed to the 
liquid-surface interaction owing to variations in the laser-
induced surface topography. As in previous work [2], it 
can then be extrapolated that both the closely linked 
apparent surface energies and surface topography appear 
to be the main driving force in the resulting contact angle. 
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(a) (b)  

(c)  

(d) (e)  
Fig. 1. Continuous axonometric images for each of the nylon 6,6 samples – (a) As-received (AR) (b) 50 µm trench (T50) (c) 100 µm (T100) 

(d) 50 µ hatch (H50) and (e) 100 µm hatch (H100).

Table 2. Measured values for surface roughness, contact angle and surface energy parameters for each sample. 

Sample 
ID 

Sa Ra γP γD γT Surface Oxygen 
Content 

Contact 
Angle 

AR  0.126 μm 0.029 μm 17.69 mJm-2 29.66 mJm-2 47.34 mJm-2 13.26 %at. 56.40±1.20 

T50 0.636 μm 0.148 μm 12.24 mJm-2 28.63 mJm-2 40.87 mJm-2 14.33 %at. 66.00±4.00 

T100 0.297 μm 0.185 μm 16.86 mJm-2 29.83 mJm-2 46.69 mJm-2 14.05 %at. 57.50±2.40 

H50 0.423 μm 0.103 μm 10.93 mJm-2 31.64 mJm-2 42.58 mJm-2 14.99 %at. 65.80±2.90 

H100 0.326 μm 0.155 μm 13.63 mJm-2 30.37 mJm-2 44.00 mJm-2 14.84 %at. 62.20±2.30 

3.3 Effects of CO2 laser patterning on simulated body 
fluid (SBF) response 

From the SEM images (see Figure 2) it was observed that 
only a very small amount of sediment was present on the 
as-received samples (see Figure 2(a)) in comparison to 
the other samples which had undergone CO2 laser 
patterning (see Figures 2(b) – (e)). This was also 
confirmed by weighing the samples before and after the 
immersion in SBF as can be seen in Figure 3. That is, the 
laser patterned samples weighed at least 0.008 g more 
than compared to the as-received sample. Following on, it 
can be extrapolated from this that through CO2 laser 
patterning of nylon 6,6, the ability to promote the 
formation of an apatite layer can be sufficiently 
improved. 

 
 
 

From the contact angle results given in Table 2 and the 
difference in mass shown in Figure 3, it is possible to 
ascertain that an increase in contact angle has appeared to 
have a more positive impact on apatite response. What is 
more, this enhancement in the promotion of apatite layers 
forming could also be attributed to the significant 
increase in surface roughness. 

Through EDX analysis, it was found that following 
the formation of the apatite crystals, phosphorous and 
calcium was present on the surface of the nylon 6,6 
samples. This is of importance due to phosphorous and 
calcium having to be present in order for an apatite to 
form which would inherently increase the bioactivity of 
the material. The sediments analysed also incorporated 
sodium, magnesium and chlorine which had all been 
present in the SBF and indicates that these elements 
would also make up some of the apatite layer formed.      
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(a) (b)  

(c) (d)  

(e)  

Fig. 2. SEM images of (a) AR, (b) T50, (c) T100, (d) H50 and (e) 
H100 after immersion in SBF for 14 days. 

Sample

AR T50 T100 H50 H100

D
iff

er
en

ce
 in

 M
as

s 
(Δ

g)

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

 

Fig. 3. Difference in mass before and after immersion in SBF for all 
samples. 

4. Conclusions 

It has been shown through experimentation that a 
relatively inexpensive CO2 laser marker has the ability to 
significantly modify the surface properties of nylon 6,6. 
For instance, the characteristic contact angle increased for 
the laser patterned samples increased by up to +10° in 
comparison to the as-received sample. This can be 
explained by the likelyhood of a mixed-state wetting 
regime which arises through the patterning of the material 
surface.What is more, the surface modifications have also 
been seen to have a positive impact on the formation of 
apatite layers under immersion in simulated body fluid 
(SBF), implying that enhanced osteoblast cell response 
can be achieved using CO2 laser surface treatment when 
compared to the as-received sample. 
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Fast parallel diffractive multi-beam laser surface micro-structuring 
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Abstract. Fast parallel short pulsed laser surface micro-structuring 
is demonstrated using a spatial light modulator (SLM). Multiple 
independently controllable femtosecond and picosecond processing 
beams have been generated and complex parallel surface micro-
structuring demonstrated on a number of materials. In addition, 
high-throughput processing is demonstrated by combining a high 
repetition rate picosecond laser output, 2.5W at 1064 nm and 
repetition rate of 20 kHz with P > 1.2W diffracted into 25 parallel 
beams. This has the effect of creating an ‘‘effective’’ repetition rate 
of 500 kHz without restrictive scan speeds. 

Keywords: SLM, parallel processing, Femtosecond laser, 
Picosecond laser. 

1. Introduction 

Laser surface micro-structuring of materials (e.g. metals 
and semi-conductors) with ultrashort laser pulses can 
demonstrate high precision with little thermal damage 
due to the ultrafast timescale in which energy is coupled 
to the electronic system [1, 2]. In metals, this reduces heat 
diffusion during the temporal pulse length to the 
nanometer scale, comparable to the optical skin depth, 
provided the fluence F is kept in the low regime, where F 
< ~1 J cm2 [4, 5]. Consequently, the pulse energies used 
at low fluence for micro- and nano-structuring are often 
<10 mJ while high gain regenerative amplifier systems 
running at υ ~1 kHz repetition rate provide mJ level 
output pulse energies. The need to highly attenuate the 
output beam can have a severe limit on potential 
throughput. This restriction may be one of the reasons 
why industrial uptake of kHz femtosecond systems has 
been limited. 

Spatial light modulators (SLM) are a dynamic 
diffractive optical element which can modulate the phase 
of an incoming wavefront. By applying a computer 
generated hologram (CGH) to the SLM, one can 
transform the incident beam intensity distribution (e.g. 
Gaussian) into that desired for micro-manipulation, for 
example, in multi-trapping of micro-particles in optical 
tweezers [5, 6], or material micro-processing first 
demonstrated recently by Hayasaki et al. [7, 8]. The 
ability to address these devices in real time and 

synchronize with the scanning method adds an additional 
flexibility for surface micro-structuring [9-11]. Here, we 
demonstrate parallel processing of a surface with 
arbitrary multiply diffracted spots through the application 
of CGHs. 

2. Experiments 

The experiments were conducted using a Clarke-MXR 
CPA2010, with 160 fs pulsewidth, 775 nm central 
wavelength, 1 mJ pulse energy, 1 kHz repetition  rate and 
a High Q IC-355-800 Nd:VAN regeneratively amplified 
picosecond (ps) laser system with a pulse duration of 10 
ps, wavelengths of 355, 532 and 1064 nm and repetition 
rate of 5 ~ 50kHz.  
 

 
 
Fig. 1. Experimental setup (M1, M2, M3, M4: mirrors, L1, L2: 
lenses, D: the plane where the light field at A was reconstructed; Q: 
target to block zero order; P: the focal plane of L1 and L2) 

The experimental setup is schematically shown in Fig. 1. 
The Gaussian laser beam was reflected by mirrors M1 
and M2, and then expanded to 6 mm diameter using ×3 
beam expander before reflection from the SLM liquid 
crystal device. The diffracted beam was imaged from the 
surface (Plane A) of the SLM to the entrance (Plane D) of 
the scanning galvanometer with a 4f optical system, 
where distance AD = 4f and distance AB = BP = PC = 
CD = f = 300 mm. The undiffracted zero order 
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component was separated from the higher order beam and 
blocked by a small target at Plane Q. 

Therefore, only the diffracted beam entered the 
scanning galvanometer and was focused by a flat field f-
theta lens with f = 100 mm. An Aerotech computer-
controlled 5-axis stage (x, y, z and a goniometer) was 
used in order to enable accurate positioning. By 
synchronizing the scanning galvonometer with the stage, 
a large sample could be processed, providing great 
flexibility and accuracy. An optical microscope with 
Nikon Digital Sight camera system and a white light 
interferometer from Veeco (WYKO NT1100) were used 
to analyze the ablated samples. 

Two SLMs were used in this study, Hamamatsu 
X10468-04 and Holoeye LC-R2500. These are both 
pixelated electrically addressed reflective SLMs. It is 
worth noting that the X10468-04 has a dielectric mirror, 
for 1064nm, which provides 95% light utilization 
efficiency, but can only work with a specified wavelength 
range. By comparison, the LC-R2500 is equipped with a 
metallic coated mirror that offers lower light utilization 
efficiency around 75%, but covers a wide wavelength 
range from visible to near infrared (NIR). 

In order to generate high quality fast computer-
generated holograms (CGHs), the iterative Fourier 
transform based on the Gerchberg-Saxton (GS) algorithm 
[6] and weighted Gerchberg-Saxton (GSW) algorithm 
[12]  were performed within a LabView environment [5].  

Different materials such as silicon and Ti6Al4V were 
employed in the study. 

3. Results and Discussion 

Fig. 2 demonstrates the control of the SLM device to give 
multiple processing spots. It can be seen that a CGH can 
be generated from a simple binary image to produce a 
diffractive spot pattern around the zero order spot at the 
centre on Ti64. This zero order can then be removed by 
inserting a block at point Q in fig. 1. 

While static holograms are useful, processing by real 
time control of the CGHs is demonstrated in Fig. 3. This 
shows a pattern comprising 121 holes completed by real 
time playing of 15 stored CGHs at 20 Hz refresh rate, and 
demonstrates the formation of the pattern which was 
completed within 0.75 s. The incident pulse energy on the 
SLM was EP ~300 mJ. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
  (a)    (b) 
 
 
 
 
 
 
 
 
 
 
  (c)    (d) 

Fig 2. Control of the SLM. a) binary image of geometry, b) GCH, c) 
Result on Ti64 d) Removal of zero order. 

 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3. Pattern completed by real time playing 15 series of CGHs at 
20 Hz refresh rate (50 ms duration per CGH). 
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Control of the CGHs can be combined with the galvo 
system to demonstrate parallel processing with fixed spot 
geometry. However, the symmetry of the position of 
multiple beams can greatly affect the intensity 
distribution across all beams [13]. Fig. 4 (a) shows a 
common multi-beam pattern with perfect symmetry for 
parallel processing, however, the symmetric multibeam 
suffers from low intensity uniformity even using iterative 
algorithms like GS (~60%). One approach to solve this 
problem is to introduce a small amount of random 
displacement to the multi-beam pattern, since for most 
algorithms such as GS, lenses and gratings and 
generalized adaptive additive, spatial randomisation can 
significantly reduce intensity variation [13]. Another 
method is to use the GSW algorithm, which can obtain 
>90% uniformity even with a symmetric pattern. 
However, the calculation speed of GSW is slower than 
that of GS. 

Here, the first method was adopted. The beams were 
slightly misaligned in the Y direction, but kept the same 
separation  in the Z direction, as shown in Fig. 4 (b), in 
order to optimize energy distribution across the 
multibeam. 

 
 
 
 
 
 
 
 
 
 

Fig. 4. Schematics of (a) a symmetric multi-beam pattern and (b) an 
asymmetric multi-beam pattern for parallel processing. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. 15 beams parallel processing of silicon sample. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Parallel processing of Silicon using 15 beams. (a) Optical 
micrographs; (b) 3D surface profile; (c) Cross-sectional profile of a 
single line. 

Fig. 5 shows the microscopic image of the silicon sample 
that was scribed using 15 asymmetric beams, as depicted 
in Fig. 4 (b), produced using the X10468-4 SLM at 532 
nm wavelength, 10ps pulse length and 5kHz repetition 
rate. The 15 beams with total incident pulse energy of 21 
μJ, (1.4 μJ/pulse/beam) were scanned orthogonally with 
two CGHs at 10 mm/s to produce the cross hatched 
pattern. As can be seen in Fig 6, the scribe lines are ~ 500 
nm deep and 14 μm wide, while the pitch  was 86 μm. 
Adjusting the CGH can control the pitch, and applying 
lower laser pulse energies reduces the scribe width. No 
thermal damage to the surrounding area was observed. 

By combining real time control of the CGHs with 
scanning, diffractive multi-beam processing has 
significant potential to produce complex surface micro-
machining patterns. Fig. 7(a) and (b) illustrates this on a 
polished Ti6Al4V substrate where 6 micro-channels, a–f 
were generated by applying the appropriate CGHs at 50 
Hz refresh rate while simultaneously scanning the 
diffracted spots at a speed of 1 mm/s. The resulting 
micro-channels a–f are ~40 mm wide and ~10 mm deep. 
The large channel above, again is due to the zero order 
(which can be blocked). Ti6Al4V, which is a metallic 
alloy widely used in aerospace and bioscience, has a 
relatively low ablation threshold (0.1 J/cm2) hence the 
advantages of diffractive multi-beam processing are 
demonstrated as extensive attenuation was largely 
avoided. 

 
 
 
 
 
 

2µm 

120µm 

0.291µm
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Fig. 7. Micro-channels obtained by combining CGHs real time 
control with galvo scanning. (a) Whole pattern view (5x objective); 
6 channels a–f were generated by the diffractive beams while the 
wider channel 0 above was formed by zero order beam and (b) 3D 
larger zoom view by Wyko NT1100 optical surface profiler, where 
10 mm deep (10 times over scan). 

4. Conclusions 

The results obtained demonstrate that precision 
diffractive multi-beam ultrafast laser micro-structuring 
using an SLM is a novel method to increase processing 
throughput.  

Synchronizing of hologram application with scanning 
techniques can produce complex 2 and 3D structures. 

High speed parallel and selective patterning has 
demonstrated production methods with high throughput, 
great flexibility and excellent precision, a potentially 
important step in the high speed processing of materials. 
Future work such as optimization of CGH calculation, 
true synchronisation and high power processing will be 
carried out. 
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Abstract. The process of dentine removal by ultra-short pulse laser 
is a promising technique for pain-free dental restoration. The aim of 
this work was to analyze the characteristics of human dentine 
ablated by a fs-laser of 800 nm wavelength and 1 kHz repetition 
rate. Precise ablation with clear boundary whereas without cracks 
and debris can be obtained. The transmittance of the dentine tissue 
was about 2.7% and the absorption coefficient was about 3.19 cm-1 
at 800 nm. The processed morphology, especial for heat-affected 
zones, of the dentine was investigated over wide ranges of laser 
fluences and pulse numbers. The fluence threshold results of dentine 
were determined as 0.45 J/cm2 according to the experimental 
dependence of the ablated depth versus laser fluence. The heat and 
energy conducting effects of dentine tubules, which is the feature 
structure, were analyzed by Scanning Electron Microscopy and 
Wyko Optical Profiling System. The finding of Raman mapping 
analysis of phosphate indicated that the chemical components and 
structure of the dentine remained intact before and after ablation. 
This study confirmed the potential of fs-laser precision micro-
fabrication in dentistry. 

Keywords: fs-laser ablation; dentin; heat-affected zone 

1. Introduction 

Basing on plasma-induced ablation which is believed to 
achieve accurate and painless treatment of tooth, the 
application of ultra-short pulse (USP) lasers (pulse length 
< 100 ps) technology for dentine removal has been 
demonstrated to be promising during the last few years 
[1-8]. Due to the limitation of mode-locking technique, 
previous studies are mainly on the nano-, subpico- and 
picosecond (ps) laser ablation of human tooth as well as a 
comparative analysis among them [7, 9, 10]. Processing 
with femtosecond pulses affords considerable advantages 
over nanosecond pulses, such as nanoselective removal, 
where ablated spot dimensions are below that achieved 
when longer pulses are focused to the minimum spot size 
dictated by optical physics. It is well-established that fs-

laser treatment reduces thermal and shockwave effects 
compared with nano- or picosecond laser ablation 
because of its shorter pulse width. In the research on the 
effect of  laser focusing position on the ablation of 
enamel and dentine, optical focal position was determined 
that gave the minimum hole diameter[11, 12]. A more 
detailed study on the interaction between fs-laser and 
hard tooth tissue under different processing conditions is 
neccesary for the practical applications of fs-laser 
treatment in dentistry.  

In the present paper, a Ti:Sapphire fs-laser with a 1 
kHz repetition rate was used in the ablation of dentine 
experiments. The ablation characteristics on dentine with 
different fs-laser processing parameters were analyzed.  

2. Experimental 

In order to determine the intrinsic effects of fs-laser 
ablation on dentine without other interference from caries 
or soft residue, the whole extracted teeth were sterilized 
and rinsed in a 25% hydrogen peroxide solution, and then 
subjected to ultrasonic cleaning with pure water and 
ethanol. Each tooth was sectioned longitudinally by a 
diamond saw microtome (Struers Accutom-5).  

A Coherent Libra fs Ti:Sapphire amplifier with 800 
nm (NIR) wavelength, TEM00 beam mode and < 100 fs 
pulse length was focused on the surface of dentine with a 
focal spot of ~ 30 μm diameter. Single pulse and multiple 
pulse ablation at various laser fluences from 0.2 J/cm 2 to 
3.68 J/cm2 was carried out. The output frequency of the 
system was fixed at 1 kHz. The output power can be 
varied from1 mW to 1 W via the use of a polarisation 
attenuator. The interval distance between each laser spot 
was 0.10 mm in row and 0.35 mm in column to ensure 
enough space to avoid ablation interference with each 
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other.  The layout of the laser spots and the laser 
irradiation time (the input pulse number) were realized by 
the execution of G-code program. Ablation threshold was 
determined with a single pulse so as to reduce the 
negatively cumulative effects of heat and shockwave due 
to multiple pulse inputs. The details of the ablated site 
morphological characteristics and heat affected zones 
(HAZ) were examined by Scanning Electron Microscopy 
(SEM) and Wyko Optical Profiling System (Wyko, 
Vecco, NT 1100-2). Laser Scanning Con-focal 
Microscope (LSCM, Olympus, OLS 3000) was used to 
examine and measure the morphology and the depth of 
the ablated profile. The element analysis of the un-ablated 
and the ablated tissue were measured by Raman mapping. 

 

3. Results and Discussion  

Results obtained from the optical spectrum 
measurements, the transmittance of dentine at 800 nm 
was less than 15%, whereas, the absorbance values of the 
hard tissue was 0.383. With a thickness of 1.2 mm of the 
measured section samples, the absorption coefficient of 
dentine was determined to be 3.19 cm-1 at 800 nm, which 
is the maximum among those of three hard tissues of 
human teeth: enamel, dentine and cementum.  

The ablation rates as function of the laser fluences 
corresponding to dentine is depicted in Fig. 1 by 
measuring the ablation depth under different laser power 
of 4, 8, 11, 15, 26 and 41 mW. The laser fluences were 
scaled logarithmically, giving a nearly linear dependence 
of the ablation rate. By  extrapolating the experimental 
dependence of the ablated depth versus laser fluence to 
the ‘zero’ depth, the data for ablation thresholds of 
dentine can be deduced as 0.45 J/cm2. 

 

 
Fig. 1. Ablation rates as a function of laser fluences corresponding 
to dentine. 

For all ablated samples, the material removal remains 
localized in the area of laser spot, lower fluence of 1.13 
J/cm2 with a single shot was found enough to fabricate a 
hole with clearer boundary matching to the beam section 
(Fig. 2a). With the increase of pulse number under the 

same laser fluence, the depth increased obviously with 
(Fig. 2b). No melted material or detritus from the ablation 
or surface cracks or fissures around or from the holes 
were evident. 

 

 

 

 
Fig. 2. SEM microscopy of femtosecond laser ablation of human 
dentine 

Dentin has more weight percentage of organic material 
and has a very porous structure, in comparison with other 
dental hard tissues. Under equal laser fluences, the 
ablation should become easier owing to more evaporation 
of organic matter and water. However, the transmission 
of the input energy would show a “non-uniform effect” 
because of the non-uniform resistance coming from the 
mass distribution of dentine tubules with high mineral 
content lacking of collagen. The preferential ablation in 
dentine existed which was observed by comparison of 
Fig. 2(b) and Fig. 2(c). The ablated site in Fig. 2(b) was 
on the dentine tubule zone while that ablated with the 
same laser parameters in Fig. 1(c) was out of the tubule 
zone. The enlarged ablation effect parallel to the surface 
in Fig. 1(b) derived from the broken-open dentine tubules 

(a) 

(b) 

(b) 
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with several-nanometer in diameter and several-
micrometer in length can be observed. It indicated that 
the characteristics of fs-laser ablation on dentine not only 
depends on the laser parameters but also on the particular 
composite structure. 

 
In Fig. 3, a crack has developed on surface near the 

ablated hole, which was probably caused by mechanical 
shock during drilling. The hole edge near the crack (left) 
and the crack edge (right) are sharply defined by clear 
boundary without micro-cracks developing from or along 
the crack, which shows the inhibition of heating and 
shockwave affect of fs-laser ablated spot in dentine was 
notable. Surface data of the holes on the dentine were 
measured by Wyko, and the surface roughness Ra is 
below 2 um. 

 

 
Fig. 3. LSCM micrograph of the fs-laser ablated dentine surface. 

Analyses of mineralized tissues and calcified materials 
using Raman spectroscopy have demonstrated that a 
phosphate (PO4

3-) vibrational mode was indicated by a 
strongest peak at 960 cm-1. The Raman mapping image of 
phosphate from the un-ablated region to the ablated 
region, which was marked by the red line in Fig. 4, was 
carried out for the analysis of elements.  

From Fig. 4, the most intense peaks at 960 cm-1 of the 
phosphate symmetric stretching vibrational mode (ν1) in 
the Raman spectrum of dentine substance were observed. 
The results of Raman scattering showed that the Raman 
relative intensity of dentine did not changed significantly 
by fs-laser ablation. Phosphate did not decompose from 
the dentine substance in the ablated areas. The results 
provide direct evidence that fs-laser ablation does not 
affect the chemical composition of dentine tissues which 
is beneficial for the biomaterial to remain intact of the 
chemical components and structure. 

 

 
Fig. 4. The Raman mapping spectra of phosphate of the fs laser un-
ablated and ablated region in dentine. 

4. Conclusion 

For the fs-laser ablation of dental hard tissues, we have 
investigated the ablation with single pulse under a 
medium fluence of 2.12 J/cm2, multipulses under lower 
fluence of 1.13 J/cm2 and several pulses (3 pulses) under 
higher fluence of 3.68 J/cm2. Well-defined holes with 
minimal heat affected zone (HAZ) ablated in dentine 
tissues were obtained. The threshold results of fs-laser 
ablation in dentine tissue were determined to be 0.45 
J/cm2. Ablation efficiency was illustrated by the curve of 
ablation depth as a function of laser fluence. Because of 
the slight discrepancy of the thermal conductivity and 
diffusivity caused by the heterogeneity of dentine entity, 
it should be normal that there is some difference on the 
hole geometry in different region even under the same 
laser ablation conditions. The potential of fs-laser precise 
ablation in dental was demonstrated and confirmed.  

Nevertheless, according to the present study, it also 
appears that the characteristics of fs-laser ablation on 
dental tissues depends not only on the laser parameters, 
but also on the particular composite structure, the thermal 
and mechanical properties of the biomaterial. Additional 
studies are required not only for designing the potential 
laser systems, but also for optimizing the processing 
method as well as better understanding of the 
mechanisms of action. The dental structure influences, 
even the chemical dependence, must be taken into 
account in laser interaction with the dental materials. In 
the current case that ablation conditions (e.g. ablation 
threshold, ablation efficiency and focus position giving 
minimum diameter) are demonstrated. There are still 
many problems demanding prompt solution even in the 
experimental use of USP lasers in dentistry. For example, 
how to improve the geometry of the fs-laser ablated 
tapered hole and how to control the focusing distance 
real-time on uneven surface of the tooth are both points of 
them. 
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Abstract. A continuous strip of glass layer can be directly peeled off 
by a single scan of a CO2 laser beam over a soda lime glass substrate 
at a high speed. A new process parameter - laser energy line-
deposition rate (abbrerivated as LELDR hereafter, the amount of 
energy per unit length per unit time), has been introduced to guide 
the selection of laser power and scan speed for the glass stripping 
process. It was found that continuous glass strips were formed when 
LELDR ranged from 0.002 mJ/mm/s to 0.004 mJ/mm/s. The 
channels were free of cracks with sizes from 20 µm to 40 µm in 
depth and from 200 µm to 280 µm in width. When LELDR 
exceeded 0.005 mJ/mm/s, cracks were observed along the laser 
beam path on the glass. When LELDR were below 0.0015 mJ/mm/s, 
a cracking belt was formed.  

Keywords: CO2 laser, glass machining, micromachining, 
microchannel. 

1. Introduction 

Microchannels are the key features of microfluidic 
devices [1]. Transparent glasses remain commonly used 
substrates for such devices because of their excellent 
optical property, chemical and thermal stability and ease 
of electro-osmotic flow [2,3], despite the trend towards 
the use of polymer substrates [4]. Glass channels are 
normally formed by wet chemical etching [2]. As wet 
chemical etching involves multiple steps such as 
photomask design and photolithography, it is time 
consuming and may not be the best solution for small 
scale production and rapid prototyping of microchannels. 
Laser micromachining of glass is considered as a 
promising technique due to its significant process 
flexibility and direct writing by integrating CAD/CAM 
software.  

In earlier work, it was reported that a continuous 
strip of glass was peeled off along the moving path of 
a CO2 laser beam and thus created grooves on 
borosilicate glass and soda lime glass [5]. The current 
paper reports investigations of laser processing 

conditions to allow for “peeling off” of the glass strip 
to form designed microchannels on soda lime glass.  

2. Experimental 

A commercially available 1.1 mm thick soda lime glass 
substrate, microcope slide Cat No. 7101, was used and its 
surface was irradiated by a CO2 laser beam (Synrad J48-
2W). The laser beam has a gaussian profile in energy 
distribution, a power of 25 W in continous wave (CW) 
mode, M2 of 1.2 and diameter of 7 mm. The laser beam 
was focused by a F-Theta-Ronar lens of 150 mm in focal 
length and was scanned on the glass surface through a 
galvanometer scanner at a scan speed of up to 2000 
mm/s. 

The laser allows modulating of CW mode into pulse 
mode through a pulse generator, and thus the various 
powers were achieved and employed to study the channel 
forming process by adjusting the duty cycle (DC), i.e., 
pulse width modulation, at a fixed laser frequency of 5 
kHz. A positive defocus, i.e. the focal point was 1.5 mm 
above the glass sample surface, was employed to reduce 
the possibility of crack generation due to the reduced 
laser energy density at the focus.  

3. Results and discussion 

3.1 Glass strip peeling off induced by laser 
irradiation  

Figure 1 is a plot correlating the laser scan speed, laser 
pulse duty cycle and laser power density. It was observed 
that a continous strip of glass layer was peeled off with a 
single beam scan over the moderate ranges of laser power 
densities and scan speeds, i.e., at low speeds and low 
power densities or at high speeds and high power 
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densities. The peeling process was characterized with an 
optical microscope and scanning electron microscope 
(SEM). Figure 2 shows optical images (Fig.2a and c) and 
SEM images (Fig.b, d and e) of glass strips and formed 
grooves. The strip thickness represents the groove depth. 
The grooves have clean edges and are free of cracks (Fig. 
3a). 

With a decrease in scan speed outside the moderate 
range, the glass was in molten state due to the increased 
beam-glass interaction, which led to cracks along the 
beam path in the rapid melting-solidification process 
(Fig.3b). In contrast, with an increase in scan speed 
outside the moderate range, crash-like cracks and 
fragments were produced along the laser irradiated belt 
(Fig.3c). Further increase in scan speed resulted in 
discontinous, isolated cracks or fragments or no 
noticeable changes in the beam path as shown in Fig. 3d. 
This may imply that the laser power density was 
insuffcient to cause glass stripping.  

3.2 Optimal energy deposition rate to induce 
microchannel formation on glass substrate 

To avoid a trial-and-error method in the glass stripping 
process, it is necessary to understand the laser thermal 
energy deposition with regards to the key process 
parameters. A laser as a thermal source deposits its 
energy into the glass substrate during the beam-glass 
interaction. The amount of thermal energy deposited into 
the glass is mainly controlled by the absorbed laser power 
and the beam-glass interaction time (i.e. the scan speed). 
The deposited thermal energy heats the glass to different 
temperatures and may cause the melting and vaporising 
of the glass. The temperature will be thus determined by 
the deposited amount of the energy and the deposition 
time of the energy. The two parameters combined 
actually expresses the energy deposition rate. 

If the energy deposition rate along the beam path is 
defined as the amount of the energy deposited into the 
glass per unit length per unit time, it can be expressed as 
the moving velocity of energy from a single laser pulse. 
Thus, the plot of LELDR against the laser power (duty 
cycle) and power density were calculated and are shown 
in Fig. 4. It clearly indicates that as long as the LELDR 
were maintained in the range of from near 0.002 mJ/mm/s 
to 0.004 mJ/mm/s, microchannels free of cracks were 
formed on the glass substrate. At a given scan speed, high 
laser power input would lead to a high LELDR; and 
inversely low power input would lead to a low LELDR. 
The values of the LELDR in Fig. 4 corresponds well with 
the laser parameters in Fig. 1. 
As the LELDR exceeded 0.005 mJ/mm/s, the glass 
appeared to be over-heated and was observed in molten 
state. Cracks were produced during the rapid 
solidification of the laser scanned region. When the 
LELDR were set below 0.0015 mJ/mm/s, a cracking belt 
was seen. Further reduction in the LELDR to below 0.001 
mJ/mm/s resulted in non-continous cracking due to 

insufficient and inconsistent heating. Thus, LELDR may 
be used as a guide for choosing process parameters for 
glass strip peeling.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Morderate ranges of laser parameters for glass strips peeling 
off. 

 
 
 

 
 
 
 
 
 
 
 
 

 
Fig. 2. CO2 laser-induced peeling of glass strips from a soda lime 
slide under a laser duty cycle of 0.15 and scan speed of 240 mm/s. a) 
a plane view of glass strips, b) an enlarged plane view of a continous 
glass strip, c) top view of a microgroove formed by glass strip 
peeling, d) top view of the glass strip and e) backside view of the 
glass strip. 

It is noticed that the glass strip peeling is in a form of 
soft bending of a solid layer of glass (Figs. 1a and 1b). It 
implies that the glass layer temperature reached the glass 
softening point in the laser heating process. The softening 
of the glass layer makes it possible to deform or bend, 
and thus to be peeled off as a strip by contraction along 
the laser beam scan path without cracking. In contrast, 
when the glass is in the molten state, strip peeling could 
not occur. When the temperature is below softening point 
but exceeding the glass strain point, a cracking belt is 
produced and therefore no strip peeling can be achieved. 
The investigation on the relatioship between LELDR and 
glass temperature is being studied.  
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Fig. 3. Morphologies induced by laser irradiation under various scan 
speed ranges. a) microchannel formed by laser peeling at a moderate 
scan speed, b) melting with cracks at a slow speed, c) continuous 
cracking belt at a high speed and d) discontinuous cracking belt at a 
high speed. 

3.3 Characterisation of the microchannel 

Under the optimal laser energy deposition rates, 
microchannels of varying geometries were fabricated on 
soda lime glass substrates. The geometric dimensions of 
the microchannels in three-dimensions (3D) and two-
dimensions (2D) were characterized using a Stylus 
Profilometer (Taylor-Hobson Form Talysurf Series 2). 
The cross-section of the channel was measured to be a U 
shape as shown in Fig. 5. A smooth sidewall in the 
channel was achieved. The part appeared to be rough and 
shallow at the right bottom of the channel, however, this 
could be caused by an asymmetric distribution of laser 
energy or a tilted laser beam from poorer alignment of the 
optics. The geometric size of the channel measured by the 
stylus profiler was 36 µm in depth and 220 µm in width. 
Under the optimal range in LELDR from 0.0018 
mJ/mm/s to 0.004 mJ/mm/s, varied channel sizes were 
fabircated from 20 µm to 38 µm in depth (Fig. 6) and 
from 200 µm to 280 µm in width (Fig. 7).  

As the microchannels used in microfluidics are not 
only in a linear straight structure but also often in a non-
linear structure, fabrication of the microchannel in a 
curved shape at varied radii was attempted. Furthermore, 
horizontally overlapping the laser beam with a certain 
pitch between two scans was also carried out such that a 
wider channel width could be achieved. For example, a 
540 µm width channel was obtained by scanning with the 
laser beam with three overlapped passes at a horizontally 
shifting pitch of 150 µm. The typical profiles of the 
microchannels are shown in Fig. 8. Thus, it shows that 
the laser peeling process is a flexible and efficient method 
to fabricate various microchannels on glass substrate. 
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Fig. 5. Profiles (3D and 2D) of the microchannel formed at LELDR 
of 0.0034 mJ/mm/s (duty cycle of 0.15 and scan speed of 220 
mm/s). 
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Fig. 6. Microchannel depth as a function of LELDR and energy duty 
cycle. 
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Fig. 7. Microchannel width as a function of LELDR and energy duty 
cycle. 

4. Conclusion 

A continuous strip of glass layer can be peeled off along 
the moving path of the laser beam under a single scan of a 
CO2 laser beam at a high speed, thus forming 
microchannels on soda lime glass substrate. LELDR can 
be used to provide a guide for choosing laser parameters 
(laser power and scan speed) for glass strip peeling off. 
Various microchannels have been succesfully fabricated 
on soda lime glass substrates by the laser-induced peeling 
process which is free of post process and wet chemicals. 

 

40.3 µm

1.2 mm

1.29 mm

Alpha = 0° Beta = 42°

36.3  µm

2.09 m m

2 m m

Alpha = 344° Beta  = 56°

2 mm
2 mm

36.3 µm

40.3 µm

1.2 
mm

1 mm0.5 mm0 mm

a)

b)

 

Fig. 8. 3D profiles of varied microchannels. a) a curved shape with a 
radius of 2 mm obtained at energy duty cycle of 0.2 and scan speed 
of 380 mm/s, and b) multiscans of laser beam horizontally at a 
overlapping pitch of 150 µm. 
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Influence of pressure on aluminium plasma expansion produced by a 
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Abstract. This work deals with a numerical study of the expansion 
and extinction phase of an aluminium plasma, created by 
nanosecond laser ablation into air. Two series of pressures are 
considered: (150 mTorr, 300 mTorr, 600 mTorr) and (1.3 Torr, 
3Torr, 10 Torr). The plasma expansion is studied by means of a two-
dimensional numerical model over a time interval of 10 μs. The 
resolution of the Navier-Stokes equations shows that in general the 
plasma dynamics in the presence of a gas follows three successive 
stages, appearing after the laser pulse: (1) a rapid expansion stage of 
the ablated particles,  (2) a deceleration stage due to the interaction 
with the ambient gas, and  (3) a stopping stage dominated by particle 
diffusion on the long term. In this paper, we study the effect of the 
pressure of the ambient air on the behaviour, size, and mean 
temperature of the plasma. The calculation results are in overall 
agreement with experiments. 

Keywords: Ablation, plasma, expansion, nanosecond, laser, 
pressure. 

1. Introduction 

The expansion of a plasma produced by pulsed laser 
ablation into a background gas is a complex process due 
to the interplay of several physical mechanisms, which 
include: deceleration, diffusion, recombination, 
thermalization, formation of shock waves, splitting of the 
plume into two components, etc. The modelling of 
plasma expansion has been the subject of several 
investigations. In particular, J. R. Ho et al. [1] studied 
plasma expansion produced by pulsed lasers (ns, excimer) 
for various fluences and targets. They showed that, 
initially, the flow of the vapour is one-dimensional. Then, 
after a while, a recirculation of the velocity field takes 
place to produce a two-dimensional flow. Another study, 
devoted to nanosecond laser ablation of Cu targets, was 
made by A. Bogaerts and Z. Chen [2]. The expansion of 
the plume takes place in an ambient gas of helium at        
1 atm. The plasma expansion is simulated by solving the 
Navier-Stokes equations, taking into account the effect of 
the ambient gas. These authors find, in agreement with 

experiments, that the velocity of ionized particles is 
greater than that of non-ionized ones. Other authors, such 
as Basillais et al. [3], investigated the effects of the 
fluence, the focal spot size, the pressure, and the nature of 
the surrounding gas, on the plasma expansion. Their 
study showed that, in vacuum, the ablated species 
propagates linearly with constant speeds, estimated to 104 
m/s. However, in a background gas, the panache behaves 
differently, as the background gas slows down the plasma 
expansion and maintains a high temperature longer with 
regard to that of vacuum.  

The effect of nitrogen and oxygen pressure on the 
expansion of titanium plasma was the object of a study 
done by C. Dutouquet and J. Hermann [4]. These authors 
observed the confinement of the plume and the increase 
of its temperature with the pressure at the end of the laser 
pulse, for pressures of 1.3, 7, 13 and 70 Pa. Finally, A. K. 
Sharma and R. K. Thareja [5] investigated the dynamics 
of laser ablation of aluminium in ambient nitrogen, with a 
pressure varying from 0.01 to 70 Torr, using ICCD 
images of the expanding plasma plume. They showed that 
at pressures of 0.01 to 1 Torr, plasma expansion follows 
the shock model [6, 7], whereas from 10 to 70 Torr, 
plasma expansion follows the drag model, which can be 
used to estimate the stopping distance of the plume [8, 9]. 

In general, the plasma expansion in an ambient gas 
follows three successive regimes [10-12]:  

i) Free expansion of the ejected species similar 
to the one which occurs in vacuum; 

ii) Slow expansion due to confinement by the 
ambient gas; 

iii) Stop of the expansion (replaced by particle 
diffusion). 

In this article, we discuss the effects of the pressure 
on the velocity, size, and mean temperature of a laser-
produced aluminium plasma, by resolving numerically 
the Navier-Stokes equations by means of the Fluent 
software. 
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2. Modelling 

Numerical simulations of the plume expansion and 
mixing with the ambient gas were performed using a 
classical hydrodynamic model. The numerical resolution 
of the Navier-Stokes system of equations is based on the 
discretization method of Patankar [13]. 
The simulations were carried out under the following 
assumptions: 
 
 (a) The plume is composed of a mixture of the 
metal vapour and of the ambient gas.  
 (b) Local thermodynamic equilibrium holds 
everywhere inside the mixture.  
 (c) Mass and energy are conserved (no source 
terms in the equations).  
 (d) Radiative losses are neglected.  
 (e) The initial shape of the plume is a sphere 
tangent to the surface (see Fig. 1), with a radius of 3 mm 
[8, 9].  
            (f) The starting time is the end of pulse. 
 
    The equations of conservation are written as follows:  
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In these expressions, ρ is the total mass density of the 

medium, V the velocity and S is the mass source term (set 
to zero here); τ in the second equation denotes the 
momentum tensor. Cp, K and H are the specific heat at 
constant pressure, the thermal conductivity and the 
enthalpy, respectively. In the last equation, which 
corresponds to the conservation of chemical species, wAl 
and DAl are the mass fraction and diffusion coefficient of 
aluminum into air, respectively. The time step used in the 
simulations is 10-8

 
s, and the number of grid points is 500, 

spaced uniformly.  
 
Figure 1 illustrates the cylindrical coordinates system (r, 
z) used to perform the simulations.  
 
                    

             

                          Fig. 1. Computational domain 
 
The initial conditions of the aluminium plasma are: 
wAl = 1 (for a particle density of 1019

 
cm-3), Ti = 30000 K 

and Vi = 11771 m/s (Vi = 2Vs/ (γ-1), Vs being the initial 
sound speed), where γ = 5/3 is the ratio of specific heats 
for monatomic gases, kB

 
is the Boltzmann constant, and m 

is the mass of the aluminium plume atoms.  
The initial conditions of the background gas are:  a 

variable pressure Pa and room temperature Ta = 300 K. 
The conditions on the remainder aluminium target are: 
∂T/∂z = 0, V = 0 (slip condition), and wAl = 0 (meaning 
that the target is surrounded by the air). At the fictive 
walls: ∂T/∂z = ∂T/∂r = 0, P = Pa = variable, and wAl = 0, 
this last condition meaning that aluminium is completely 
surrounded by pure air.  
 

3. Results 

3.1 Plume Size and Shape 

Figures 2 and 3 show the expansion length of the plume 
in the presence of air as a function of time. Two air 
pressure series are chosen to study the behaviour of the 
plume: low (150, 300, 600 mTorr) and moderate 
pressures (1.3, 3, 10 Torr).  

As can be seen in Figs. 2 and 3, at the beginning, the 
plasma expands as in vacuum. The leading edge of the 
plume moves away with a practically constant velocity, 
which is measured from the slope of the displacement-
time graphs, and varies between 1.75×104 m/s and 
0.85×104 m/s for the two extreme pressure of 150 mTorr 
and 10 Torr, respectively. 

 After some tens or hundreds of nanoseconds, 
according to the pressure, the ejected particles interact 
strongly with the ambient gas and transfer their kinetic 
energy. The plume then decelerates. When the pressures 
of air and of the aluminium plume become equal, the 
plume expansion stops.  

The drag force model provides a good approximation 
of this stage until the complete stop of the plume. The  
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drag force model, states that the plume extension as a  
function of time is determined by the expression R(t) = 
R0(1-exp (-βt)), where R0

 
is the stopping distance of the 

plume an β is the slowing down coefficient, such that R0β 
= v0, where v0 is the plume expansion velocity. The drag 
force model thus predicts that the plume will eventually 
come to rest due to resistance from collisions with the 
background gas. The values of the fitting parameters are 
β = 0.002 ns-1

 
and R0 = 16.5 mm for P = 1.3 Torr; β = 

0.001 ns-1
 
and R0 = 8.5 mm for P = 10 Torr. These values 

are close to those found in experiments [8, 9].  
In the first series of pressures (low pressures) shown 

in Fig. 2, the complete stop of the plume is not apparent 
and the expansion continues after 10 µs; only the slowing 
is observed. On the other hand, the three stages appear 
clearly in the second series of curves (moderate 
pressures), shown in Fig. 3. 
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Fig. 2. Position-time plot of the aluminium front plume for low 
pressures. 
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Fig. 3. Position-time plot of the aluminium front plume for moderate 
pressures. 
 
Figure 4 illustrates the shape of the plume at various 
times (columns) and pressures (rows). The first time 
represented corresponds approximately to the initial 
condition, where the plume is assumed spherical. As time 
passes, the plume front becomes sharpened, as can be 
seen in Fig. 4b.  
    

     

     

     
            (a)                 (b)                (c)               (d) 
 
Fig. 4. Contours of mass fractions of aluminum at various times: (a) 
0.01 μs, (b) 0.5 μs, (c) 1 μs et (d) 5 μs, taken  for each pressure of: 

150 mTorr, 1.3 Torr and 10 Torr. 
 

Later, sharpening of the plume disappears, as shown in 
Figs. 4c and 4d, as a consequence of the confine- ment by 
the ambient air. At a fixed time of 1 µs, the length L of 
the plasma decreases with the pressure 
(L α P-0.16), as can be seen in Figure 5. 
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Fig. 5. Plume length versus pressure of air at 1 μs. 

 

3.2 Temperature profiles 

Figures 6 and 7 show the evolution of the average plume 
temperature as a function of time. The abrupt decrease of 
temperature observed at the first moments of the 
expansion, in both series of pressures, is essentially due 
to the fact that, at the end of the laser pulse, the plasma 
expands without being fed with energy. Since the 
radiative losses were not taken into account in ther model, 
it follows that the work of the pressure forces is 
responsible of this cooling. Indeed, initially the pressure  
of the plume is much higher than that of the ambient 
gas and thus the plume expands as if air was not 
present. A.K. Sharma and R.K. Thareja [5] confirmed 
this result experimentally. 

Figure 6 (low pressures of air) shows a slight decrease 
of the temperature as the pressure increases. Indeed, the 
plasma expands easily in the ambient gas and even 
diffuses through it. Thus there is a relatively low 
interaction between both media. We think that it is a 
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diffusion that causes a decrease of average temperature 
when the pressure increases. 

In the case of the second series of pressures (moderate 
pressures, shown in Fig. 7.), it can be seen that the 
temperature decrease is abruptly interrupted near 1 μs. 
For this range of pressures, the plasma generates a strong 
shock wave in the ambient gas. As the pressure increases, 
the plasma meets a more and more dense and 
impenetrable "wall" where it heats up as a result of 
compression. From Fig. 7. one can deduce the following 
behaviour: 
- For 1.3 Torr: T α t-1.06  for 2 µs < t <  10 µs. 
- For 3 Torr: T α t-0.80 for 2.2 µs < t < 10 µs.  
- For 10 Torr: T α t-0.38 for 2.4 µs < t < 10 µs.  
This clearly indicates that the plasma cools down more 
slowly as the pressure increases [4]. 
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Fig. 6. Mean temperature as a function of time for low pressures. 
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Fig. 7.  Mean temperature as a function of time for moderate 
pressures. 
 

4. Conclusion 

The Fluent software was used to simulate the expansion 
of a laser-produced plasma in ambient air for various 
pressures. The increasing confinement of the plume with 
the rise of the pressure was noticed.   

In the series of low pressures (150-600 mTorr), the 
process is mainly governed by the diffusive mixing, so 
the plasma average temperature falls when the pressure 
increases. On the other hand, in the series of moderate 
pressures (1,3-10 Torr), the plume front is strongly 
compressed, the plasma heats up as a result of 
compression. The simulation results on the time evolution 
of the plasma radius are in good qualitative agreement 
with the measurements of Sharma and Tharaja [5] since 
we both observe that the maximum plasma radius 
decreases and saturates faster as the ambient pressure 
increases. The mean plasma temperature increases with 
the pressure of air. We also observed a peak of the 
average temperature entailing a reheating of the plume 
due to the generation of a shock wave in the ambient gas.  
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Consolidation behaviour and microstructure characteristics of pure 
aluminium and alloy powders following Selective Laser Melting processing 
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Abstract. Selective Laser Melting (SLM) is an additive 
manufacturing process that directly consolidates metal powders to 
form near net shape or net shape components. A few commercial 
SLM systems have started to process a select choice of aluminium 
alloys. These alloys are generally based on conventional casting 
alloys that do not represent the highest performance aluminium 
alloys for aerospace application. This paper studies the consolidation 
behaviour and resulting microstructure of pure aluminium, 6061 
alloy powder and a mixture of 6061 alloy powder with copper 
powder under different SLM processing parameters. It has found 
that the addition of copper powder to 6061 Al powder considerably 
changes the consolidation behaviour and the microstructure 
evolution, resulting in a denser and much finer microstructure. This 
work therefore demonstrates the premise to develop specific 
aluminium alloy powders for the SLM process and enabling the 
fabrication of high performance aluminium based products. 

Keywords: Selective Laser Melting, Aluminium, Alloy, Mixture. 

1. Introduction 

Selective Laser Melting (SLM) is a process belonging to 
the additive manufacturing family [1]. The SLM process 
deposits fine metallic powder layer by layer (typically 20-
100µm thick), using a laser to scan and consolidate a 
cross section of the desired part in each layer [2]. The 
heat energy supplied by the laser is sufficient to ensure 
the bonding of each layer to the previous layer. As such, 
the SLM process can be thought of as a large scale laser 
welding/cladding operation [2]. Through the SLM 
process, parts with complicated geometries can be 
manufactured, hence much interest is shown in this 
technology by aersopace and automotive industries 
(amongst others) who desire the capability to produce 
parts with advanced internal structures [3]. 

The consolidation mechanisms behind SLM are still 
largely misunderstood [4] and so the choice of materials 
available for SLM processing has grown slowly. The first 
materials offered for SLM processing consisted of steels  
[5] that had a high weldability (‘weldability’ being a  
comparative measure of how easy a material is to use in 
welding [6]). Unfortunately, whilst steels are certainly 

robust structural materials, they do not typically offer the 
same specific strengths attainable by titanium and 
aluminium alloys. Selected titanium alloys are 
processeable by SLM [7] but their high costs make them 
only viable choices for the most high value components. 
This leaves aluminium alloys – mainstay materials of the 
aerospace and automotive industries – a logical choice to 
pursue. 

The dilemma that faces Al alloy use in SLM is the 
fact that the alloys that are more suited for welding are 
not the strongest available. There is also the fact that the 
high temperatures attained in SLM could lead to cracking 
in produced parts [8]. Due to the nature of SLM, there is 
not the same extent of heat treatment control as there is in 
more conventional alloy manufacturing techniques; that is 
to say, whilst there has been research into the simulation 
of heat transfer in SLM processing [9], there is no 
escaping the fact that a laser must form the part by 
continually raster-scanning a cross-section of the part in 
question. Hence, rather than try and impose a potentially 
advanced scanning method that may or may not work 
depending on geometry, it makes sense to instead use a 
material that will play to the strength of the thermal 
nature of the process. This is one reason why materials 
such as precipitation hardening steels may be successfully 
processed by SLM. The Al alloys currently available in 
SLM are based on casting alloys [10] due to the 
combination of weldability and material molten flow 
behaviour; there is a growing consensus [11] that SLM 
may need aluminium alloys that have not been considered 
viable before in conventional processing. 

The research represented in this paper examines the 
possibility of using customised aluminium alloys in SLM 
to produce a part that has the mechanical properties of the 
highest performing aluminium alloys using customised 
powder mixtures. 
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2. Method 

Since there is very little literature surrounding the use of 
aluminium and its alloys in SLM, it was decided that a 
batch of experiments would be run using a select choice 
of metallic powders. The powders used were produced by 
gas atomisation, had a maximum particle size of 63 µm 
and are listed in Table 1. 

Table 1. Materials used and suppliers 

Powder Supplier 

Pure Al Alpoco 

6061 Alloy Alpoco 

Pure Cu Sandvik Osprey 
 
Pure Al was used as a reference material. 6061 alloy was 
used due to its successful use by Wong [12] to produce 
experimental heat sink parts in SLM and the fact that it 
responds well to heat treatment/welding; 6061 also has an 
advantage in that its corrosion resistance is unaffected by 
quenching rate [8]. Since 6061 has a low percentage of 
added elements [13], this also makes 6061 a logical 
choice for a base alloy. Finally, pure copper was used as 
an additive to produce custom Al-Cu based alloys. 

To produce samples, a 140×140×10 mm powder bed 
of material was prepared for each combination of 
materials in a commercial SLM machine [14]. Powder 
mixtures were prepared beforehand by using a specially 
designed mixing tool; successful mixing was confirmed 
through Energy-Dispersive X-ray spectroscopy (EDX) 
[15] on consolidated samples. Samples were produced 
from: unexposed pure Al powder (powder that was kept 
in an argon atmosphere from manufacture to processing); 
exposed pure Al powder (powder that had been sieved in 
air and left to stand for approximately 16 hours); 
unexposed 6061 powder; exposed 6061 powder; exposed 
6061 powder + 6% wt Cu powder; exposed 6061 powder 
+30% wt Cu powder. 

A single layer 7×7 grid pattern of 10×10 mm squares 
was then scanned onto the surface of the powder bed 
using the SLM Realizer's built-in laser: an IR Fibre laser 
operating at 1064 nm and a 200 µm spot diameter. All 
samples were produced with a 25 µm hatching spacing 
based upon previous work [16]; laser power was varied 
from 20 to 100 W and scanning speed was varied from 20 
to 250 mm/s. Argon was used to inert the build chamber, 
keeping oxygen levels at ≤0.5% during processing. 

For microstructure analysis, an etchant consisting of 
46.2cc HF (40% conc.), 7.6cc HCl (37% conc.) and 
46.2cc distilled water was used as recommended in the 
Metals Reference Book [17]. 

Macrohardness testing was undertaken on samples 
containing 6061 powder using a Vickers indenter with 
20 kg load and a 30 s dwell time [18]. 

3. Results 

 
a 

 
b 

Fig. 1. Optical micrographs of a cross-section of a typical 
consolidated pure Al sample: a. shows an overview (the laser has 

struck the top surface); b. shows microporosity evident in the 
globules (note sample is unetched) 
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a 

 

b 

 

c 

 

d 
Fig. 2. Optical micrographs of consolidated and etched 6061 

samples: a. 6061 kept under inerted conditions; b. 6061 exposed to 
air prior to processing; c. exposed 6061 + 6%wt Cu; d. exposed 
6061 + 30% Cu (please note that all samples were produced at a 

laser power of 100W and a scan speed of 20mm/s) 
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Fig. 3. Comparison of 6061 alloy powder and mixtures. Error bars 
represent the standard deviation over five samples. 

The pure Al produced large globules of material that 
contained evidence of microporosity (see Fig. 1); this was 
unaffected by whether the pure Al powder had been 
exposed to air prior to processing or not. Varying laser 
power and scan speed only affected globule size and 
could do nothing to successfully consolidate a large 
sample; microporosity was completely unaffected, being 
present in any globule formed. Adding 6% Cu powder 
was found to have no effect in reducing either the balling 
phenomenom or microporosity. As a result the pure 
aluminium samples were deemed unsuitable for further 
testing. 

The 6061 alloy was found to have superior 
consolidation compared to pure Al. The microstructures 
of the samples produced from 6061 alloy are shown in 
Fig. 2.  Samples produced using only 6061 alloy show a 
dendritic structure whilst those produced with Cu 
additions show a dramatic change. 

A sample was taken from each experiment batch 
using 6061 powder and machined into a cuboid 
approximately 3×2× 2mm. This cuboid was used to 
calculate density: all samples achieved 96.5±0.5% 
density. 

4. Discussion 

Figure 1 shows a typical attempt to consolidate a pure Al 
sample. Al has a natural tendency to ‘ball’ [4], that is to 
form small globules of consolidated material rather than 
one consolidated globule. This is due to Al’s poor wetting 
angle [13]. The formation of micropores are a typical 
flaw from welding aluminium; micropores could have 
also been the result of trapped gas between particles or 
hydrogen that has been inadvertantly atomically stored 
from production of the powder [19]. 

The 6061 powder clearly shows a far superior 
consolidation (Figs. 2 a and b) compared to pure Al, 
which can be explained by the additional elements 
present (mainly silicon and magnesium); these materials 
improve the overall weldability of the alloy [13]. The 
improvement in consolidation can be attributed to 6061’s 
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better weldability. There is no evidence of microporosity 
at the same level of magnification as in Fig. 3.1 b. 
However exposure to air prior to production of samples 
has resulted in a slight change to microstructure, which 
can be attributed to the formation of oxide on the surface 
of the 6061 powder particles. Both microstructures show 
a rapidly cooled structure that is commonly seen in Al 
alloy casting [8]. 

The addition of Cu powder to 6061 dramatically 
changes the resultant microstructure (Fig. 2 c and d). In 
the case of adding 6%wt powder, the microstructure has 
been considerably refined, although still seems to suffer 
from excess oxide from the exposed 6061 powder. 
Adding 30%wt Cu to 6061 further changes the 
microstructure, resulting in a stereotypical eutectic 
structure [20] perhaps composed of 6061 Al and Cu 
(and/or some Al-Cu intermetallics): the additional Cu 
apparently removes most, if not all, of the oxide. 

The hardness results in Fig. 3 show that the 6061 
powder does benefit from being kept under an inert 
atmosphere prior to processing. The exposure to air 
reduces the sample's average hardness by approximately 
5HV20kg. As is expected, adding Cu improves the 
hardness of the resultant material. Adding 6%wt Cu 
approximately doubled the hardness whereas adding 30% 
Cu effectively quadrupled the hardness of the base alloy. 
In the case of the 6% Cu mixture, this can be attributed to 
solid solution strengthening and grain refinement; for the 
30%wt Cu mixture, the combination of a fine eutectic 
structure and the formation of AlCu2 intermetallics will 
cause the increase. 

5. Conclusion 

The work presented in this paper has set out to show the 
advantages of customised alloy usage in SLM, 
demonstrated by the consolidation of powder mixtures of 
6061 alloy and Cu. The results show that by picking a 
base alloy that has a high weldability rating and a sensible 
additive, customised alloys become a logical choice in the 
SLM process. In the case of 6061 + 30%wt Cu, the 
additive also seems to have removed any oxidation. The 
microstructure analysis of samples shows that samples 
are subject to very high cooling rates. While this is to be 
expected due to the nature of the SLM process, this 
reaffirms that materials chosen for SLM should ideally be 
able to take advantage of a rapid quenching rate. Eutectic 
compositions seem to especially benefit from the inherent 
cooling rate. 

The authors intend to continue the research presented 
in this paper and have recently produced promising 
results with multilayer samples. These samples will allow 
further testing of mechanical properties and hence will 
allow a more in depth evaluation of the use and 
application of customised aluminium alloys in SLM. 
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Abstract. This paper reports on an investigation of dimensional 
accuracy in Indirect Metal Selective Laser Sintering (IMSLS). An 
experimental programme with a series of simple parts has been 
carried out to establish dimensional accuracy of metal parts made 
using the 3D systems of Indirect SLS process. In parallel basic 
engineering science and experimental results have been used to 
analyse the relative loads experienced by different parts. The 
experimental results show that the level of distortion experienced by 
parts which undergo infiltration is much less than that of parts which 
were deliberately not infiltrated, indicating that the early availability 
of liquid phase is key in avoiding distortion. Analysis has also 
shown that the propensity for deformation to develop during a 
sintering or sintering/infiltration step is directly related to the level 
of stress being experienced by the structure. These two findings 
show that the application of engineering science to indirect metal 
SLS could bring parts which are less distorted at the 
sintering/infiltration stage. 

Keywords: Indirect Metal Selective Laser Sintering (IMSLS), 
dimensional accuracy, distortion 

1. Introduction 

Indirect Metal Selective Laser Sintering (IMSLS) is an 
additive layer manufacturing (ALM) technique which 
allows steel/bronze composite parts to be made through a 
combination of selective laser sintering of a polymer 
coated steel powder to create a “green” part, followed by 
furnace infiltration of the green part with bronze. The 
resulting parts are fully dense functional components 
which can be exploited for demanding engineering 
applications, such as injection moulding tooling [1]. 

The aim of this study was to investigate the 
dimensional accuracy of the IMSLS process, and in 
particular the distortion of overhanging parts, which 
previous work identified as a major concern [2].  

2. Experimental Details 

2.1. Part manufacture 

This work has examined the 3D Systems indirect SLS 
process, using polymer coated steel powder (Laser Form 
ST 200). A full description of this process can be found in 
[3]. A simple beam shape, shown in Figures 1 (a) and (b) 
was created as a test piece in order to evaluate the 
distortion of the overhanging structure. Beams were 
designed with length (L) = 15 mm and width of the 
beams (t) = 2, 4, 6, and 8 mm; and with L = 50 mm and 
width  t = 2.67, 4, 5.33 and 8 mm. Once the parts had 
been designed *.stl files were generated from the 3D 
CAD model and sent to a 3D Systems (Vanguard ™ SLS 
machine) for manufacture.  

The default processing parameters of laser power, 
outline power, scan space, building rate, layer thickness 
and bed temperature (44 W, 20 W, 0.08 mm, 
177 mm/min, 0.08 mm and 95ºC) were used to create the 
“green” parts as shown in Figure 2 (a). The bronze 
infiltrant (Cu 89 Sn 11) was located on top of the support 
structure as illustrated in Figure 2 (b). The parts and 
bronze material were then heated together in the furnace 
to produce the “brown part” as shown in Figures 2 (c) and 
(d). The furnace temperature cycle was heated gradually 
at a rate 110ºC/hour from ambient temperature to reach a 
maximum of 1075ºC, then hold steady for 3 hours before 
cooling at the natural rate of the furnace. Parts were 
sintered both with and without bronze in order to 
investigate the effect of the weight of the bronze.    
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(a) Beam dimension 

 

 
(b) 3D model of beam 

 
Fig. 1. Design case study 

 

    

(a) “Green“ parts develop by SLS machine 
 

      

(b) Bronze material arrangements with “green“ parts 
before being placed in furnace 

 
 

    

(c) Furnace infiltration and sintering 
 

 

    
(d) “Brown“ parts completed after furnace 

infiltration process 

Fig. 2. Main steps in building metal parts using IMSLS process 
 

2.2. Part Assessment 

The part weight was recorded at the “green” and “brown” 
stages using a precision balance (Good Scale GSW-30K). 
The downwards distortion of the beam overhang was 
assessed by measuring the extent to which the midpoint 
of the beam had bowed, relative to the position of the 
ends of the beam, as shown in Figure 3. These were 
measured using Kemco CMM 400 (upper side) and 
Nikon profile projector V-16D (lower side). 
 
 
 
 
 

 

 

 

Fig. 3. Measurement of beam 

 

 

t 

Midpoint 

Lower  
beam  

Distortion 

Upper  
beam  

Distortion 



 Influence of distortion on part accuracy of Indirect Metal Selective Laser Sintering 493 

3. Results   

The results summarised are shown in Figures 4 to 7.  
 

 

 

 
Fig. 4. Weight measurements for beams with (a) L= 15 mm and  

(b) L= 50 mm. 
 

The results presented in Figure 4 compare the weight 
of parts for both beams, whereas Figures 5 and 6 
(dimensional analysis of distortion) and 7 show the beam 
analysis (with and without bronze) of L = 50 mm was 
performed. 

Figures 5 and 6 present the average distortion 
measured at the midpoint of the specimens, and the error 
bars represent the minimum and maximum values 
measured at the midpoint of the parts. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 

Comparison beams at centre = 7.5 mm ( with and without bronze) 

 
 

 
Comparison beams at centre = 7.5 mm ( with and without bronze) 

 

 
 

 
Fig. 5. (a) Upper and (b) lower beam reflection for beams with  

L = 15 mm 
 

 

Comparison beams at centre = 25 mm ( with and without bronze) 

 
 

 

Comparison beams at centre = 25 mm ( with and without bronze) 

 
 

 
Fig. 6. (c) Upper and (d) lower beam reflection for beams with   

L = 55 mm 
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Fig. 7. Plot of upper beams (L = 50 mm) distortion against L4/t² 

4. Discussion and conclusions  

The results for both beams show that the effect of the 
bronze infiltrant on the weight of the structures is 
significant. However, this additional weight does not 
cause greater distortion when parts are being sintered, as 
beams of both L = 15 mm and L= 55 mm show very 
similar levels of distortion when processed with and 
without bronze. This suggests the availability of liquid 
material during the infiltration acts to enhance sintering 
and offset any effect that the additional weight has in 
causing distortion. 

To understand the effect of beam size, Figure 7 shows 
a plot of distortion of the L = 50 mm beam, processed 
(with and without) bronze against L4 /t². For a given 
material L4/t² indicates the compliance of a beam as it 
increases.   
 
 

References 

[1]    Ilyas IP, Taylor CM, and Dalgarno KW, (2005) Production of 
plastic injection mould tools using Selective Laser Sintering 
and high speed machining, 6th National Conference on Rapid 
Design, Prototyping and Manufacturin. pp. 73- 80. 

[2]  Zakaria K, and Dalgarno KW, (2008) Assessment the 
Manufacture of Complex Metal Parts using Indirect Selective 
Laser Sintering, 9th National Conference on Rapid Design, 
Prototyping and Manufacturing.  pp. 107-117. 

[3]      http://www.3dsystems.co.jp/documents/products/material/ 
duraform/LaserForm_ST_200_LS_mat_E.pdf. Retrieved 12th 
February 2010, 15:20 GMT. 

 

-0.06

-0.05

-0.04

-0.03

-0.02

-0.01

0
0.000 0.050 0.100 0.150 0.200 0.250 0.300 0.350 0.400

2.67X40X5 (without)
4.00X40X5 (without)
5.33X40X5 (without)
8.00X40X5(without)
2.67X40X5 (with)
4.00X40X5 (with)
5.33X40X5 (with)
8.00X40X5 (with)

 

L4/t2 
D

is
to

rti
on

 (m
m

) 

Without

With

K. Zakaria and K.W. Dalgarno 



14–3 

Surface Roughness Studies in Selective Laser Sintering of Glass filled 
Polyamide  

Vineet Srivastava, S.K. Parida, Pulak M. Pandey 
Department of Mechanical Engineering, Indian Institute of Technology Delhi, New Delhi, India

Abstract: Selective Laser Sintering (SLS) is one of the most rapidly 
growing Rapid Prototyping (RP) processes, mainly due to its ability 
to process various materials. Prototypes made by SLS are widely 
used in product development as they can be used for product testing. 
Prototypes, therefore, should have a appropriate surface finish for 
functional performance as well as aesthetics. However, prototypes 
made by the SLS process have comparatively high surface 
roughness due to the stair stepping effect. From the strength aspect, 
Glass Filled (GF) Polyamide is also being used. However surface 
roughness model for GF Polyamide as a material for laser sintering 
has not yet been reported in the literature. Surface roughness of the 
prototypes depends on the various process parameters. This paper 
attempts to study the effect of process parameters, namely build 
orientation, laser power, layer thickness, beam speed, and hatch 
spacing, on surface roughness. Laser power, layer thickness and 
orientation were found to be the three most important parameters 
efecting surface roughness of the  parts. Empirical models have been 
developed for estimating the surface roughness of the parts.  

 
Keywords: Selective Laser Sintering (SLS), Glass filled (GF) 
Polyamide, surface roughness, Response Surface Methodology 
(RSM). 

1. Introduction  

Selective Laser Sintering (SLS) is one of the most rapidly 
growing RP processes, mainly due to its ability to process 
various materials, such as polymers, metals, ceramics, 
and composites. Any material in powder form which can 
be sintered by the laser can be used in making the 
prototypes without geometric complexity. The size of the 
part that can be made in a SLS system depends on the 
size of machine bed platform. SLS uses fine powder 
which is spread by a re-coater on the machine bed and 
scanned selectively using laser beam such that  surface 
tension of  grains is overcome and they are sintered 
together. Before the laser scans, entire machine bed is 
preheated to just below the melting point of material. 
Laser power is adjusted to bring  selected powder areas to 
a temperature just sufficient for  powder particles to get 
sintered. Build platform moves down by one layer 
thickness to facilitate new powder layer and  process is 

repeated for all subsequent layers to complete the part.  
Sintered material forms  part while un-sintered powder 
remains in its place to support the structure and may be 
cleaned away once the part is complete. [1]. 

Currently, prototypes built utilizing layer 
manufacturing technology can be employed as functional 
prototypes and as patterns or tools for different 
manufacturing processes, such as vacuum casting, 
investment casting, injection moulding, die casting, and 
sand casting. Therefore, the surface finish of the part 
should be good enough to ensure the functional 
requirements. However, layer-by-layer deposition in SLS 
leads to staircase effect on the part’s surface and detracts 
from the part’s surface finish, similar to other RP 
processes [2].  

Several attempts have been made to model the surface 
roughness of RP parts. Pandey et al. [2] proposed a 
stochastic model to predict surface roughness of FDM 
parts. They considered layer thickness and build 
orientation as the two most significant process variables. 
Parts with different build orientation were fabricated on 
FDM- 1650 to study the surface roughness 
characteristics. They measured surface profiles of the 
different faces using Surf Analyzer 5000. Based on the 
actual surface profiles, they proposed the surface 
roughness model. Tumer et al. [3] showed experimentally 
that layer thickness and part orientation affect the surface 
quality of the SLS parts. Parameters varied in their 
experiments were laser power, layer thickness and build 
orientation. A factorial experimental design was used for 
the purpose of determining the effect of the process 
parameters on the surface finish. An empirical model was 
developed by regression to predict the root mean square 
surface roughness.  

Reeves and Cobb [4] presented a mathematical model 
to predict the surface roughness of stereolithography parts 
in terms of layer thickness, surface angle and layer 
profile. They proposed two different expressions to 
predict surface roughness of upward and downward-
facing surfaces. For downward facing surfaces, an effect 
known as print through has been found to help in 
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improving the surface finish. Ahn et al. [5] proposed a 
methodology to predict the surface roughness of LM 
processed parts. A roughness distribution expression that 
could obtain surface roughness values for all surface 
angles was introduced using measured roughness data 
and interpolation. A prediction application was presented, 
and the validity and effectiveness of the proposed 
approach was demonstrated through several application 
examples. 

Bacchewar et al. [6] made attempts to study the effect 
of process parameters on surface roughness of laser 
sintered polyamide parts. Central Composite Rotatable 
Design (CCRD) of experiments was used to plan the 
experiments. Analysis of variance (ANOVA) was used to 
study the significance of process variables on the surface 
roughness. In the case of upward-facing surfaces, build 
orientation and layer thickness were found to be 
significant parameters. In downward facing surfaces, 
build orientation, layer thickness and laser power were 
found to be significant. Empirical models were developed 
for estimating the surface roughness of the parts. A trust-
region-based optimization method was employed to 
obtain a set of process parameters for obtaining the best 
surface finish.  

It is evident from the literature review that most of the 
previous work is concentrated towards FDM and 
steriolithography. One attempt [6] seems to be made for 
SLS process using polyamide powder also. Surface 
roughness model for SLS with glass filled polyamide as a 
material has not yet been reported in the literature. When 
components require better stiffness and thermal properties 
than polyamide, Glass filled polyamide is preferred over 
polyamide. In SLS there are many input parameters 
which can be changed to get desired surface quality of the 
parts. Some of these input variables are laser power, 
beam speed, build orientation, hatch spacing, part bed 
temperature, layer thickness, scan length etc. Laser power 
determines the severity of the temperature and sintering 
of the powder, hence the level of power has a significant 
effect on the surface quality. Beam speed also decides the 
amounts of energy input during sintering and hence 
sometimes contribute towards surface quality of the parts. 
Orientation and layer thickness causes stair stepping in 
SLS parts which lead to bad surface finish. Hatch spacing 
was also found to affect the surface roughness of the SLS 
prototypes.  

The present work aims at determining the effect of 
parameters namely laser power, beam speed, hatch 
spacing, build orientation and layer thickness on the 
surface roughness of the parts made from Glass filled 
Polyamide. Typical parts were built according to the 
experimental parameters and levels using EOS P 380 
workstation. Surface roughness of the parts, both upward 
and downward facing surface were captured using 
Talysurf Instrument. Two different second order 
empirical models are developed for predicting the surface 
roughness of “upward” and “downward” facing surfaces. 
A confirmation experiment has been carried out based on 

empirical models and predicted results were found to be 
in good agreement with experimental findings. 

2. Planning of Experiments 

In this study, the experimental plan has five controllable 
variables, namely, laser power, beam speed, orientation, 
layer thickness, and hatch spacing. A total of 32 
experiments were carried out with independent variables 
at five different levels [7]. Energy density (E ), which is 
given by equation (1), below, was considered while 
setting the levels of laser power, beam speed, and hatch 
spacing 

HsV
PE
×

=                                (1) 

 
Here, E  is energy density (J/mm2), P  is laser power 

(W), V is beam speed (mm/s), and Hs  is hatch spacing 
(cm). From the experience it is known that the sintering 
does not occur if the value of E  is below 1 J/cm2 and 
polymer degradation starts above 4.8 J/cm2. Therefore, 
the range of the laser power, beam speed, and hatch 
spacing were selected as 25 to 37 W, 2500 to 4500 mm/s, 
and 0.025 to 0.045 cm, respectively. Build orientation 
was considered in the range of 0° to 90°. The values of 
layer thickness were fixed by considering the capabilities 
of the SLS machine.  

Glass-filled fine polyamide used in the present work 
for carrying the experiments was supplied by EOS, 
Germany. Typical wedge-shaped parts were modelled in 
Pro/ENGINEER® (Fig. 1) to evaluate the surface 
roughness characteristics. The positions and build 
orientation of specimens were fixed in Magics software. 
The STL files were then checked for errors and repaired. 

 
Fig. 1. Typical part modeled to evaluate the surface roughness 

Once the orientation and positions were fixed, the 
specimens were sliced into layers using a slicing module 
of the Magics software. Sliced files were then repaired 
using EOS RP tools and transferred to the SLS machine. 
The specimens were produced on an EOS P 380 SLS 
workstation. Surface roughness measurement was then 
carried out using a Form Talysurf system.  
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3. Analysis of the Experimental Data 

3.1 Surface Roughness Modeling for Upward Facing 
Surfaces 

Surface roughness model for upward facing surfaces was 
developed by analyzing the surface roughness data and 
has been given below as equation (2). 
 

)0107.0()000533.0()151()0154.0(

)4684()38.7()55.1()0948.0()98.4(987

434251
2
4

54321

XXXXXXX

XXXXXRaup

××+××+××+×+

×−×−×−×−×−=  

(2) 
 

WhereRa is the expected centerline average surface 
roughness value for either the surfaces facing upward or 
facing downward. 1X , 2X , 3X , 4X and 5X  are the 

parameters namely laser power, beam speed, orientation, 
layer thickness, and hatch spacing respectively. ANOVA 
was used to check the adequacy of the developed model. 
The F-ratio of the predictive model was calculated and 
compared with the standard tabulated value of the F-ratio 
for a specific confidence interval. According to the  F test  
and ANOVA, it is clear that the model is significant and 
also adequate due to the tabular F value for 95% 
confidence limit (2.65) being lesser than the model F 
value (5.82). The lack of fit is also not significant because 
the model fits properly according to the data paoints. 
Percentage contributions for each term of the model are 
shown in Fig. 2. The figure shows that build orientation is 
the most influential parameter affecting surface finish.  

 
Fig. 2. Percent Contribution of different factors towards the model 

3.2 Surface Roughness Modeling for Downward 
Facing Surfaces 

A second-order model was obtained for the surface 
roughness of the downward-facing surfaces using 
experimental data and the obtained second-order model is 
as given below. 

 

)4300172.0()42000063.0(

)517.17()3100683.0()2
514565()2

300043.0()2
2000002.0(

)51496()4248.0()3008.0()200366.0()106.1(7.53

XXXX

XXXXXXX

XXXXXdownRa

××+××

−××−××−×−×−×

+×+×+×+×−×+−=  

(3) 
 

ANOVA was used to check the adequacy of the 
developed model. According to the  F test it is clear that 
the model is significant and also adequate due to the 

tabular F value for 95% confidence limit (2.65) being 
lesser than the model F value (22.32). The lack of fit is 
also not significant. Percentage contributions for each 
term of the model are shown in Fig. 3. The figure shows 
that build orientation and layer thickness are the most 
influential parameters affecting surface finish.  

 
Fig. 3. Percent Contribution of different factors towards the model 

4. Effect of Process Parameters on Surface  
Roughness 

4.1 Upward facing Surface 

From the main effect plots shown in Fig. 4 for upward 
facing surface, it is clear that orientation is the most 
important parameter. Beam speed and layer thickness are 
the next two important parameters which also contribute 
towards the surface roughness of the model.  
 

 
Fig. 4. Main Effect plots for the upward facing surface 

The variation of surface roughness with respect to laser 
power and beam speed has been presented in Fig. 4. The 
figure shows that surface roughness increases with 
increase in laser power. An increase in laser power 
increases energy density of laser spot. The increased 
energy density causes the increased penetration of laser 
energy and increases the surface roughness. A similar 
phenomenon has also been reported in the 
steriolithography process [4] and when polyamide was 
used in SLS [6]. The surface roughness has been found 
decreasing with increase in beam speed. This may be due 
to the fact that increase in beam speed results in reduced 
energy density of the laser spot and hence improved 
surface finish.  

It is observed that surface roughness increases with 
increase in orientation. It is a general characteristic of RP 
processes that increase in build orientation results into 
steeper stair steps and caused rougher surface. Again at 
higher layer thickness values, surface roughness values 
are higher and at lower layer thickness, they are lower. 
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But due to the presence of quadratic effect of layer 
thickness in the model, the roughness values are lower in 
the range of 160 to 170 microns as shown in Fig. 6. The 
reason for obtaining minimum roughness value in the 
range of 160 to 170 microns may be that the intermediate 
edge profile is neither too sharp in steps nor there is 
uniform teeth edge profile favoring the corner sintering 
during contouring of the laser beam.  
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Fig. 5. Effect of laser power and beam speed on surface roughness 

for the upward facing surface 
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 Fig. 6. Effect of laser power and layer thickness on surface 

roughness for the upward facing surface 

4.2 Downward facing Surface 

The main effect plots among the different parameters and 
the surface roughness values shows that the orientation 
and layer thickness are the major factors affecting the 
surface roughness of the parts, as given in Fig. 7. Laser 
power and hatch spacing also showed minor effect on 
surface roughness.   
 

 
Fig. 7 Main effect plots for the downward facing surface  
 

At different beam speeds, when the laser power is 
increased, the surface roughness increases which can be 
observed from Fig. 8. However it has been observed that 
for beam speed of 3500 mm/sec, the surface roughness is 
minimum followed by 4000 mm/sec. At beam speed of 
2500 mm/sec, the surface roughness was observed to be 
on the higher side. This trend is observed due to variation 
in energy density, which is related to beam speed as given 
in eq 1. 

 
Fig. 8. Effect of laser power and beam speed  on surface roughness 

for the downward facing surface 
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Fig. 9. Effect of beam speed and orientation on surface roughness 

for the downward facing surface 
 
It can be seen from Fig. 9, that when the beam speed is 
varied for different orientations, initially surface 
roughness decreases and then increases. This trend is 
obtained because beam speed is related to energy density 
as given in eq 1. When the beam speed is lower, energy 
density is higher as a result there is over sintering and 
conversely when beam speed is higher, energy density is 
lower so there is under sintering. As a result surface 
roughness increases in both the cases. At 3500 mm/sec 
beam speed, the sintering is uniform so the surface 
roughness is lower corresponding to other beam speeds. It 
was also observed that increase in layer thickness results 
in increase in surface roughness. This trend is obvious as 
increasing layer thickness dominates the stair stepping 
effect and hence enhanced surface roughness.  

5. Conclusions 

[a] The effect of process parameters on the surface 
roughness of glass filled polyamide SLS parts was 
studied with the help of central composite rotatable 
design (CCRD) of experiments. Laser power, layer 
thickness and the orientation are the three most 
important parameters which contribute towards 
surface finish of the parts.  

[b] The effects of significant parameters have been 
discussed for up and down facing surfaces in relation 
with the physical phenomena that may cause these 
variations.  

[c] To predict the surface roughness of up and down 
facing surfaces, second-order response surface models 
were developed. ANOVA was used to establish 
adequacy of the developed models. 
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Abstract. Laser forming offers the industrial promise of controlled 
shaping of metallic and non-metallic components for prototyping, 
correction of design shape or distortion and precision adjustment 
applications. In order to fulfil this promise in a manufacturing 
environment the process must have a high degree of controllability, 
which can be achieved through a better understanding of its 
underlying mechanisms. One area of limited understanding is that of 
the variation in bend angle per pass observed during multi-pass laser 
forming along a single irradiation track, notably the decrease in bend 
angle per pass after many irradiations. Finite Element (FE) 
modelling can be used to ascertain which of the various process 
parameters (such as graphite burn-off, geometrical effects, variation 
in absorption etc) contribute towards this phenomenon and 
subsequently the magnitude of their contribution. 

Keywords: Laser Forming, TGM, FEM 

1 Introduction 

Laser forming (LF) is a process for the shaping or 
correction of distortion in metallic components through 
the application of laser irradiation without the need for 
permanent dies or tools. It has potential for widespread 
application in the manufacturing industry as a means of 
avoiding wasteful machining operations. However, for 
this potential to be realised, a greater understanding of the 
underlying mechanisms of the process is required.  

The LF process involves generating thermal stresses 
within a substrate using a defocused beam. Depending on 
the desired effect, the process parameters can be altered 
to either induce elastic-plastic buckling or plastic 
compressive strains. The mechanism employed in this 
work is the Temperature Gradient Mechanism (TGM), 
which bends the sheet metal out of plane towards the 
beam. A steep thermal gradient is generated locally along 
the irradiation path, inducing more thermal expansion on 
the upper surface of the substrate. Upon cooling, 
providing the temperature was raised enough to cause 
sufficient thermal strain, plastic contraction occurs in this 
upper surface, creating a bend angle of 1-2o. 

In order to establish the required thermal gradient the 
depth of heating must be relatively small compared to the 

sheet thickness, this being achieved through an acceptable 
combination of traverse speed, spot size and laser power.  

Initially the sheet bends away from the beam slightly 
as the flow stress on the upper surface is reduced. The 
magnitude of this counterbend is negligible compared to 
the resulting bend angle but is nevertheless detrimental to 
the process as it reduces the compressive stresses acting 
upon the region of plastic flow. With further heating the 
yield stress of the material is reached and any further 
expansion is converted into plastic compressive strain. 
Upon cooling this plastic compression is residual, and the 
associated conservation of volume or shortening on the 
upper surface causes the sheet to bend towards the beam.  

Whilst the bend angle per pass is fairly constant 
initially (typically over the first 15-20 passes) there is a 
fall off associated with the angle of bending achieved 
with successive irradiations after this. A number of 
factors have been identified as contributing to this [1] and 
how this depends on the complex interrelation of process 
parameters and substrate thermo-mechanical properties. 

In order for laser forming to realise its potential as a 
fully controlled process in a manufacturing environment 
an understanding of this variation in bend angle per pass 
is essential. The research presented in this paper focuses 
on attaining a higher degree of controllability through 
computer based simulation and modelling as a means of 
process development. A full thermo-mechanical 
simulation of the LF process is presented and utilised 
both to identify possible process mechanisms and reduce 
the number of practical experiments required to 
characterise the process. 

2 Experimental 

An experimental study was conducted on graphite coated 
80x80x1.5mm AISI 1010 steel coupons using a 1.5 kW 
Electrox CO2 TEM00 laser with a 3-axis Galil CNC beam 
delivery system, custom written control software and 
operating in continuous wave mode. A cantilever 
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arrangement was used for processing, with the coupons 
being clamped at one edge (Fig. 1). 

 

 
Fig. 1. Edge clamped cantilever arrangement 

To fully understand the thermal aspects of the LF 
process a FE model was developed. A 2005 element 
thermo-mechanical simulation of the laser forming of 
80x80x1.5 mm AISI 1010 steel, using multiple 
irradiations, was developed using COMSOL 
MultiPhysics version 3.5a (Fig. 2). 

 

 
Fig. 2. Comsol MultiPhysics FE model output for the top surface 
directly on the laser scan line. 80x80x1.5mm mild steel AISI 1010, 
760W, 5.5mm beam diameter, 35mm/s, 80% absorption, edge 
clamped 

3 Results 

Numerical and experimental results and discussion on 
three factors which influence the bend angle per pass are 
discussed in the following subsections. These factors are 
thermal effects, variation in absorption and geometrical 
effects. In addition a numerical and experimental 
investigation into the development and of edge effects is 
also presented. 

3.1 Thermal effects 

With multiple irradiations an associated build up in 
temperature within the coupons occurs, which 
subsequently affects the bend angle per pass. Such 
elevated temperatures can be both beneficial and 
detrimental and therefore a dwell time between passes 
must be used which best suits the process. Increased 
temperatures can reduce the flow stress of the component, 
making it easier to plastically deform. Conversely, the 
temperature gradient achievable between the top and 
bottom surface of the component along the irradiation 
line can be diminished, reducing the subsequent bend 
angle. 

The magnitude of influence temperature effects have 
on the LF process is most apparent during the early 
stages, in this case within the first six passes. After this 
point a thermal equilibrium between energy input and 
free convective cooling during the dwell time between 
irradiations is reached (Fig. 3). The number of passes 
prior to reaching this equilibrium is both material and 
process parameter dependant. 

 

 
Fig. 3. FE simulation of temperature at 10mm and 22mm from the 
irradiation path over the first six passes. 80x80x1.5mm mild steel 
AISI 1010, 760W, 5.5mm beam diameter, 35mm/s, 80% absorption 

The bend angle per pass for both the experiment and 
simulation over the first six passes reveals an initial 
increase prior to the fall off associated with the LF 
process (Fig. 4). 
 

1x 

Material properties were sourced from the ASM Metals 
Handbook, COMSOL’s built in materials library and via 
experimentation. Thermal expansion coefficient (αth), 
Young’s modulus, Poisson’s ratio, specific heat capacity 
(Cp), thermal conductivity (k), density (ρ) and yield stress 
were all considered temperature dependant and validated 
against empirical results. The incident laser beam was 
approximated by a Gaussian distributed heat source and 
an absorption coefficient of 0.8. 
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Fig. 4. Experimental and simulated bend angle per pass over the first 
six passes. 80x80x1.5mm mild steel AISI 1010, 760W, 5.5mm beam 
diameter, 35mm/s, 80% absorption 

The beneficial effects of a build up in temperature 
appear to last up to the fourth pass before the temperature 
gradient is adversely affected and the bend angle per pass 
is reduced. 

An FE simulation of the first six passes was 
conducted in which three material thermal properties 
were varied within +/-20% of their initial value. These 
were the thermal conductivity, specific heat capacity and 
thermal expansion coefficient, with their effect on the 
cumulative bend angle after six passes studied (Fig. 5). 
 

 
Fig. 5. Effect of varying k, Cp and αth on the cumulative bend angle 
after six passes. 80x80x1.5mm mild steel AISI 1010, 760W, 5.5mm 

beam diameter, 35mm/s, 80% absorption 

From Fig. 5 it is clear that the thermal expansion 
coefficient has the largest influence on bend angle. An 
increase in thermal expansion subsequently increases the 
amount of plastic contraction that can occur upon 
cooling, resulting in more plastic deformation. 

In assessing the effect of varying the values of k and 
Cp the thermal diffusivity (α, 1.1) is a useful parameter to 
consider. 

          (1.1) 

The higher the value of α, the more rapidly a substrate 
can adjust to changes in temperature and return to a 
thermal equilibrium with its surroundings. Fig. 6 depicts 
the effect on α when k and Cp are varied within +/-20% of 
their initial value. 

 

 
Fig. 6. The effect of varying a) Cp and b) k on αth 

It would appear as though in the early stages of the 
LF process a lower value of α is preferable. 

3.2 Variation in absorption 

Absorption effects play a key role in the LF process and 
as such have a large degree of influence on the bend 
angle per pass. Typically, a defocused beam is employed 
in order to achieve sub-melting temperatures on the top 
surface of the component. To aid the coupling of laser 
radiation into the component a graphite coating is 
applied. Research at the University of Liverpool [2] has 
shown that with successive irradiations this coating is 
degraded or ‘burnt off’, reducing the amount of energy 
coupled into the component with subsequent passes. This 
has a direct effect on the bend angle per pass. Fig. 7 
shows cumulative bend angle and the bend angle per pass 
for both the experimental process and the analogous FE 
simulation. 
 

a) 

b) 
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Fig. 7. Cumulative bend angle and the bend angle per pass for a) 
experimental and b) simulation of LF of 80x80x1.5mm mild steel 
AISI 1010, 760W, 5.5mm beam diameter, 35mm/s, 80% absorption 

It is important to note that, in the FE simulation, the 
absorption coefficient is kept constant at 0.8. The 
simulated trend is identical to the experimental until 
around 35 passes where it stabilises as the experimental 
trend continues to fall. This suggests that graphite burn 
off becomes detrimental to the process only after a 
significant number of passes. This could be due to either 
less energy being coupled into the component as it 
becomes more reflective or the loss of the secondary heat 
source that the burning graphite provides. 

3.3 Geometrical effects 

With increasing bend angle the initially circular beam 
incident on the components surface becomes more 
elliptical in shape [3] (Fig. 8). 

 
Fig. 8. The geometrical effect in LF for an edge clamped 
arrangement 

This has the effect of reducing the energy density of 
the beam, with a significant reduction in power density 
(>20%) occurring at bend angles greater than 35o, this 
remaining the case regardless of spot size. The 
relationship between bend angle, initial beam radius and 
irradiation area A is described by (1.2). 

         (1.2) 

A simulation was conducted in order to see the effect 
that such a corresponding decrease in energy density had 
on initial bend angle, as depicted in Fig. 9. A combination 
of both a Gaussian and modified Gaussian intensity 
distribution (1.3, 1.4) was applied to two separate 
boundaries along the irradiation path. The modified 
Gaussian distribution used separate beam radius values in 
the x and y axis to give the elliptical shape associated 
with the geometrical effect. 

        (1.3) 

Table 1. R, D(max-min) and αB for both experimental and simulated single pass LF of 80x80x1.5mm mild steel AISI 1010, 760W,  
5.5mm beam diameter, 35mm/s 

  FE Experimental 

 (mm/s)  (mm/s) 
 

 

(mm) 

 (Deg) 
 

 

(mm) 

 (Deg) 

35 35 92.524 0.011 1.205 3.921 0.131 1.162 

35 37.5 104.597 0.01 1.165 26.822 0.222 1.260 

35 40 116.932 0.008 1.152 95.243 0.144 1.068 

35 42.5 98.271 0.067 1.08 44.221 0.0725 0.932 

35 45 17857.14 0.037 1.027 274.125 0.198 0.794 

 

a)

b) 
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          (1.4) 

 
Fig. 9. Effect of reducing energy density on simulated initial bend 
angle. 80x80x1.5mm mild steel AISI 1010, 760W, 5.5mm beam 
diameter, 35mm/s, 80% absorption 

From Fig. 9 it can be seen that the reduction in energy 
density associated with the geometrical effect becomes 
highly detrimental at bend angles of ~35o. 

3.4 Edge effects 

A single pass FE simulation of the LF process was 
conducted and the development of the resultant 
asymmetrical edge effect [4] was monitored. This effect 
consists of a large inflection on the leaving edge of the 
plate which can be attributed to less effective conductive 
cooling and thus a greater amount of plastic contraction. 
Such asymmetrical edge effects are undesirable.  A 
subsequent FE simulation was conducted in which the 
traverse speed was varied to reduce the line energy after 
the beam reaches the halfway point of the sheet (Fig. 10). 
This has the effect of reducing the amount of heat which 
the leaving edge was required to dissipate. 

 
Fig. 10. Single pass FE simulation of edge effects with different 
scan strategies. 80x80x1.5mm mild steel AISI 1010, 760W, 5.5mm 
beam diameter, 35mm/s, 80% absorption 

From the simulation results the optimum combination 
of traverse speeds was found to be 35 mm/s and 40 mm/s. 
This was confirmed by calculating the radius of curvature 
(R) and the difference in displacement between either 
edge (D(max-min)), as in Table 1. Analogous 
experimentation was conducted which also found this 
combination of traverse speeds to be optimal. 

4 Conclusions 

FE modelling of the LF process has been used to 
ascertain which of the various process parameters 
presented here (thermal effects, geometrical effects, 
variation in absorption) contribute towards variation in 
bend angle per pass with multiple irradiations and 
subsequently the magnitude of their contribution. 
Thermal effects were found to be confined to the early 
stages of the process, becoming less influential as thermal 
equilibrium is reached. Geometrical and absorption 
effects become dominant later in the process with 
increasing deformation and graphite burn-off 
respectively. 

Additionally, FE simulations were used to analyse the 
development of undesirable asymmetric edge effects in 
2D LF and subsequently devise new scan strategies to 
eradicate them. Analogous experimentation was 
conducted in order to validate these simulations. 
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The effect of laser beam geometries on laser forming of sheet metal 
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Abstract. In recent years laser beam forming has emerged as a new 
and very promising technique to form sheet metal by thermal 
residual stresses. There are many advantages of laser forming 
compared to conventional sheet bending. Among these include 
design flexibility, production of complex shapes, which is 
unachievable by the conventional methods, forming of thick plates, 
possibility of rapid prototyping etc. Many numerical and 
experimental investigations of laser forming processes were carried 
out to understand the mechanisms and the effects of various 
parameters on the characteristics of the formed parts. The objective 
of this work is to investigate the effect of different beam geometries 
on laser bending process of metal sheets. In this paper, a 
comprehensive thermal and structural finite element (FE) analysis is 
conducted to investigate the effect that these laser beam geometries 
have on the process and the final product characteristics. To achieve 
this, the temperature distribution, deformation, plastic strains and 
stresses produced by different beam geometries are compared 
numerically.  

Keywords: Laser forming, bending, beam geometries, finite 
element method, temperature gradient mechanism, sheet metal. 

1. Introduction 

One of the advantages of laser beam forming compared to 
conventional flame bending is its ability to accurately 
control the size and geometry of the heat source. In the 
area of optics, many studies [1-2] explain the methods 
and design approaches to produce a variety of beam 
shapes such as line, rectangular, star, D-shape, annular, 
cross etc.  Currently, whilst there are many studies on 
laser parameters such as power, feed rate and beam size 
etc, there is very limited work on the effects of different 
beam geometries on laser bending. One possible method 
of varying the temperature distribution, and hence the 
strain and stress distribution, without changing the input 
power or the scanning speed, is by modifying the 
geometry of laser beams. This paper describe the results 
of numerical investigations of the effect of rectangular 
beam geometries, on laser bending process of sheet metal 
which is dominated by the Temperature Gradient 
Mechanism (TGM). 

To date, many forming mechanisms have been 
suggested [3-6]. In particular, Temperature Gradient 

Mechanism (TGM) has been extensively studied and 
reported in literature. When the material surface is 
irradiated with a laser beam, a fraction of the laser energy 
is absorbed into the material. Hence the laser energy is 
deposited on a very thin layer of material. The layers of 
the material close to the irradiated surface are at higher 
temperature than those away from the surface, thus 
creating a steep temperature gradient within the thickness 
of the material. Hence the material layers close to the 
surface expand more. This differential thermal expansion 
produces thermal stresses in the material leading to 
counter-bending of the sheet away from the laser beam. 
The yield strength and the flow stress of the material 
decreases with increasing temperature. When the 
generated thermal stress exceeds the yield stress of the 
material, further expansion of the heated region results in 
into compressive plastic deformation. After the laser 
scan, the surface is rapidly cooled which causes thermal 
contraction. The thermal contraction results in the local 
shortening of the surface layers thus causing the sheet to 
bend towards the laser beam, as illustrated in Figure 1.  

 

 
Fig. 1. Thermal gradient mechanism of laser bending (a) the heating 

process and (b) the cooling process [5] 

2. Numerical Modelling 

2.1 Finite Element equations 

The finite element equation for transient heat transfer 
analysis can be expressed as follows [7]: 

 )}({}{][][][ tQTKTC =+  (1) 
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Where [C] is the specific heat matrix, ][T is the time 
derivative of temperature, [K] is the heat conductivity 
matrix, {T} is the temperature, {Q(t)}is the heat flux. 

Material used in this model is 1.0584 (D36) which is 
shipbuilding steel. Temperature dependency of material 
properties is considered including Poisson’s ratio, elastic 
modulus and yield stress [8]. 

For the case of transient thermal stresses generated 
due to laser scanning with no damping or external 
forces/loadings, the nonlinear transient structural equation 
based on FEM can be written in the matrix form as 
follows: 

  [K(T)}{u(t)} = {Fth(t)} (2) 

Where [K(T)] is the temperature dependent stiffness 
matrix, {Fth(t)} is the thermal load vector, {u(t)}is the 
nodal displacement vector. Thermal load vector {Fth(t)} 
can be evaluated by using, 

 ∫
−

Δ
=

vol
dV

v

TTETBthF δ
α

21

)(
][}{  (3) 

Where [B] is the strain displacement matrix, E is the 
elastic modulus, v is the Poisson’s ratio, TΔ is the 
temperature difference, and δ is the matrix [1 1 1 0 0 0]T. 

Total strains can be evaluated from nodal 
displacements by using, 

 {ε}= [B]{u} (4) 

where {u} is the nodal displacement vector. The 
difference between total strain and thermal strain gives 
mechanical strain which consists of plastic and elastic 
strain components as expressed below: 

 {ε}- {εth}= {εpl}+{εel} (5) 

Where {ε} is the total strain vector, {εth} is the thermal 
strain vector, {εpl} is the plastic strain vector, {εel} is the 
elastic strain vector. 

2.2 Specimen material, size  

In the present numerical study, the commercial non-linear 
finite element code, ANSYS is used. Model parameters 
are as follows: 

• Dimension of the plate: 300mm x 150mm x 6mm  
• Plate material: Shipbuilding 1.0584 (D36) [8] 
• Power of laser: 1.5kW 
• Laser beam velocity: 0.3m/min 

 
The problem is symmetric and therefore only half of the 
plate is modelled with symmetric boundary conditions as 
shown in Fig 2. Laser heating is modelled as moving heat 

flux with ANSYS Parametric Design Language (APDL) 
used to incorporate the laser beam motion.  All exposed 
surfaces are subjected to convection but heat losses due to 
radiation are not considered as they are very small.   

 
Plane/node Constraint 

Plane x=0 UX=0 
Nodes   (0, 0, 0) 
         (150, 0, 0) 

UY=0 
UY=UZ=0 

Fig. 2. Boundary condition of the half plate modelled 

2.3 Beam geometries 

To investigate the effect of various beam geometries 
on the laser bending process, five beam geometries 
with different dimensions along the axial and 
transverse directions of the scan were chosen as shown 
in Fig 3. The area of each beam was kept constant at 
200mm2 to maintain the power intensity and hence the 
same amount of energy transferred into the specimen.  

A

B

A

B

REC-H SQUARE REC-V TRI-F TRI-R

A

B

B

A
B

A

A = 25mm
B = 8mm

A = 14.1mm
B = 14.1mm

A = 8mm
B = 25mm

A = 21.5mm
B = 18.6mm

A = 21.5mm
B = 18.6mm

 
Fig. 3. Laser beam geometries with similar effective area used in  

FE simulations 

The basic assumptions for the model are as follows:- 
(i) Material is isotropic. 
(ii) Laser intensity distribution is assumed to be uniform 
(iii) Bauschinger’s effect is neglected 
(vi) Von-Misses criterion is used for plastic yielding. 
(v) Energy dissipation due to plastic deformation is  
neglected when compared with the energy involved in the 
thermal process. 

3. Results and discussion 

3.1 Thermal analysis 

Figure 4 shows temperature against time for all the five 
beam geometries measured at the centre of scanning paths 
(0, 6, 75). For each beam, the temperature starts rising 
approximately when the beam enters the reference point. 
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The temperature increases rapidly until the beam leaves 
the point and the temperature starts dropping. From the 
figure it is seen that the beams that have a longer 
dimension in the scanning direction with respect to its 
lateral dimension, produce higher temperatures despite of 
the fact that the power intensity and the beam effective 
area is similar for all beams. This is mainly due to the 
longer beam-material interaction for the beams with 
longer dimensions in the scanning direction. 
 

0

200

400

600

800

1000

1200

1400

10 12 14 16 18 20 22 24 26

Time (s)

Te
m

pe
ra

tu
re

 (c
o )

REC HOR SQUARE REC VER TRI-F TRI-R  
Fig. 4. Temperature vs time at reference point (0, 6, 75) 

The duration of the beam-material interaction, given 
by ts, is the ratio of the axial length, dax, to the scanning 
speed, v, (ts= dax/v). Beam REC-V which has the longest 
axial length, gives the highest temperature of 1240oC. 
However, its lateral temperature spread (along the x–
direction) is narrower compared to the other beams 

 
 

3.2 Structural analysis 

Table 1 shows the results of the displacements for each 
beam. The SQUARE beam has the largest average 
bending angle followed by the REC-H, TRI-F, REC-V 
and TRI-R. The displacements of the free edge were 
measured at both the beam entrance side, UYi, (150, 6, 0), 
and the beam exit side, UYf (150, 6, 150) to observe the 
edge effects. For all cases, higher displacement occurs on 
the beam exit side rather than the entrance side. This 
agrees with general findings and has been established to 
be caused by a higher temperature at the exit path rather 
than the entrance [9].  From table 1, it is interesting to 
note that REC-V and TRI-F both produce the lowest 
percentage angle variation compared to the rest of the 
beams. This could definitely help in cases where high 
tolerance accuracy is needed especially when a small 
angle adjustment is required in a single pass scan. REC-H 
produces the highest edge effect with 10.7% angle 
variation between the entrance and the exit angle, 
followed by TRI-R with 9.3%. From this result it could 
be concluded that the beams with a narrow leading edge 
such as REC-V and TRI-F produce less bending angle 
variation. On the other hand beam with wider leading 
edge such as REC-H and TRI-R produce higher bending 
angle variation. 

Another type of edge effects is the curvature of the 
scanning line which is shown in figure 5. All beams 
produce concave profiles. Again, REC-H produces the 
highest edge effect with the maximum displacement of 
0.14mm. Interestingly, both the triangular beams, TRI-F 
and TRI-R, produce lower distortion along the scanning 
line with the maximum displacements around 0.07mm. 

 
  

Table 1. Results of displacement and bending angle 

Items Unit REC-H SQUARE REC-V TRI-F TRI-R 
Beam entrance side, UYi mm 0.952 1.178 0.8383 0.866 0.797 
Beam exit side, UYf mm 1.054 1.259 0.8757 0.913 0.871 
∆UY=UYf-UYi mm 0.102 0.081 0.0374 0.047 0.074 
% variation (Edge effect)   10.7% 6.9% 4.5% 5.4% 9.3% 
UYave mm 1.003 1.219 0.857 0.8895 0.834 

Average bending angle, bα  o 0.766 0.931 0.655 0.680 0.637 
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However TRI-R produces a variation of 9.3% in the 
bending angle along the scanning line, while TRI-F 
produces only 5.4% variation (table1). This leads to the 
conclusion that TRI-F is the better option for lower edge 
effects.  
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Fig. 5. Vertical displacement along the scanning path ((0, 6, 0)  
to (0, 6, 150)) 

At the end of the cooling period, the width of the 
plastically deformed zone on the irradiated surface is 
about the width of the laser beam. This is the cause for 
different deformation behaviour from different beam 
geometries. The sum of plastic strains is zero at any given 
time based on the assumption of constant volume during 
plastic deformation. Generally, the materials under the 
spot scan shrink in the x-direction (tranverse) and expand 
in the thickness direction. Small shrinkage also occurs in 
the z-direction (laser beam movement direction) which 
contributes to the the edge effect.  
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Fig. 6. Plastic strain, εx, through the thickness direction 

Figure 6 shows the plastic strain, εx, measured in the 
middle of the plate from the top surface (0, 6, 75) to the 
bottom (0, 0, 75). Generally, for TGM processes, one 
would expect the plastic strain, εx, to be higher at the top 
surface and gradually decreased through the thickness 
which is true for all beams in fig. 6 except REC-V. For 
REC-V the maximum plastic strain occurs at 2mm below 
the top surface which suggests that an Upsetting 

Mechanism (UM) occurs besides TGM. This explains the 
reason for the low bending angle for this beam, despite 
having the highest maximum temperature and plastic 
strain.  

4. Summary and conclusions 

A numerical study of the effects of five different beam 
geometries on laser bending of sheet metal, dominated by 
TGM, has been carried out. From the thermal analysis, it 
was established that the maximum temperature of the 
specimen depends strongly on the duration of the beam-
material interaction. Higher temperatures influence 
development of higher plastic strain due to the 
temperature-dependant yield stress. The width of the 
plastically deformed zone which is related to the 
transverse width of the beam, contributes to the different 
plate deformation behaviours by different beams.  

TRI-F is seen as the best beam for applications where 
high accuracy tolerance is needed especially when a small 
angle adjustment is required in a single pass scan. It could 
be concluded that the beams with a narrow leading edge 
are preferable to produce less bending angle variations 
compared to the ones with wider leading edge. This study 
forms the basis for more investigations on the effects of 
different beam geometries on laser forming.  

References 

[1] Bewsher, A, Powell, I & Boland, W (1996) Design of single-
element laser-beam shape projectors. Applied Optics. 35: 1654-
1658. 

[2] Bernges, J, Unnebrink, L & Henning, T (1999) Mask adapted 
beam shaping for material processing with excimer laser 
radiation. Proc. of SPIE. 3573: 108-111. 

[3] Hsieh, H-S & Lin, J (2005) Study of the buckling mechanism in 
laser tube forming. Optics & Laser Technology. 37: 402-409. 

[4] Vollertsen, F, Komel, I & Kals, R (1995) The laser bending of 
steel foils for microparts by the buckling mechanism-a model. 
Modelling and Simulation in Materials Science and Engineering. 
3: 107-119. 

[5] Hu, Z, Kovacevic, R & Labudovic, M (2002) Experimental and 
numerical modeling of buckling instability of laser sheet 
forming. International Journal of Machine Tools and 
Manufacture. 42: 1427-1439. 

[6] Geiger, M & Vollertsen, F (1993) The mechanism of laser 
forming CIRP. 42: 301-304. 

[7] Ansys (2003) Structure with material non-linearities and coupled 
filed analysis guide. ANSYS Theory Manual. Canonsburg, PA, 
ANSYS Inc. 

[8] Kyrsanidi, Ak, Kermanidis, Tb & Pantelakis, Sg (2000) An 
analytical model for the prediction of distortions caused by the 
laser forming process. Journal of Materials Processing 
Technology. 104: 94-102. 

[9] Bao, J & Yao, Yl (2001) Analysis and prediction of edge effects 
in laser bending. Journal of Manufacturing Science and 
Engineering. 123: 53-61. 

 
 



 

 

15–3 
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Abstract. 2-Dimensional laser forming can currently control bend 
angle, with reasonably accurate results, in various materials 
including aerospace alloys. However, this is a different situation for 
3-Dimensional laser forming. To advance this process further for 
realistic forming applications and for straightening and aligning 
operations in a manufacturing industry it is necessary to consider 
larger scale controlled 3D laser forming. The work presented in this 
paper uses a predictive and adaptive approach to control the laser 
forming of mild steel and aluminium sheet into a desired surface. 
Key to the control of the process was the development of a 
predictive model to give scan strategies based on a required 
geometry and the surface error. The forming rate and distribution of 
the magnitude of forming across the surface were controlled in the 
closed loop by the process speed. When the geometry is not formed 
within one pass, an incremental adaptive approach is used for 
subsequent passes, utilising the error between the current and 
desired geometry to give a new scan strategy, thus any unwanted 
distortion due to material variability can be accounted for and 
distortion control and removal is possible. 

Keywords: Laser Forming, Bending, 3D, closed loop. 

1. Introduction  

The inspiration behind Laser Forming (LF) originates in 
the flame bending or “line-heating” process. Flame 
bending uses an oxy-acetylene torch as a heat source and 
has been used extensively for the curving and 
straightening of heavy engineering components. However 
an oxy-acetylene torch lacks the subtleties of a laser. 
With minimal heating to surrounding material the use of a 
laser makes it easier to regulate energy absorption in 
localised areas. This allows for much greater control in 
the forming of a work-piece. Combine this with CNC 
control and the possibilities of an automated forming 
process become apparent. 
 LF has become viable for the shaping of metallic 
components, as a means of rapid prototyping and for 
adjusting and aligning. LF is of significant value to 
industries that previously relied on expensive stamping 
dies and presses for prototype evaluations. Relevant 
industry sectors include aerospace, automotive, 
shipbuilding and microelectronics. In contrast with 
conventional forming techniques, this method requires no 
mechanical contact and thus promotes the idea of ‘virtual 

tooling’. It also offers many of the advantages of process 
flexibility and automation associated with other laser 
manufacturing techniques, such as laser cutting and 
marking [1]. 

The process employs a defocused laser beam to 
induce thermal stresses without melting in the surface of 
a work-piece in order to produce controlled distortion. 
These internal stresses induce plastic strains, bending or 
shortening the material, or result in a local elastic plastic 
buckling of the work piece depending on the mechanism 
active [2].  

 LF can be split into two groups, basic single line 2D 
forming that produces shapes that are folds of varying 
angles, and more complicated multi-line 3D forming that 
produces continuous surfaces. 3D forming compromises 
‘developable forming’, which is a series of 2D bends 
producing a surface with a single curvature and ‘non-
developable forming’ which makes use of the shortening 
mechanism to produce a surface containing a double 
curvature.  

To advance the LF process for realistic forming 
applications and for straightening and aligning operations 
in a manufacturing environment, it is necessary to 
consider controlled 3D LF. In order to compete directly 
with conventional forming techniques, such as die 
forming, the process must be proven to be reliable, 
repeatable, cost effective and flexible. It is the potential 
flexibility of 3D laser forming that offers the greatest 
benefit. A change to required part geometry could be 
implemented easily through the CAD driven process, 
which can be compared to the expensive and in-flexible 
hard tooling requirements of the die forming process. 
The work presented here on 3D laser forming aims to 
prove the viability of this technique as a direct 
manufacturing tool and as a means of correcting 
unwanted distortion. To this aim, progress towards 
repeatable closed loop controlled 3D LF is presented. 
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2. Experimental 

Initial 3D LF investigations [3] were based around a 
purely empirical approach to establish rules for the 
positioning and sequencing of the irradiation lines 
required for the controlled 3D laser forming of 
symmetrical/uniform saddle and pillow (‘dome’) shapes 
from rectangular 400x200x1.5mm mild steel CR4 sheet. 
It was concluded from this work that the development of 
an on-line monitoring system with predictive distortion 
correction abilities is a requirement if any 3D laser 
forming operation is to be used in a manufacturing 
environment. This is due to the unknowns that can be 
present when forming in an open-loop set-up, such as 
residual stresses and variability in the absorption of the 
incident laser radiation.  

A foreseeable problem with a system which makes 
online distortion correction during processing is that the 
final geometry of the part is not reached until sometime 
after processing has stopped, when the plate has cooled 
somewhat and the elastic stresses have been released 
leaving a plastically formed part [4]. This suggests that a 
strategy of a one off single pass to produce a required 
geometry would be extremely difficult to predict and 
control. A more sensible method of producing a required 
geometry would be to increment towards it over a number 
of passes, taking surface measurements after each pass so 
as to have the ability to take account of any errors due to 
unwanted distortion. With the forming of saddle, pillow 
shapes and any non-developable shape the magnitude of 
forming is limited when using the TGM as it is 
principally an out of plane forming mechanism, where 
non-developable shapes need an in plane, or shortening, 
mechanism [5]. Because of the added complexity in 
forming non-developable parts, it is easier to consider a 
largely developable shape, with some slightly non-
developable areas. In previous studies [5, 6] lines of 
constant height were used to calculate the irradiation 
path. For this investigation lines of constant angle are 
used. Because the shape is mostly developable and is 
therefore a series of 2D bends the idea behind lines of 
constant angle is very simple. In 2D LF, when using the 
TGM to achieve a bend, a line is scanned at a right angle 
to the direction of the bend (fig. 1.). 

 
 
 
 
 
 
 

Fig. 1. Schematic of a two dimensional bend. 

This method treats each segment as an individual 2D 
bend and simply connects the angles that are equal. The 
contours are spread in equal increments of angle. The 

angle increment between each contour is then used to 
calculate the speed of the scan lines.  

Speed here is used to control the energy input, which 
is one of the main influencing parameters of bend angle 
[2]. The speed is calculated from a 2D investigation 
where a series of 2D bends were formed at various speeds 
to generate bend angle calibration data. 

This method forms the part evenly and reduces the 
possibility of over forming at the edges which is a 
drawback with using contours of constant height [5, 6]. It 
was concluded from earlier empirical studies [3] that, in 
order to develop control of the process of 3D laser 
forming, it was necessary to have the ability to define the 
surface to be formed. The desired shape (based on a form 
of aircraft cowling) may be defined by a Bezier surface 
patch (fig. 2.) in Matlab. 

 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Interpolated points defining desired shape 

This mathematical function allows the definition of a 
continuous 3D surface from only a limited number of 
supplied coordinates for the surface (e.g. 16), the rest of 
the data then being interpolated over a given range. 

In addition it was realised that as the scan strategy 
prediction is geometry based the error between a given 
shape and a desired shape could form the basis for a 
further scan strategy. Contours of error between two 
surfaces are akin to the error between a flat sheet and a 
desired shape that give the contours of angle. This can 
allow for the correction of a formed shape if the desired 
shape is not formed by the initial prediction. Thus an 
iterative method can be used to increment towards a 
desired shape. This method also allows for the correction 
of unwanted distortion in a pre-formed shape, by forming 
on both sides of a component. 

The experimental study was conducted on LF of 
graphite-coated 1mm thick AA 5251 using a 1.5kW 
Electrox CW CO2 laser with a 3-axis Galil CNC beam 
delivery system with custom written control software. 
The aluminium was cut into 400x200mm and 100x80mm 
coupons a 3D LF study and 80x80mm coupons for a 2D 
LF study. The coupons were used to produce calibration 
data via simple 2D bends for the 3D study. A diode laser 
range finder, mounted on the z-axis of the LF system, was 
used to verify/measure the bend angles in 2D LF and also 
the surface shape in 3D LF, by using control software to 
create a co-ordinate measuring machine (CMM) set-up. 
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The samples were held in place on the workstation table 
using a centre clamp; this required a hole to be drilled in 
the centre of the plates for a bolt to pass through. 

3. Results and Discussion 

Using an iterative approach based on the error between 
the current and desired surfaces it was possible to 
produce a component to within -5mm and +3mm 
maximum error in 200x80mm AA 5251 at 200W. This 
demonstrated both accurate 3D LF and a means of 
distortion correction as the system can create a new 
strategy based on the current shape. The final shape is 
shown in fig 3. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Evolution of laser formed part and the predicted scan strategy 
over the first 3 passes, 200x80x1mm AA5251, 200W, 3mm beam 

diameter, speed range 40-90mm/s. 

The speed range and power were selected to prevent 
faceting and melting. This produced a component to 
within +/- 5mm and a part with very little visible surface 
effects or witness marks (fig 4). 

 
 

Though there is no visible evidence of a dwell on the 
surface a dwell still occurs. This is undesirable as it is an 
unnecessary added input of heat. However, this is easily 
preventable. By closing the laser’s shutter prior to the end 
of the movement or increasing the size of the irradiation 
path to place dwell points off the work piece would solve 
this problem. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Final geometry produced. 200x80x1mm AA5251, 200W, 
3mm beam diameter, speed range 40-90mm/s 

When scaled up to 400x200mm there was a great deal 
more forming than expected with the first pass producing 
an over formed part with an error of -2mm and +12mm 
(figure 5). This can easily be improved with a reduction 
in speed. Another reason for over forming was that the 
part moves into focus as it is formed, which reduced the 
spot size and increased the fluence on the outer paths. A 
solution to this would be to start the scan path at the 
outside and working inwards, the laser then passes over 
sections that have not yet moved. This will reduce the 
increase in forming due to moving into focus. 
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Fig. 5  Final geometry produced. 400x200x1mm AA5251, 200W, 
3mm beam diameter, speed range 40-90mm/s 

4. Conclusions 

• It is possible to predict an irradiation strategy for 
developable shapes using contours of angle.  

• By using an iterative pass-by-pass approach, it has 
been possible to form a 3D shape in a controlled 
manner to a reasonable degree of accuracy, taking 
account of  unwanted deformations from program 
error or material non-uniformity. 

• The system can be used for correction distortion with 
the ability to calculate a scan strategy to form a 
shape from just about any other shape. 

• Size or ratio of a part effects how it reacts to laser 
forming, further 2D investigation is needed to be 
able to increase the accuracy of the system. 

• Further investigation into speed calibration is 
needed. 

• Although the system is very good at creating 
accurate shapes, for smaller adjustments more 
investigation is needed. 

• Dwell points add surplus heat that can melt and/or 
damage the work piece and need to be programmed 
out.  
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Fracture Toughness Modifications By Means of CO2 Laser Beam Surface 
Processing of a Silicon Nitride Engineering Ceramic 

P. P. Shukla and J. Lawrence 

Wolfson School of Mechanical and Manufacturing Engineering, Loughborough University, Leicestershire LE11 3TU 
UK. 

Abstract. Surface treatment of an Si3N4 engineering ceramic with a 
CO2 laser was carried out to identify changes in the fracture 
toughness (K1c). A Vickers macro hardness indentation method was 
adopted to determine the K1C prior to and after the CO2 laser 
treatment. After determination of the surface integrity, crack 
geometry, crack lengths and the dimensions of the diamond 
indentations, computational and analytical methods were employed 
to calculate the K1c. A decrease in the surface hardness of nearly 7% 
and of 44% in the resulting crack lengths was found after laser 
treatment. This inherently led to a 64% increase in the K1c for the 
Si3N4. This could have occurred due to melting and redistribution of 
the melt zone which softened the near (top) surface layer forming a 
degree of oxidation, causing the surface of the engineering ceramic 
to transform into a new composition.  

  
Keywords: CO2 laser, Si3N4 engineering ceramic, K1C. 

1. Introduction 

  
Because ceramics are hard and brittle, the K1c is a very 
important material property as high K1c implies increased 
softness and ductility [1-9]. Unlike metals, it is difficult 
for dislocations to propagate with ceramics which makes 
them brittle [10-12]. Also, ceramics do not mechanically 
yield in comparison to metals which leads to a much 
lower resistance to fracture [10-12]. Ceramics in 
comparison with metal and metal alloys have a low K1c; 
thus, it is beneficial if the K1c of ceramics could be 
increased.  

Despite being lengthy, the calculation of K1C using 
the experimental values from indentation tests, has been 
proven to be a consistent technique [3, 4]. Numerous 
empirical equations are available from previous studies 
which can be applied to the experimental values [1-4, 13-
21], which act as the input parameters for determining the 
value required. 

This study is focused on the use of various empirical 
equations from the literature combined with the Vickers 
indentation method to calculate the K1c of a Si3N4 

engineering ceramic and observe the effects thereon of 
the CO2 laser surface treatment. 

2. Experimental Techniques and Analysis 

2.1 CO2 laser treatment  

The CO2 laser treatment was conducted on cold isostatic 
pressed (CIP) Si3N4 with 90% Si3N4, 4% yttria, 4% Al2O3 
and 2% other (unspecified content), (Tensky International 
Co., Ltd.) in ambient conditions. Each test piece was 
obtained in blocks of 10 x 10 x 50 mm3. A 1.5 kW CO2 
laser (Everlase S48; Coherent, Ltd.) emitting at a 
wavelength of 10.6 µm in the continuous wave (CW) 
mode was used. To obtain an operating window, trials 
were conducted by varying the power between 50 and  
200 W and varying the traverse speed between 100 and 
600 mm min-1. From these trials, it was found that 150 W 
at 600 mm min-1 were the ideal laser parameters to use in 
terms of achieving a crack-free surface. The stand-off 
distance between the nozzle and the work-piece was kept 
to 16 mm in order to obtain a focal spot size of 3 mm. 
Programming of the laser was conducted using an 
integrated software which controlled the motion system. 
A 50 mm line was programmed as a potential beam path 
using numerical control (NC) programming.  This was 
transferred as a .dxf file.   

2.2 Vickers indentation method 

A diamond indenter of a specific shape was used to 
indent the as-received and CO2 laser treated surface of the 
Si3N4. Around 50 indentation tests were performed on the 
as-received and laser treated surfaces. The diamond was 
initially pressed on to the as-received surface of the Si3N4 
and the load of 5 kg was then released. The indented 
surface and the resulting crack lengths were measured 
using the optical microscopy and a co-ordinate measuring 
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machine. This is a standardized technique to ensure that 
valid diamond indentation tests were performed [22]. 
Thereafter, the surface area of the indentation was placed 
into Equation 1 to calculate the hardness value:  

 
HV= 2P sin [θ/2]/ D2 = 1.8544P/D2                                     (1) 
 
where, P is the applied load, D is the average diagonal 
size of the indentation and θ is the angle between the 
opposite faces of the diamond indenter. 

2.3 Calculation of K1c  

Various equations are available to calculate the K1c [1-4]. 
Previous work by Shukla and Lawrence [4] showed that 
Equation 2 [1, 2] was the most suitable for use in this 
work. This is given by: 
 

K1c = 0.016 (E/Hv) 1/2 (P/c3/2)                      (2) 
 
where, P is the load, c is crack length, Hv is the Vickers 
material hardness value, E is Young’s modulus (320 GPa) 
and 0.016 (materials empirical value) [1, 2]. The hardness 
obtained from the Vickers indentations test, crack length, 
and Young’s modulus of the Si3N4 were the changing 
input parameters for Equation (2). Young’s modulus was 
increased to 360 GPa when calculating the K1c of the CO2 
laser treated surface because of the ceramic being 
anisotropic. Further, the Si3N4 underwent a heating 
resulting from interaction with the CO2 laser beam, which 
would, in turn, have led to an increase in the stress and 
strain ratio from the induced thermal stress. It was 
therefore proper to increase the Young’s modulus for the 
laser treated samples in order to calculate the K1c. 

3. Results and Discussion 

3.1 As-received surface: Hardness, crack lengths and 
the K1C. 

An average hardness of 1106 Hv for the as-received 
surface of the Si3N4 was determined. The highest value 
found on the surface of the Si3N4 was 1648 Hv and the 
lowest value was 707 Hv, as shown in Figure 1. This 
fluctuation is considerable and well outside the expected 
range of ± 10% [23]. This wide fluctuation in the 
hardness values is not unusual and resulted from surface 
scaring and pre-existing cracks as a result of the 
manufacturing process [24].    

The crack lengths ranged between 228 to 638 μm 
with an average of 387 μm, as presented in Figure 2. 
Crack length has a close relationship with the hardness of 
a ceramic; high hardness inherently leads to a high level 
of cracking and materials with low hardness produces 
smaller sized cracks. This relates directly to the final K1C 
value as materials with high hardness will give rise to 

long crack lengths which in turn will generate lower K1c 
values; materials with low hardness are softer and more 
ductile and will therefore produce shorter crack lengths 
through resistance to indentation and in turn produce high 
K1C values.  
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Fig. 1. Hardness of the as-received surface of the Si3N4. 
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Fig. 2. Crack length as-received surface of the Si3N4 ceramic. 
 

The calculated K1c values ranged between 0.55 and 3.06 
MPa m1/2 and averaged 1.71 MPa m1/2, as can be seen 
from Figure 3. The crack length and the hardness are the 
major parameters in influencing the end value of the K1C. 
The K1C values for Si3N4 engineering ceramic are given 
in the literature as ranging between 4 and 8 MPa m1/2 [5], 
but this is the bulk K1C. For this investigation, the K1C 
was calculated specifically for the surface, where 
impurities such as manufacturing induced macro-cracks 
and pre-existing surface flaws are present. These 
impurities considerably reduce the surface strength and 
the resistance to indentation of the Si3N4. Also, due to the 
applied indentation load only penetrating to a depth of 
approximately 75 μm, the strength of the Si3N4 at this 
depth may still be low, so the true hardness value of the 
Si3N4 was not recorded. This is not an issue, however, as 
in this work the loading conditions were the same for the 
laser treated Si3N4 surface; thus the work and the findings 
were comparable. In this case, the indentation load was 
kept constant at 5 kg and the Young’s modulus was 320 
GPa for the as-received surface.  

Figure 4 illustrates an example of a footprint of the 
diamond indentation at 5 kg with its crack profile and the 
calculated K1C value. It was found that for this particular 
diamond indentation the hardness was 770 Hv, with an 
indentation size of 110 µm and the crack length of 294 
µm - producing a K1c value of 3.01 MPa m1/2. This result 
was compared with the CO2 laser treated sample (see 
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Figure 7), which showed that the diamond indentation 
was larger in size by 9%. This indicates that the laser 
surface treatment brought about the softening of the 
surface of the  Si3N4. 
 

 
 

Fig. 3.  K1c of the as-received surface of the Si3N4. 
 

 
 

Fig. 4. Microscopic image (left) and the crack profile (right) of the 
as-received surface of the Si3N4 ceramic. 

 
3.2. CO2 laser treated surface: Hardness, crack 
lengths and the K1C 
 
The average hardness of the CO2 laser treated surface was 
1028 Hv - a reduction of 7 % from the as-received 
surface. This reduction in the surface hardness indicated 
that a softer surface layer was produced by the CO2 laser 
treatment, resulting in a surface that would be more 
resistant to cracking and fracture. The hardness values 
ranged between 264 and 1449 Hv, as shown in Figure 5. 
It is evident from Figure 5 that the fluctuation in the 
hardness values was large. The reason for this was due to 
the surface containing an oxide layer of around 123 µm 
thickness (see Figure 7) which was somewhat softer and 
more uneven in comparison to the laser unaffected 
surface. As such, the diamond indenter penetrated deeper 
into the surface in some of the regions than in others: 
which is why the diamond indentation in Figure 7 is not 
symmetrical in comparison to that of the as-received 
surface. 
Reduction of the surface hardness from the CO2 laser 
treatment led to a reduction in the cracks lengths induced 
by the Vickers diamond indenter to an average of 210 
μm. This was 44% lower in comparison to the as-received 
surface of the Si3N4 ceramic. The crack lengths ranged 
between 135 to 295 μm. The fluctuation from the values 
in Figure 6 have resulted from the newly formed, uneven 
oxide layer after the CO2 laser treatment.  

Figure 7 presents an example of a diamond 
indentation produced and the accompanying crack 

geometry. It can be seen from Figure 7 that the diamond 
indentation was larger than that of the as-received surface 
(see Figure 4) by about 8 µm. The indentation size 
measured was 118 µm, with a hardness of 666 Hv and the 
crack length of 160 µm. Figure 8 is a topographical image 
of the laser treated surface, showing the profile of the 
laser treated surface including the newly formed surface 
layer comprising of surface oxidation along with the heat 
affected zone (HAZ) and the laser unaffected zone. The 
new surface was formed from the result of the Si3N4 
ceramic being exposed to the atmosphere at high 
temperatures. This would have led to a possible compo- 
sitional change where the Si3N4 was changed to SiO2. The 
change in composition of the Si3N4 was also confirmed 
from a previous investigation by Lysenko et al [25].   

The average K1c of the CO2 laser treated surface was 
found to be 4.78 MPa m1/2 and ranged between 2.74 and 
11.90 MPa m1/2. These values also fluctuate considerably 
due to the variations found in the hardness and the crack 
lengths that led to generating an uneven surface profile 
after the CO2 laser treatment. 

Two other parameters that can influence the K1C of 
the Si3N4 are the indentation load and the Young’s 
modulus. Whereas the indentation load was kept constant 
in this study, so the effects of this parameter were zero. 
However, the Young’s modulus would also influence the 
K1c of the Si3N4 since an increase in the ratio of stress and 
strain which in turn increases the Young’s modulus value 
and affects the end K1c value. If the effect of Young’s 
modulus was ignored then the K1c value for the CO2 laser 
treated surfaces would be reduced to 6 % on average. 

 

 
 

Fig. 5. Hardness of the CO2 laser treated surface of the Si3N4. 
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Fig. 6. Crack length of the Vickers indentation test of the CO2 
laser treated Si3N4 ceramics. 
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Fig. 7. Microscopic image (left) and the crack profile (right) of the 

CO2 laser treated surface of the Si3N4 ceramic. 
 

 
 

Fig. 8. Surface profile of the CO2 laser treated Si3N4 ceramic. 
 

 
 

Fig. 9. K1c of the CO2 laser treated surface of the Si3N4 ceramic. 
 

4. Conclusions 

K1c of the as-received and CO2 laser treated surfaces were 
investigated using the Vickers hardness indentation 
method and by employing empirical equations for hard, 
brittle ceramics from the literature. The K1C of the CO2 
laser treated surface compared with the as-received was 
increased by 64%. This was due to a 7% reduction in 
hardness and 44% reduction in the crack lengths 
produced from the CO2 laser surface treatment. 
Moreover, the reduction in hardness generated lower 
cracks during the Vickers indentation tests which 
indicated that the surface had more resistance to fracture. 
This occurred through the effect of softening and 
redistribution of the melt zone which produced a change 
in the composition of the CO2 laser treated surface of the 
Si3N4 and induced ductility in comparison to that of the 
as-received surface. The CO2 laser treatment of the Si3N4 
had also formed a new surface layer which comprised of 
a different composition to that of the laser unaffected 
surface. The change in composition occurred due to the 

Si3N4 ceramic being exposed to the atmosphere at high 
temperatures which modified the top layer of the Si3N4 to 
SiO2. Further work is being undertaken to fully 
understand the change in the chemical composition which 
led to the K1C modification of the CO2 laser treated Si3N4 
ceramic.  
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Surface oxygen diffusion hardening of TA2 pure titanium by pulsed Nd: 
YAG laser under different gas atmosphere  
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Abstract. Titanium and its alloys are widely used in a variety of 
application in aerospace, automotive, chemical and biomedical 
industries. High affinity with oxygen limits their use at elevated 
temperatures. Exposure of titanium and its alloys to any oxygen 
containing atmosphere at elevated temperatures leads to formation 
of an oxide layer (OL) on the surface with an oxygen diffusion zone 
(ODZ) beneath it. TA2 pure titanium was surface treated by laser 
oxygen diffusion hardening for improving the surface hardness. The 
present study aims at characterization of the surface oxygen-
containing film formed in laser surface oxygen diffusion hardening 
process by mean of a scanning electron microscope(SEM) and X-ray 
photoelectron spectroscopy(XPS).The laser formed surface oxygen-
containing film is obtained by different gas atmospheres with 
oxygen, air, N2, Ar+N2 and O2+Ar mixed gas. The hardening film on 
the TA2 surface has different colours, and has a certain thickness. 
The surface hardness can be as high as 1200Hv as compared with 
310Hv for the as-received TA2 substrate. The findings show clearly 
that laser surface oxygen diffusion hardening process significantly 
improves the surface properties of the TA2 pure titanium. 

Keywords: Laser oxygen diffusion hardening; TA2 titanium alloy; 
microstructure; hardness 

1.  Introduction 

Titanium oxide (TiOx) is a widely used coating material 
for catalytic, sensors and microelectronic applications due 
to its exceptionally physical and chemical properties [1]. 
The two most important crystalline phases of 
stoichiometric TiO2 (rutile and anatase) possess high 
refractive indices, high dielectric constants, high chemical 
stability and biocompatibility as well as low friction 
coefficients. 

Modification of the titanium surface by Nd:YAG 
pulsed laser was reported in previous publications[2-9]. It 
was shown that the surface state of a material is strongly 
influenced by the laser treatment parameters and 
experimental conditions. The formation of a thick 
oxidized layer on the titanium alloy surface by laser 
treatment can significantly improve the tribological 

properties of titanium [7,9]. No reports have been found 
which discuss the influence of the gas type on the surface 
harden layer formation.  

The aim of this work is to study of the surface oxygen 
diffusion hardening of titanium in air, oxygen, N2, Ar+N2 
and Ar+O2 gas with a pulsed Nd:YAG laser. Samples 
treated under different gas atmosphere have been 
obtained and analyzed through several characterization 
techniques. 

2. Experimental work 

The flat TA2 pure titanium specimens used in this study 
were 10mm×8mm×4mm in dimension and were cut from 
the ingot, mechanically polished with SiC paper to a 
mirror finish and ultrasonically cleaned in demineralised 
water and ethanol.  

Laser surface oxygen diffusion hardening was 
performed using a pulsed Nd:YAG laser. The samples 
were irradiated with a pulsed Nd:YAG laser in protected 
gas atmosphere using the following processing 
parameters: pulse rate = 6.0 Hz, pulse duration = 4.0ms,   
laser spot (defocused) diameter = 2 mm, laser scanning 
speed = 3 mm/s. These parameters were selected after 
preliminary trials attempting to obtain oxide films of 
reasonable quality in terms of thickness and uniformity. 
During laser processing, a thermal couple was attached to 
the back of the sample to monitor the temperature 
variation. The laser processing parameters finally selected 
are given in Table 1. 

Microstructure examinations of the samples were 
conducted by a scanning electron microscope (SEM) and 
optical microscope (OM). The surfaces of the laser 
treated samples were analyzed by XPS. Hardness 
measurements were carried out on the cross-sections of 
the polished samples with a Vickers indenter under the 
indentation load of 100g with a holding time of 15s. 
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Table 1 Laser processing parameters used in study 

Sample 
No. 

1 2 3 4 5 

Outpower 120W 120W 120W 120W 120W 

gas O2 O2+Ar O2+N2 N2 air 

（Note：O2:1L/min, N2:5L/Min; air: the ambient 
atmosphere; O2+N2 is a mixed gas with oxygen and 
nitrogen, the gas flow velocity is O2 :1L/min, N2 :5L/min; 
O2+Ar is a mixed gas with Ar and O2, the gas flow 
velocity is O2:1L/min,: Ar : 5L/min） 

3. Results and Discussion 

Figure 1 shows the surface appearance of the laser treated 
samples. The treated samples present different uniform 
colours depending on the environment gas: dark-green; 
brown; golden; yellow to green; brown-green. The 
surface colour is related to the composition of the surface. 

Detailed study of the surface of the samples by SEM 
(see Figure 2) revealed that the spatial distribution of the 
surface is not really uniform. The most interesting 
phenomena observed with the present study are the 
periodic surface structures (PSS). Some have periods at 
micrometer scale (Figure 2. a2, b2) and some at 
nanometer scale (Figure 2. d4, e2). The micrometer scale 
ones are apparently the result of melting and subsequent 
corrugation due to kinetic pressure. Furthermore, both 
concentric and radial ripples could be observed (Figure 2 
(a, a1, a2, b, b1, b2) at the surface of the craters, with 
periods ranging from 4μm to 10μm (Figure 2 a2, b2). The 
small periodic surface structures obtained at nanometer 
scale are completely different (Figure 2 d4, e2). The 
periodicity is about 700nm. All of the phenomena 
indicate that the ripples originate from the interference of 
the incident laser beam with the so-called surface waves 
scattered off imperfections on the alloy surface and 
running along the surface [2, 3]. 

Some cracks on all the samples surface can be 
observed, especially serious for the sample treated under 
oxygen atmosphere. The large volume ratio of rutile to 
Ti(1.73) [4, 5], large lattice mismatch and the large 
difference in the coefficient of thermal expansion 
between rutile and titanium are considered to be 
responsible for the spallation of the oxide layer from the 
substrate [5]. The evolution in surface appearance 
confirms that the target surface has been heated up to the 
liquid phase, which may lead to oxygen diffusion from 
the surface to the layer below it.  

A cross-section micrograph of the laser treated 
samples is shown in Figure 3. By analysis of this figure, 
the oxide compound (or nitride compound) layers on the 
surface of the samples are clearly observed. These layers 

are comprised of the TiO2 and TiN (confirmed by XPS). 
Beneath this layer, a variation is observed in grain 
structure which is different from that of the substrate. The 
zone is essentially related to the diffusion of 
oxygen/nitrogen and/or heating at high temperatures 
during laser process. Moreover, the TiO2 scale is not 
dense when treated under O2 atmosphere. From 
Figure 3(c-d), a visible crack can be seen clearly. 

High resolution XPS collections of Ti and O binding 
energy regions for the surface oxygen diffusion hardening 
TA2 are recorded as shown in Figure 4. The Ti 2p XPS 
spectrum exhibits two dominant peaks, identified as 
Ti4+(TiO2) 2p3/2 at 458.4~458.5eV and Ti4+(TiO2) 2P1/2 at 
463.8~464eV (see Figure 4(a-b)).  Figure 4(a-e) shows 
the O 1S XPS spectra obtained at different atmospheres. 
The O 1S spectra of the outermost surface of TA2 after 
laser treatment can be divided into four peaks, a lower 
binding energy peak near 530ev originating from titanium 
oxide and three higher binding energy peaks, in the 
vicinity of 530.2 eV, 531.7 eV and 532.3eV. The results 
are similar to the observed in TiO2 in reference [6].The 
strongest oxide signal in all the diffractograms 
corresponds to TiO2 (solid solution of oxygen within the 
titanium matrix), which appears in all the cases. 

Figure 5 shows the XPS survey scan spectra for the 
laser treated samples. The dominant signals of the treated 
samples are C, O and Ti, whereas for the O2+N2, N2 
atmosphere treated samples, signals of N are also found. 
And some small signals (such as 741.75eV) are detected 
on all the samples. 

The hardness measurements through microhardness 
indentation test revealed that the hardness can be as high 
as 1200 Hv across section of the samples. The hardness 
of the top layers of the nitrided sample was higher than 
those of the oxidation samples. The improved hardness 
can be assigned to both the surface oxide layer and the 
diffusion zone, owing to the diffusion of oxygen and 
nitrogen into the alloys.  

 

 
Fig. 1. Surface appearance of the laser treated samples  

 

 

 



 Surface oxygen diffusion hardening of TA2 pure titanium by pulsed Nd: YAG laser 525 

 

Fig. 2. SEM images of surface morphology of laser oxygen 
diffusion hardening samples: (a-a2) O2; (b-b2) O2+Ar; (c-c2) O2+N2; 
(d-d4)N2 ; (e-e2) Air 

 

Fig. 3 SEM images of cross-section of laser oxygen diffusion 
hardening samples for different gases (a,a1) O2, (b,b1) O2+Ar; (c,c1) 
O2+N2; (d,d1)N2; (e,e1) Air (a-e) low magnification, (a1-e1) high 
magnification 
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Fig. 5 XPS survey scan spectra of the treated samples 
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4. Conclusions 

The surface chemistry of the TA2 titanium treated by 
laser under different environment gases was investigated 
by XPS, and the microstructure was observed by SEM. 

In the surface oxidation treatment of TA2 with an 
Nd:YAG laser led to macroscopic colour of the samples. 
It was observed that the surfaces of these samples were 
dominated by Ti, C,O elements, in addition of N for the 
N2,N2+Ar treated atmosphere. A titanium nitride layer 
was created by the surface of TA2 under N2, N2+Ar gases 
and TiO2 layer by O2, O2+Ar and air.  TiO2 existed at the 
outermost surface layer and was detected for all the 
treated samples. The surface hardness has been enhanced 
as high as 1200 HV.  
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Investigation on the Key Techniques of Confined Medium and Coating 
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Abstract. Laser shock processing (LSP) is an advanced technology 
of surface treatment, which can remarkably extend fatigue life and 
improve corrosion resistance of aeroengine blades. Some key 
techniques are investigated through LSP on aeroengine blades in this 
paper. The Nd:YAG laser is used with pulse energy about 50 J. 
Flowing deionized water spouted on the double sides of blade is 
applied in this study. The methods of removing folds on aluminum 
foil (as coating layer) are discussed relating with laser energy and 
pasting modes of Al foil. The measures of improving processing 
effect related with coating layer are studied. The mode of spouting 
water near blade root is investigated. The spouting water and Al foil 
on the rear of blade as protected mediums are explained for 
improving the treatment effect of LSP. The abating of pockmark on 
the surface of Al foil after LSP is researched. All the results of 
experiment and analysis in this paper are beneficial to improving the 
efficiency and effect of LSP on aeroengine blades. 

Keywords: Laser shock processing; Aeroengine Blade; Coating 
Layer; Fold; Pockmark 

1. Introduction 

The aeroengine blades endure the loadings of tension, 
bending and vibration during high velocity rotating and 
scoured by strong airstream. And the work conditions are 
very harsh. The blades, especially the ones sited at 
compressor inlet-end or front fan, are easily impacted by 
foreign object damage (FOD), such as gravels or birds. 
This case can make engine void and cause accidents. The 
fundamental reasons are the formation of deformation, 
crack and gap at the local of the forward and backward 
borders of blades, which cause stress concentration or 
become the failure source and threaten the safety and use 
of blades. It is the important means of improving the 
fatigue performance through importing compressive 
residual stress into the surface of blades [1]. 

The technique of LSP is suitable for the structure of 
thin walled and complex profile, such as engine blades. It 
is flexible for hole, groove and curve surfaces. The depth 
of compressive residual stress for LSP is larger than the 
one induced by shot peening. It is beneficial to improving 
fatigue performance [2]. However there is less studies 

about coating layer and confined medium of LSP on 
aeroengine blades, which are important using this 
technique on blades.  The key techniques, including the 
folds or bubbles on the surface of Al foil, the mode of 
pasting, the mode of spouting and preventing the bulging 
of Al foil and the pockmark of jointing surface, are 
investigated relating with treatment effect using Al foil as 
coating layer and flowing deionized water as confined 
medium. 

2. Principle of LSP 

The principle of LSP is shown in Fig.1. The surface of 
target is plastered with a coating layer (also called 
sacrificial layer, normal organic paint or metallic foil, 
such as tape, zinc or aluminum) after polishing  [3]. The 
laser with high peak value power (>1 GW/cm2) and short 
duration (nano second level) irradiates on the surface of 
coating layer traveling transparent confined medium 
(water or glass) by focusing lens. The coating layer 
absorbs the laser energy, explodes and forms plasma in 
very short time. The plasma is restrained by confined 
medium during expanding and products high pressure 
shock wave [4]. When the peak value of stress wave is 
beyond the HEL (Hugoniot Elastic Limit) of the target for 
a suitable time, the dense and stable dislocations (or twin 
crystal) are formed. The surface strain hardening is 
produced at the same time. The elastic deformation 
energy with shock wave is greater than or equal to the 
plastic and yielding deformation energy of material. The 
compressive residual stress is generated on the surface 
and in material due to the plastic deformation layer 
restraining the resuming of the elastic deformation 
energy. The existence of compressive residual stress 
alters the distribution of stress field and improves the 
fatigue performance of material surface. So the technique 
of LSP can evidently improve the performance of 
corrosion and fatigue resistance [5,6]. The heat effect can 
be ignored due to the existence of coating layer and the 
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very short time of interaction and protecting the target 
from thermal damage. The confined medium is used to 
enhance the pressure of shock wave and prolong the 
action time. 
 

 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Scheme of LSP 

The Nd:YAG laser of BAMTRI is used for the 
experiment with pulse energy about 50 J, pulse duration 
30 ns and wavelength 1064 nm. The flowing deionized 
water with 1-2 mm thickness is used on the double sides 
of blades as the confined medium. The Al foil is chosen 
as the coating layer with 0.1-0.2 mm (easy to be pasted 
and removed and no pollution comparing with paint). The 
diameter of spot size is 4-5 mm with laser intensity 8 
GW/cm2. 

3. Results and discussions 

3.1 The eliminating of folds and bubbles on Al foil 
surface 

The folds or bubbles on the Al foil surface could emerge 
due to tactless or unskilled operating, which are not even 
and smooth for the coating layer as shown in Fig.2a. The 
existence of these flaws not only influences the shocked 
effect but also causes the damage of the surfaces or edges 
of blade illustrated in Fig.3. The surface smoothness and 
gloss of Al foil before LSP are required. There are two 
methods to eliminate the folds and bubbles for 
smoothness seen in Fig.2b, which are rolled using the 
special tool for LSP or pasting it again respectively.  

The BAMTRI has established the perfect process and 
the criterion for LSP on blades. 

 

 
                                                  (a) 

 
                                          (b) 

Fig. 2. Blade surface coated with Al foil, (a) with flaws; (b) no 
flaws 

 
 
Fig. 3. The shocked Al foil surface with flaw. 

3.2 Modes of pasting Al foil 

The modes of pasting Al foil affect directly the quality of 
LSP. Even the irrational modes cause the damage of 
blades during LSP. The initial mode is single Al foil and 
then two foils of double sides of blade are used as shown 
in Fig.4. However the mode with two Al foils has two 
flaws. The one flaw is the small energy has to be used for 
protecting the blade flanks from damage since the small 
covering region on the edges with two Al foils and the 
shocked effect is poor. The other one is normal energy is 
used for better effect while the flanks of blade are 
damaged in different degrees seen in Fig.5. The blade 
flanks are the main positions of the crack initiation and 
blade fracture, and are the special protected and shocked 
regions.     

Therefore the single Al foil pasted on two sides of 
blade is used in order to obtain the better shocked effect 
as shown in Fig.6. This method not only reduces the 
pasting time and improves the efficiency but also protects 
the blade flanks and avoids harming blade at higher 
energy. The same energy is used on the double sides of 
blade, which guarantees the shock effect on the flanks 
and surfaces.   
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Fig. 4. LSP of double sides of blade with two Al foils 

 
Fig. 5. Injured flank of blade due to rupturing Al foil 

 
Fig. 6. Single Al foil pasted on two sides of blade 

3.3 Mode of inclined spouting 

The mode of inclined spouting is used on the surfaces of 
blade in order to obtain the smooth and uniform confined 
layer for the distort surface, especially the curve surface 
around root of blade. The related tools and technique 
ensure the smooth, gentle and uniform thickness flowing 
water and avoid the interference between water and laser. 

3.4 Flowing water used on the rear blade for abating 
the bulging foil 

If the material is thin walled structure and no measure is 
taken on the rear of the target at the same time, the 
spallation will happen seen in Fig.7 due to the 
propagation of intense stress wave and its refelcting when 

some materials are treated by laser under appropriate 
parameters. Even if the parameters are adjusted, the 
bulging Al foil still can be seen to some extent in Fig.8 on 
the rear surface of shocked blade. 
 

 
Fig. 7. Spallation on the rear of target 

 

 
Fig. 8. Bulging on the rear of blade after shocking 

In order to ensure the shocked quality and improve the 
effect, the flowing water is scoured on the rear surface of 
blade during LSP. The rear appearance of Al foil after 
LSP is shown in Fig.9, where no bulging on the Al foil 
comparing with Fig.8. Since the flowing water on the rear 
surface of blade is imported and the impedance of water 
is larger than the one of air, the reflection of shockwave is 
weaken between Al foil and blade. The distribution of 
state is illustrated in Fig.10 after changed process of LSP. 
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Fig. 9. The smooth and even surface of Al foil after scouring water 
on the rear surface of blade during LSP 

 
air foil blade foil water air  

a 

air water foil blade foil water air 

  b 
Fig. 10. Distribution of state  (a) before modification; (b) after 

modification. 

3.5 The abating of pockmark   

The pockmarks on the jointing surfaces between Al foil 
and blade emerge due to the difference of the selected 
parameters and the mode of uncovering Al foil as seen in 
Fig.11a. These pockmarks can be also seen on the blade 
surface shown in Fig.11b, which will affect the roughness 
of blade surface. 

The generation and size of pockmarks relate with 
laser energy and its distribution and the uncovering mode 
of Al foil through experiment analysis and observation. In 
order to abate or eliminate the adverse effect from 
pockmarks on blade, the lower limit value should be used 
on the premise of ensuring the shocked energy and effect; 
and the operation should strictly follow the instructions of 
BAMTRI about the uncovering foil. 
 

 
a 

 
b 

Fig. 11. Pockmarks (a) on the surface of Al foil; (b) on the surface 
of blade 

4. Conclusion 

The experiment analysis is discussed about the key 
techniques during LSP on engine blades. The important 
factors of affecting impacting effect related with coating 
layer and confined medium, including the folds or 
bubbles on the Al foil surface, the pasting mode, the 
spouting mode of flowing water as confined medium, the 
bulging of Al foil and the pockmark of jointing surface, 
are systematically investigated. All the factors can 
influence the effect of LSP on blades. The improvement 
measures given in this paper could effectively protect the 
blades at the same time improving the quality of LSP 
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Abstract. Thermal spray coatings are characterised as splat-
structures consisting of stackingsw of lamellae grains with numerous 
defects, such as inter-connected porosity and oxide inclusions along 
the splats interlayer boundaries. The existence of such defects 
significantly increases their corrosion susceptibility in aqueous 
solutions. In order to improve corrosion performance of T800 (Co-
Mo-Cr-Si), and T800-based WC HVOF-sprayed coatings, laser 
surface modification was carried out using a high-power diode laser 
to eliminate/reduce of the microstructral defects of the coatings by 
precise control of treatment depth with or without melting. 
Characterization of the laser-modified surfaces was conducted, in 
terms of microstructural morphology, chemical composition and 
phase analysis. Corrosion behaviors of the coatings before and after 
laser treatment were evaluated using electrochemical impedance 
spectroscopy (EIS) and immersion tests. The results indicated that 
the corrosion resistance of the HVOF coatings can be improved as a 
result of laser densification of the coatings by elimination of discrete 
splat-structure and porosity. However, the improvement of 
resistance to microgalvanic corrosion between the WC and Co-
matrix after laser treatment can be limited depending on the extent 
of melting occurred to the WC within the coatings. 

 Keywords: HVOF, WC-Co, MMC, Corrosion, Laser. 

1. Introduction 

High-velocity oxy-fuel (HVOF) sprayed Co-based WC 
metal matrix composite (MMC) coatings have been 
widely used for extending the lifetime of critical 
components in various industrial applications. When it is 
used in erosion-corrosion environment, corrosion can be a 
key factor in accenturing material loss [1]. These coatings 
have been described as highly susceptible to corrosion in 
aqueous solution, due to inherent characteristics of HVOF 
coatings causing complex microgalvanic and interfacial 
mechanisms. The dominating mechanisms were 
considered as [2]: 1) the difference of electrochemical 
potentials between the coating constituents providing a 
driving force for localized corrosion by a mechanism of 
microgalvanic corrosion; 2) the  interface between the 
WC and the metal matrix may represent a physical 
microcrevice, providing another driving force for 
localized attack by classic mechanisms of differential 

aeration; 3) the existence of inter-connected porosity and 
lamellar grain, splat-structures with oxide inclusions at 
interlayer boundaries resulting in another major concern 
to the failure of the coatings due to corrosion penetration 
into the interlayer and eventually de-bonding of the 
coatings. Although corrosion resistance could be 
improved using Ni or Ni-Cr instead of Co as a binder 
alloy or adding Cr3C2, the mechanical properties can be 
deteriorated consequently. Therefore, post-treatment of 
HVOF sprayed WC-based MMC coatings has been 
considered as a potential way of improving corrosion 
resistance without sacrificing mechanical performance. 
Among various post-treatments of thermal-sprayed MMC 
coatings, laser surface treatment has been reported to be 
capable of removing some of the detrimental 
microstructural defects by precise control of treatment 
depth with or without melting [3,4]. Liu et al [3] show the 
improvement of corrosion and wear resistance of laser-
treated HVOF Inconel 625- and WC-based coatings, by 
removal of discrete splat-structures, porosity and micro-
crevice as well as the reduction of micro-galvanic 
activity. Recently, Zhang et al [4] report the potential 
benefits of laser treatment (causing partially melting) of 
HVOF WC–24%Cr3C2–6%Ni coatings for improved 
tribological and electrochemical properties, as a result of 
decreasing the size and number of porosities, and 
compact interface achieved by laser treatment. Up to 
now, there has been no work reported on laser surface 
treatment of Co-based WC HVOF coatings. 

This work aims to investigate the corrosion 
performance of HVOF sprayed T800 and T800-based 
WC coatings, and to correlate microstructural 
characteritics of various coatings with variation of WC 
contents to their corrosion performance before and after 
laser treatment. 

2. Experimental Procedure 

In this work the substrate was AISI 316L stainless steel in 
thickness of 10 mm. Four HVOF coatings, in thickness of 
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approximately 230 μm on the substrate included T800 
(Co–17.5Cr–28.5Mo–3.4Si, wt. %), T800-21WC, T800-
43WC and T800-68WC (wt.%).  

A Laserline 1.5 kW diode laser, with a rectangular 
beam size of 2.5 mm × 3.5 mm, having a uniform 
intensity distribution and mixed wavelengths of 808 and 
940 nm, was used. The samples were treated in a 
hermetic box purged by argon to reduce/eliminate 
oxidation in laser processes. In order to achieve melting 
of the coatings with minimum dilution and crack-free, the 
laser power was set between 450 W and 550 W, with the 
scanning velocity of 3 mm/s and overlap ratio of 30%.  

The coatings were characterized by field emission 
gun scanning electron microscopy (FEG-SEM) with 
energy dispersive X-ray (EDX) analysis, and X-ray 
diffractometry (XRD), in terms of microstructural 
morphology, chemical composition and phases. 

Corrosion behaviours of the coatings were evaluated 
by electrochemical impedance spectroscopy (EIS) in 0.5 
M H2SO4 solution. The EIS was performed at open circuit 
potential in the frequency range of 30000 Hz to 0.005 Hz, 
with an amplitude of 10 mV. In addition to the EIS, 
immersion tests were also carried out in 3 M H2SO4 
solution at room temperature for 72 h. 

3. Results and discussion 

3.1 Coating characteristics  

The HVOF coatings, as shown in Figure 3.1, consisted of 
lamellae grains with microstructural defects, such as 
inter-connected porosity and splats interlayer boundaries. 
The splat interlayer boundaries became less pronounced 
with increasing the content of WC. After the laser 
treatments, both T800 and T800-21WC coating layers 
were partially melted with the melt depth of ∼100 µm. 
T800-43WC and T800-68WC coating layers were melted 
completely reaching the interface at the coating/substrate, 
leading to the formation of fusion bond instead of 
mechanical interlocking bonding mechanism for typical 
HOVF coatings. T800 coating exhibited dendritic 
structures with complete removal of porosity and splat 
boundaries, while for the other three coatings with WC, 
the laser treatment only resulted in the fully melting of 
the T800 matrix along with the partial melting of the WC. 
This led to the formation of new phases via diffusion 
between the Co-matrix and WC. From Figure 1 it was 
evident that the higher the content of WC, the more WC 
remained un-melted. This can be further confirmed from 
the XRD analysis as shown in Figure 2. For T800 
coating, the laser treatment resulted in formation of a new 
phase of Co2Si as well as the increased amount of the 
hard Laves phase of Co3Mo2Si. For the coatings 
containing WC, the laser treatment reduced the amount of 
WC and Co phases, by forming new phases of W2Co4C, 

and Co0.9W0.1, due to the interdiffusion and interaction 
between the WC and Co-matrix. 

 

Fig. 1. SEM micrographs  of HVOF coatings before and laser 
treatments (a) and (b) T800, (c) and (d) T800-21WC, (e) and (f) 
T800-68WC. 

 
Fig. 2. XRD spectra of T800 (a) and T800-68WC (b) coatings 
before and after laser treatments. 

3.2 Electrochemical impedance spectroscopy 

Figure 3 shows the Nyquist plots of EIS spectra of 
various coatings with and without laser treatment after 
immersion time of 12 h in 0.5 MH2SO4 solution. For EIS 
data simulation, an equivalent circuit model was proposed 
in Figure 3.4, which was found to fit all the coatings. In 
this model, RS is resistance of the solution; RP is the 
resistance of the coating that is directly linked to the 
coating defects like porosity and microcracks; CPEP is 
constant phase element that is used as a substitute for the 
capacitor to fit more accurately the impedance date; Rct is 
charge transfer resistance and CPEdl is associated with 
capacitor behaviour of double layer. The corrosion 
resistance of the coatings can be evaluated by Rct. The 
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higher the value of Rct, the less easily the charges 
transferred through the electrolyte/substrate interface and 
the higher the resistance to the corrosion is. Tables 1 and 
2 summarise the electrochemical parameters using the 
circuit described in Figure 4.  

 
Fig. 3. Impedance spectra of various coatings before and after laser 
treatment, (a) T800, (b) T800-21WC, (c) T800-43WC and (d) T800-
68WC. 

 
 

 
 

 
 

Fig. 4. Equivalent circuit. 
 
Table 3.1 shows that the values of Rct for all the HVOF 
coatings were in the range of 10200 and 2400 Ω.cm², and 
decreased with the addition of WC. This might be 
associated with several reasons. Firstly, the addition of 
WC increased the surface area of the T800 coating matrix 
by introduction of numerous interfaces between the 
matrix and carbides. Such interfaces can be subjected to 
dissolution governed by galvanic corrosion and form 
inter-connected channels which are responsible for the 
electrolyte penetration through the coating causing more 
corrosion in the coating and at the coating/steel interface. 
Secondly, the values of Rp decreased with increasing the 
content of WC, indicating the increased porosity with 
WC. These inter-connected porosities provided channels 
allowing the electrolyte to penetrate through the coatings 
to reach the interfaces at the coating/steel, leading to 
galvanic corrosion on the steel substrate. Thirdly, for all 
the coatings, the splat-boundaries that might be decorated 
by oxide inclusions could be the common sites for 
initiation of localised corrosion [5]. As described earlier, 
the splat-boundaries became less pronounced with 
increasing the content of WC. It was believed that the 
overall corrosion resistance of the coatings could be 

considered as a combined effect. The addition of WC 
significantly reduced the values of Rct by the first two 
mechanisms dominating the corrosion process, but 
increasing the content of WC did not affect the Rct 
significantly due to the third mechanism contributing to 
the overall process of corrosion.  

Table 1. Electrochemical parameters obtained from EIS specra of 
HVOF coatings. 

HVOF 
Electrochemical 

Parameters T800 
T800-
21WC 

T800-
43WC 

T800- 
68WC 

RS (Ω.cm2 )  

RP (Ω.cm2 )  

Rct (Ω.cm2 )  

CPEP (mF cm-2) 

CPEdl (mF cm-2) 

np  

ndl 

2.2 

46 

10200 

38 

4.4 

0.64 

1 

1.7 

29 

3750 

6.1 

6.6 

0.63 

1 

1.9 

33 

2400 

6.4 

8.5 

0.64 

1 

1.8 

24 

2600 

7.6 

11.2 

0.65 

1 

Table 2. Electrochemical parameters obtained from EIS specra of  
laser-treated coatings. 

Laser Treated 
Electrochemic
al Parameters T800 

T800 
21WC 

T800 
43WC 

T800 
68WC 

RS (Ω.cm2 )  

RP (Ω.cm2 )  

Rct (Ω.cm2 )  

CPEP (mF cm-2) 

CPEdl (mF cm-2) 

np  

ndl  

1.5 

8427 

17617 

0.1 

0.8 

0.69 

1 

1.0 

200 

15100 

0.2 

0.4 

0.77 

0.7 

1.8 

370 

1800 

0.8 

1.2 

0.84 

0.65 

1.6 

63 

2500 

0.3 

0.65 

0.77 

0.55 

 
After laser treatments, the values of Rct for T800 coating 
were increased from 10200 to 17617 Ω.cm², indicating an 
improved corrosion resistance of the coating. It was also 
evident from Figure 3.5, that the corrosion attacks of the 
HVOF coating as well as the attack at the interface of 
coating/substrate was much severer than that of the laser-
treated. For T800-21WC coating, the laser treatment 
increased the values of Rct from 3750 to 15100, 
representing a significant improvement of corrosion 
resistance of the coating due to the formation of new 
phase of W2Co4C at the interface of WC/T800 matrix to 
reduce the micro-galvanic activity. With increasing the 
content of WC, more WC grains remained un-melted in 
the coating after laser treatment. Therefore, the reduction 
of micro-galvanic activity between the two phases 
became less effective. As a result, the laser treatment for 
T800-43WC and T800-68WC coatings presented no 
improvement of corrosion resistance, in the consideration 
of Rct.  
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Fig. 5. SEM micrographs of the cross sections of  T800 before (a) 
and after (b) laser, T800+68WC before (c) and after (d) laser 
treatment after 12h immersion in 0.5 M H2SO4 solution. 

3.3 Immersion test 

 

 

 

Fig. 6. SEM cross-section images of T800 before (a) and after (b) 
laser treatment, T800-68WC before  (c) and after (d) laser treatment 
after Immersion of 72 h in 3 M H2SO4 solution. 

In order to investigate the effects of the reduction of 
porosity after laser treatment on the corrosion behaviour 
of various coatings, immersion tests in 3 M H2SO4 
solution for 72 h were conducted. The results showed that 
all the HVOF coatings, especially T800 coating, showed 
clear corrosion attack occurred at the interface of 
coating/steel substrate, while the laser-treated coatings 
did not show any corrosion at the interface due to the 
elimination/reduction of the inter-connected porosity. The 
reduction of the porosity for all the coatings can be also 
reflected by the dramatically increased values of Rp after 
laser treatments for all the coatings.  

4. Conclusions 

Laser surface treatment of HVOF sprayed Co-based WC 
MMC coatings significantly reduced the microstructural 
defects such as porosity and splat-boundaries. Laser 
surface treatment also resulted in the formation of new 
phases due to the interdiffusion and interaction between 
the WC and Co-matrix. EIS analysis and immersion tests 
along with the SEM examination of corrosion 
morphology confirmed that the densification of the 
coatings by laser treatment prevented the electrolyte 
penetration and subsequent corrosion attack of the steel 
substrate. EIS analysis further indicated that corrosion 
resistance of the laser-treated T800 and T800-21WC 
coatings were significantly improved due to the 
progression of micro-galvanic corrosion between the WC 
and Co-matrix. However, for the T800-43WC and T800-
68WC coatings, the laser treatment under the current 
processing conditions did not produce sufficient melting 
of the WC to reduce the microgalvanic activity. 
Investigation of further melting with minimum dilution of 
the coatings is on the way for further impoved corrosion 
resistance.    

References 

[1] Souza, V.A.D., and Neville, A., Corrosion and Synergy in a 
WC-Co-Cr HVOF Thermal Spray Coatings - Understanding 
Their role in Erosion-Corrosion Degradation, Wear, 2005, 
259, p.171. 

[2] Neville, A. and Hodgkiess, T., Towards Novel Ceramic Base 
Coatings for Corrosion Wear Applications, British Corrosion 
Journal, 1999, 34, p 262-266.  

[3] Liu, Z., et al., Improving corrosion and wear performance of 
HVOF-sprayed Inconel 625 and WC-Inconel 625 coatings by 
high power diode laser treatments. Surface and Coatings 
Technology, 2007. 201(16-17): p. 7149-7158. 

[4] Zhang, SH, et al., Influence of CO2 laser heat treatment on 
surface properties, electrochemical and tribological 
performance of HVOF sprayed WC-24%Cr3C2-6%Ni 
coating, materials Chemistry and Physics, 2010, 119, p. 458-
464  

[5] N. Ahmed, M.S. Bakare, D.G. McCartney, K.T. Voisey The 
effects of microstructural features on the performance gap in 
corrosion resistance between bulk and HVOF sprayed 
Inconel 625, Surface and Coatings Technology, 2010, 204, p. 
2294-2301. 

100 μm (a) 100 μm (b) 

100 μm (c) 
100 μm 

(d) 

(d) 20 μm 

100 μm 

100 μm 

20 μm (b) 

(c) 

100 μm 

20 μm 

100 μm 

20 μm (a) 



16–5 

Numerical and Experimental Studies on the Laser Melting of Steel Plate 
Surfaces 
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Abstract. The direct impingement of laser on the surface of a 
platform occurs during additive layer manufacturing especially for 
the first layer of powder coating. As a result, thermal stresses 
develop due to high temperature gradients in a thin layer of the plate 
surface, which can result in undesired surface deformation of the 
steel platform used. This study investigates the residual stress 
profiles on a hot-rolled AISI 1015 steel plate produced by direct 
laser application. A three-dimensional finite element simulation 
model is developed which considers the laser heating process as a 
sequentially coupled thermal elasto-plastic problem. Experiments 
using optical laser scanning microscopy to obtain surface 
topography of the melted surface are also presented showing 
reasonable agreement with the simulation results. The influence of 
the plate thickness on the stress-depth distribution is presented.  

Keywords: Laser Melting, Surface Topography, Hardening 

1.  Introduction 

Laser processing is an invaluable tool used in 
manufacturing. The heating characteristics of lasers have 
been employed in many forming, sintering and melting 
processes as utilized in additive layer manufacturing 
(ALM). Physical processes including welding, hardening, 
alloying, cladding and bending can be effected by laser 
irradiation [1, 2]. These laser processes are associated 
with characteristic thermal cycles in small, highly 
localized regions on the surface of a workpiece. The 
thermal cycles result in physical and microstructural 
changes [3], which can have a number of undesirable 
effects on the accuracy of the finished components. 

The transient temperature distribution in the irradiated 
material is a vital element for understanding the physical 
processes that occur. Yánez et al. [3] have studied the 
temperature distribution during laser heating of steel 
using both analytical and finite element models. The 
models used were limited to constant material properties. 
Wang et al. [4] developed a finite element model for 
simulating the temperature field in a line scan laser 
hardening of C45 steel using temperature dependent 
material properties. In addition to non-linearities 
introduced by temperature dependent properties, the laser 

scanning movement adds asymmetry to the problem; 
hence there is need for three-dimensional modelling. 
Chiang and Chen [1] studied the changes in 
microstructure with depth of H13 steel as a result of the 
laser melting of its surface. Selvan et al. [5] carried out 
experimental and analytical studies on CO2-laser treated 
En18 (medium carbon steel) and showed that quenching 
occurred at the scanned surface which resulted in a local 
increase in the hardness to about 950HV at the surface. 
The hardness decreased with depth to 250HV which is 
the material’s original hardness value. 

In this paper, a three-dimensional finite element 
model is developed to model the temperature and residual 
stress fields generated during the laser melting of the 
surface of a hot-rolled steel platform over a raster area. 
The aim is to provide a basis for comparison in a future 
study involving the addition and melting of powder layers 
to understand the contribution to the overall stress state 
and distortion in built parts. The model incorporates 
temperature dependent thermal, mechanical properties 
and latent heat during phase transitions. 

2. Simulation Model 

During laser melting of a metal surface, complex 
phenomena such as temperature dependence of material 
properties and laser absorption occur in very short time 
periods; hence, knowledge of the temperature field in and 
around the melt region is essential for modelling for the 
laser heating process. 

According to Shi et al [6], in order to simplify the 
calculation, the fundamental mode (TEM00) Gaussian 
laser irradiance distribution can be replaced by a modified 
expression to calculate the average heat flux density as 
follows: 

222
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r R
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Pq IdA e rdr
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α π
π π
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Where q is heat flux, P is power, R is spot radius, and α is 
the absorptance. 

The variation of absorptance of materials is an 
important property that limits the amount of laser energy 
that is delivered into the material. The absorptance value 
from previous studies varies from the optical/radiative 
absorptance to the calorimetric absorptance and is known 
to depend on factors such as temperature, nature of 
surface, and wavelength of laser [7]. For this study, the 
calorimetric absorptance of steel as reported by Bertolotti 
[8] is used: 0.2 for the solid material and 0.1 for the 
molten material. 

The temperature field can be represented as a quasi-
steady state problem for the moving heat source using 
Fourier’s heat transfer equation: 

 ( ) qTk
t

H +∇⋅∇=⎟
⎠
⎞

⎜
⎝
⎛

∂
∂ρ  (1.2) 

According to the specific problem additional terms 
must be included to reflect the particular loads and 
boundary conditions: 
Preheat temperature:   OT T=  
Surface convection :    ( ) ( )OTThnTk −=⋅∇− ˆ  
Where ρ is density, k is thermal conductivity, H is 
enthalpy and h is convection coefficient. 

The stress field can be modelled by determining the 
elastic component of the total strain [9]: 

 ε ε ε εel ie th= + +  (1.3) 
The thermal strain component depends on the 

expansion coefficient, while the inelastic strain 
component depends on the stress deviation, strain 
hardening parameter and the temperature. 

The stress field components are derived thus [10]:  

 { } [ ]{ }σ ε ε εie thD= − −  (1.4) 
Where [D] is the stress-strain matrix. 

2.1 Material Modelling 

The temperature-dependent physical and mechanical 
properties of hot-rolled AISI 1015 have been taken from 
[11, 12]. Hardness tests conducted for the material gave a 
value of 143 HV corresponding to an ultimate tensile 
strength of 400 MPa and yield strength of 255 MPa. For 
temperatures close to and above the melting point, the 
material loses all of its stiffness. To resolve numerical 
difficulties posed by zero matrices, very small values 
were used for the elastic and Engesser moduli and yield 
stress. 

2.2 Finite Element Model 

The laser heating of a 1 mm × 2 mm area on a 5 mm × 
5 mm plate having a thickness of 1mm was modelled 

using ANSYS Mechanical, for which the general thermal 
and elasto-plastic algorithms have been described [10]. 
The solidification process is modelled as a linear isotropic 
hardening problem using the von Mises yield criterion 
and an associative flow rule. 

The finite element mesh consists of 8-node brick 
elements for solving the temperature and structural field 
problems respectively. The same mesh was used for both 
field analyses. Because the laser beam has a size of 
100 µm, the element size had to be very small, in this 
case 25 µm×25 µm. Refined mesh was used in regions 
exposed to the laser scanning, which become coarser 
away from the scanned zone as shown in Fig. 1. 

 
Fig. 1. Scanning pattern and finite element model 

The movement of the heat source was considered to 
occur in discrete timesteps, irradiating a region equivalent 
to the size of the beam for a time period determined by 
the beam diameter and speed of travel [13]. The cooling 
down time was taken as 600 s. The solidification process 
was modelled as a coupled thermal-structural field 
problem. The heat generated by plastic deformation of the 
material is negligible compared to the heat input of the 
laser beam [6]. Therefore, the problem is modelled as a 
sequential coupled field problem, using the transient 
temperature loads of the thermal field analysis as input 
for the structural model [14]. To prevent rigid body 
movement, a zero displacement boundary condition is 
applied to one side of the plate model. 

3.Experimental Set Up 

An EOS M270 [15] machine with a continuous wave 
Nd:YAG laser of wavelength, λ = 1.06 µm and an output 
power reaching 200 W, having a non-expanded beam size 
of about 100 µm was used to achieve laser melting. 
Stress-relieved test pieces with overhanging 5 mm × 
5 mm × 1 mm cantilever platforms shown in Fig. 2 were 
machined from hot-rolled steel blanks. 
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Fig. 2. Test samples 

A central region 1 mm × 2 mm mapped from a CAD 
model was laser scanned on the platform surface. Typical 
process parameters for building TiAl6V4 parts were used 
for the experiment – the laser power and speed were set 
to 195 W and 1200 mm/s respectively with no overlaps 
specified. The raster scanning method (see Fig. 1) as used 
with most laser prototyping systems was used. 

The topography experiment involved capturing the 
surface state of the platform area before and after the 
laser scanning using an Olympus Confocal Laser 
Scanning (OLS3000) microscope [16]. The platform 
surface was divided into cells of 480 µm × 640 µm. A 
series of images taken at intervals were then knitted to 
form a 1024 × 768 pixel surface topography image of a 
4800 µm × 5120 µm. Vertical displacements for specified 
divisions along the designated paths X-X and Y-Y [see 
Fig. 1(a)]  were  obtained  as  the  difference  between  the 
primary height profiles before and after laser melting 
using the OLS3000 surface roughness analysis tool. Due 
to visually evident splattering of molten material in the 
scanned zone, the displacement changes are measured for 
the regions outside the scanned zone. The entire process 
was repeated with three samples for which the average 
values were obtained. 

4.  Results and Discussion 

Pilot studies were conducted with the simulation model. 
These were validated against the temperature measured 
experimentally and predicted analytically by [17] for the 
temperature field. The stress field analysis was validated 
against an analytical model used by [9]. 

4.1  Temperature Field Distribution on Steel Platform 

The temperature distribution on the steel platform at 
various times is shown in Fig. 3. The results show that the 
different spots that make up a surface experience similar 
thermal cycles and that the heating and cooling cycles 
experienced by the spots occur within a few milliseconds. 
These rapid thermal cycles are associated with 
commensurate thermal stresses. 

 
Fig. 3. Temperature field results 

 
 

4.2  Surface Profilometry (Model Validation) 

Fig. 4 compares the surface height profiles for the paths X 
and Y shown in Fig. 1. It can be seen that the scanned 
zone forms a concave depression. This is due to the high 
tensile stresses that are generated at the surface of the 
plate. The resultant effect is a contraction in the scanned 
zone which tends to pull the surrounding undisturbed 
material to a new equilibrium position. 

Several factors may have contributed to the 
discrepancy between the simulation and experimental 
results, including the absorptance of the material to the 
laser beam, which depends on a number of factors. In 
general, the simulation results show good agreement with 
the experimental results. 

 
Fig. 4. Comparison between experiment and simulation model 

4.3  Stress Field Results 

The stress analysis was performed for a 1 mm × 1 mm 
region scanned on a 3 mm × 3 mm platform. Results for 
the transverse and longitudinal stresses are presented in 
Fig. 5. The longitudinal stresses are taken in the direction 
of travel of the laser while the transverse stresses are 
taken in the perpendicular direction. 
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Fig. 5. Residual stress distribution  

It can be seen that the longitudinal stresses are greater 
than the transverse stresses across the scanned zone. 

4.4  Stress-Depth Profile 

Grum and Sturm [18] studied the change in the residual 
stress states in the melt zone and were able to determine 
the depth of the hardened zone from this information. Fig. 
6.  shows that  after  laser  melting,  the  residual  stresses  on 
the surface of the plate are tensile in nature, these 
however transform to compressive stresses with depth. 

  
Fig. 6. Stress-depth profile 

 
It can be seen from Fig. 6. that the depth at which the 
residual stress is zero is the same for all thickness cases 
analysed. The emergence of secondary tensile stresses 
towards the bottom of the plate is due to the deformation 
of its free end. This can result in accuracy issues if a thin 
platform is to be used for building metal parts. 

5.  Conclusions 

A three-dimensional finite element model has been used 
to study the direct laser melting of a steel platform 
surface. The model has successfully predicted the 
temperature and stress fields associated with the process. 
After laser melting, tensile residual stresses develop on 

the surface which transform to compressive residual 
stresses with depth. Tensile stresses disappear at about 
the same distance in all platform thickness cases 
analysed. The platform thickness did not affect the 
magnitude of surface residual stresses but had an effect 
on the stress distribution with depth. Secondary tensile 
stresses emerge beyond the region of compressive 
stresses due to the distortion of the platform. These 
distortions could cause part accuracy for the conditions 
used in this work. The stress-depth profile can provide a 
robust means of determining the hardened zone depth. 
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Abstract. The thermal effects of fibre laser surface treatment of a 
ZrO2 engineering ceramic were studied using finite element analysis 
(FEA). Temperature increases on the surface and in the bulk of the 
ZrO2 during fibre laser processing were measured. FEA was then 
used to model the flow and distribution of the radiated heat resulting 
from the fibre laser surface treatment. Data obtained from a 
thermogravimetry-differential scanning calorimetry (TG-DSC) 
analysis and the FEA model predictions was used to map the phase 
transformations in the ZrO2 resulting from fibre laser surface 
treatment. The mapping revealed that the fibre laser surface 
treatment generally resulted in a phase transformation of the ZrO2 
from the M state to a mixture of T+C during fibre laser irradiation 
and from T+C to T followed by the M state during solidification. 

Keywords: Fibre laser, ZrO2 engineering ceramic, finite element 
analysis (FEA), phase transformation. 
 

1. Introduction  

The study of laser interaction with materials, in particular 
engineering ceramics, is a complex process due to the 
multiparameter nature of laser materials processing: 
effect of laser power density, traverse speed, 
instantaneous heating and ablation; and the properties of 
the engineering ceramic: mechanical properties and 
thermal characteristics. To analyse such events thermal 
analysis by means of an experimental study and by 
employing computation means are useful methods of 
investigating the laser-ceramic surface and bulk 
interactions. This research focuses on investigating the 
thermal distribution in a fibre laser surface treated ZrO2 
engineering ceramic by means of experimental and finite 
element analysis (FEA). Thereafter the thermal data is 
used for determining any changes within the ceramic such 
as phase transformations by correlating the findings with 
data obtained from thermo, gravimetric- differential 
scanning calorimetry (TG-DSC) analysis. 

The positioning and mounting of thermocouples 
within a sample to measure temperatures during laser 
processing is ideal for recording temperature changes in 

the bulk; it is not suitable for measuring surface 
temperatures so pyrometers or contact-less devices are 
also employed [1, 2]. Temperature measurement during 
the laser surface treatment is important as this can be used 
as input parameter into computational models for 
studying features such as deformation during the thermal 
exposure, as well as for generating thermal heat maps and 
tracking heat distribution.  

Several previous investigations have demonstrated the 
use of FEA for investigating the residual stress and 
thermal distribution of various laser processing 
techniques with conventional metals and alloys [3-13]. In 
contrast, very little work has been published detailing 
FEA modelling of the laser surface treatment of 
engineering ceramics.  

A considerable amount of research has been 
conducted with regards to the phase transformation of 
ZrO2 ceramics [2, 14-24], which occur when the ceramic 
is exposed to increasing/decreasing or changing 
temperatures [14, 18, 19]. With respect to the changing 
temperature being introduced during fibre laser surface 
treatment it is important to understand the thermal effects 
of the laser radiation upon the crystal phases of the ZrO2 
ceramics.  

2. Experimental Techniques and Analysis 

2.1 Fibre laser treatment  

The material used in this work was cold isostatic pressed 
(CIP) ZrO2 with 95% ZrO2 and 5% yttria (Tensky 
International Company, Ltd.). Each test piece was 
obtained in a block of 50 x 10 x 10 mm3. The 
experiments were conducted in ambient conditions. A 
200 W fibre laser (SP-200c-002; SPI, Ltd.) was employed 
which emitted a continuous wave (CW) mode beam at a 
wavelength of 1.075 µm. The processing gas used was Ar 
and was supplied at a flow rate of 25 l/min. To obtain an 
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operating window, trials were conducted at a fixed spot 
size of 3 mm and by varying the power between 25 and 
200 W, and varying the traverse speed between 25 and 
500 mm/min. From these trials it was found that 125 W at 
100 mm/min were the ideal laser parameter to use in 
terms of achieving a crack-free surface. 

2.2 Temperature measurements 

The surface processing temperature of the ZrO2 was 
measured using a portable infra-red thermometer 
(Cyclops 100 B; Land Instruments International, Ltd.). 
The device was positioned 1 m away from the processing 
area. The infra-red thermometer was aligned with the 
work-piece by means of a He-Ne beam. Temperature 
measurements were taken from five different areas on the 
surface of the ZrO2. To produce consistency in the 
temperature readings, an average of the temperature 
measurements was taken after making five repeated 
readings on identical samples in order  

The bulk temperature measurement was measured 
using precision fine wire (0.20 mm diameter by 152 mm 
in length), R-type, thermocouples, capable of reading up 
to 2300°C (P13R; Omega Instruments, Ltd.) and were 
precisely mounted at various positions within the bulk of 
the sample. Each of the thermocouples was connected to 
a digital temperature reader (N9002; Thermo-meter, 
Comark, Ltd.). Three holes of 3 mm diameter were 
drilled into the ceramic samples using an ultrasonic 
drilling method, after which the tips of the thermocouples 
were mounted into the holes at 3, 6 and 8 mm from the 
surface (see Figure 1). To assure firm fixation, the holes 
were filled with organic filler that was stable during high 
temperature processing. Measurements were taken in 
three different passes of the fibre laser beam.  

 

 
 

Fig. 1. Schematic representation of the ZrO2 ceramic samples 
showing the positions of the thermocouples and (a) the surface 

temperature measurements and (b) the temperatures measured in the 
bulk during fibre laser surface treatment.  

2.3 Finite element analysis (FEA) 

A FEA model was constructed using Unigraphics; NX 
5.0, Nastran design and simulation software. The 
component part was first designed to comprise a 3 mm 
diameter blind hole with a depth of 100 μm, equivalent to 
the footprint of the fibre laser beam. The depth of 100 μm 

was assigned to the blind hole as it was found from 
previous investigation that the average material removal 
of the laser beam the ZrO2 was about 100 μm deep [25]. 
The FEA was constructed in six distinct stages. Stage 1 
involved component part design and selection of the 
correct solver (thermal). Stage 2 involved assigning      
the mechanical/ thermal properties of the ZrO2 
engineering ceramic. Constraints of 25°C were placed   
on the sample in two positions in Stage 3. A thermal load   
of 4527.77 Wmm2 along with 90% absorption and      
0.40 emissivity were also assigned to the model in Stage 
4. Stage 5 involved three-dimensional meshing of the 
sample. Last, post processing, results and thermal 
simulation of the model were carried out in Stage 6.  
 

2.4 Thermogravimetry-differential scanning 
calorimetry (TG-DSC) analysis  

TG-DSC analysis (1500 DSC; Stanton Redcroft, Ltd.) 
was conducted on the as-received and fibre laser treated 
ZrO2 samples. The average surface area of the samples 
was approximately 2 mm2 and the mass was 29.45 mg. 
The samples were placed into an Al2O3 crucible and N2 
was used as a purge gas at 50 ml/min. Once in place, the 
samples were heated up to 1500°C at a rate of 10°C/min 

to measure the mass flow as the temperature increased. 
The samples were then cooled to ambient temperature at 
the same rate using the same parameters to measure the 
mass flow as the temperature reduced. The heat flow 
through the as-received and fibre laser treated samples 
was recorded for any changes during the heating and 
cooling cycles and is shown in Figure 2. From this 
recording it was then possible to identify specific phase 
events that occur in the ZrO2 during heating at what 
temperature these events take place. 

 
 

Fig. 2. TG-DSC curves for the as-received and fibre laser treated 
ZrO2 ceramic samples. 
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3. Results and Discussion 

3.1 Finite element analysis (FEA) model validation  

The average temperatures found on the surface after five 
passes of the fibre laser beam are presented in Figure 
1(a). At the laser-ceramic interface the surface 
temperature was found to be 2483°C. This result is in 
good agreement with that of a previous investigation by 
Shukla and Lawrence [25], where it was found that fibre 
laser surface treatment of ZrO2 resulted in some degree of 
melting of the top (near) surface layer. Interestingly, the 
temperature readings would be expected to be stable 
throughout a plane, but this was not the case as up to 16% 
difference in temperatures between Positions 2 to 3 and 4 
to 5 was observed. The difference between the two results 
may have occurred due to temperature measuring errors. 
Still, the experimental surface temperature measurements 
agree with those of the FEA model with a +10% 
accuracy. Further modification to the temperature 
measurement settings would improve the consistency in 
obtaining more accurate temperature readings. 

The average temperatures measured within the bulk 
of the ZrO2 after five readings are shown in Figure 1(b). 
These measured temperatures also agree with the bulk 
temperatures predicted by the FEA model. At 3 mm 
below the surface the temperature was up to 2035°C. The 
FEA by comparison gave a temperature of over 1900°C, 
and agreement of just over 7%. The temperature in 
Position 8 (see Figure 1) was found to be 1451°C which 
in comparison to the FEM was 79°C lower, indicating an 
accuracy of 5.5%. Finally, at Position 6 the temperature 
recorded was 1285°C, while the temperature predicted by 
the FEA model was 245°C lower, a difference of 19 %. It 
is clear that the bulk material temperatures measured 
experimentally were slightly lower than those produced 
from the FEA model. This may have resulted due to three 
known factors: (a) heat loss through the 3 mm holes 
drilled into the sample; (b) lack of contact of the 
thermocouples to the material surface and (c) the 
thermocouple response time. Such aspects were not taken 
into account by the FEA model and so the FEA results 
will always be higher.  

3.2 Temperature mapping 

By taking into account the surface temperature at the 
laser-ceramic interface a thermal snap-shot at various 
positions was created with the FEA model for the 
incident fibre laser beam, as shown in Figure 2 and 
Figure 3. The FEA model illustrates the surface and the 
bulk heat distribution as the motion of the CW fibre laser 
beam is frozen in the centre of the ZrO2 sample. The total 
time to cover the length of the of the sample was 30 s at a 
traverse speed of 100 mm/min. This means that a distance 
of 1.66 mm/s would be covered.  

The difference between the experimental model and 
the computational FEA model was up to 5%, particularly 
for the temperature predictions over the length of the 
surface. The bulk readings for the two models were also 
in good agreement. Even so, consideration should be 
given to the accuracy of the infra-red thermometer used 
for measuring the temperatures experimentally (±10%), 
as well as the distance of 1 m from which the temperature 
measurements were taken; for this distance will change as 
the fibre laser beam traverses away from the focused 
infra-red beam of the thermometer. This would naturally 
result in some fluctuation in the measured surface 
temperatures.  
 

 
 

Fig. 3. FEA model of the heat distribution in the ZrO2 for a fibre 
laser beam focused in the centre of the sample. 

 

 
 

Fig. 4. FEA model of the cross-sectional heat distribution in the 
ZrO2 for a fibre laser beam focused at the edge of the sample.  

3.3 Phase changes  

The TG-DSC analysis is given in Figure 2. The heating 
curve for the as-received ZrO2 surface shows an 
exothermic peak at 50°C and a corresponding reduction 
in mass flow of 8 mW, indicating a possible release of 
moisture. At 800°C the small peak observed suggests a 
possible phase change where the mixture of M+T could 
have occurred. At 1290°C a further change in the curve 
indicated a phase transformation of M-T. The mass flow 
reduced as the sample reached 1500°C during the heating 
cycle. During the cooling process mass flow was much 
higher and similar effects took place to that of the heating 
curve. At 1205°C the curve showed an additional peak 
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which may have occurred due to the change in the phase 
transformation from the T to the T+M phase.  

The curve produced by the fibre laser treated ZrO2 
sample was somewhat different to that of the as-received 
sample as more heat will have flowed through the bulk 
due to air blocks or cavities within the as-received 
sample, which would in turn cause a decline in the mass 
flow. During the heating cycle the curve produced for the 
fibre laser treated ZrO2 showed changes at 850°C, which 
mark the beginning of the M+T phase change. At 1400°C 
the curve showed a minor change, indicating that the T 
transformation had fully occurred. This is different to the 
effect of the as-received sample and that of previous 
findings [25]. A possible cause of this would be due to 
the ceramic changing its composition after the fibre laser 
treatment; hence the observed increase in mass flow. 
During the cooling cycle there were no changes to be 
seen until 805°C, this is a sign that the ZrO2 had 
transformed back to the M state. The TG-DSC analysis 
only investigated changes up to 1500°C. Since the 
temperatures measured experimentally and predicted 
from the FEA model were much higher, we can only 
surmise the effects beyond 1500°C. 

From observing the temperature distribution obtained 
experimentally and from the FEA model (see Figures 1, 2 
and 3) it can be seen that the distribution of heat varies in 
different positions on the ZrO2 ceramic as the fibre laser 
beam is frozen in one position on the sample in order to 
investigate the heat distribution. From this one can see 
that the rapid surface and bulk heating occurs followed by 
the rapid cooling effect taking place where the ZrO2 is 
transformed from M → M+T →T → T+C during heating. 
It is then instantaneously transformed back from T+C → 
T → T+M → M. 

4. Conclusions  

The thermal effects of the fibre laser surface treatment of 
a ZrO2 engineering ceramic were modelled using finite 
element analysis (FEA). From both surface and bulk 
temperature measurements the distribution of temperature 
over the length and the depth of a ZrO2 engineering 
ceramic sample during fibre laser surface treatment was 
also presented and the FEA model was verified with an 
overall accuracy of +10%. This is consistent over 
estimate of temperature by the FEA model may have 
resulted due to: (a) heat loss through the 3 mm holes 
drilled into the sample; (b) lack of contact of the 
thermocouples to the material surface and (c) the 
thermocouple response time. Such aspects were not taken 
in account by the FEA model and so the FEA results will 
always be higher.  

Data obtained from a thermogravimetry-differential 
scanning calorimetry (TG-DSC) analysis and the FEA 
model predictions was used to map the phase 
transformations in the ZrO2 resulting from fibre laser 
surface treatment. The mapping revealed that the fibre 

laser surface treatment generally resulted in a phase 
transformation of the ZrO2 from the M state to a mixture 
of T+C during fibre laser irradiation and from T+C to T 
followed by the M state during solidification. Variation 
between the TG-DSC curves for the as-received and fibre 
laser treated ZrO2 indicated that there was some level of 
chemical change within the fibre laser treated ZrO2 
sample that allowed more mass flow to take place. 

The FEA model will be expanded further through the 
addition of parameters such as time, speed and power 
density which when correlation with one another will 
produce a complete three-dimensional model of the fibre 
laser surface processing of the ZrO2 engineering ceramic. 
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Abstract. We have developed a novel process for hardfacing 
aluminium/magnesium alloys: nano powder cold planting via laser 
shock peening (NPCP/LSP). The pre-coated nano powders are 
planted into the near surface layer by the GPa pressure induced by a 
laser shock peening process. This paper reports our recent work on 
WC NPCP/LSP onto aluminium/magnesium alloys, focusing on the 
combination of nano powders with the substrate, the interface bond 
between the nano particles and the matrix, and also the significant 
improvement on the surface hardness, wear resistance, and 
tribologocal properties.  

Keywords: nano powder planting, aluminium/magnesium alloys, 
laser shock peening, interface bond, microstructure, wear resistance 

1. Introduction 

Nowadays, aluminium and magnesium alloys are 
extensively used light alloys in many industries like 
aerospace, transportation and shipping as structural 
materials due to their lightness, high strength weight ratio 
and good corrosion resistance. This can reduce the 
material/energy consumed and recycle the materials for 
environment protection [1]. However, the surface 
hardness and wear resistance of aluminium and 
magnesium alloys are usually poor, which limits their 
service lifetime for applications. There are some available 
processes being capable of improving the surface 
properties of the light alloys, such as plasma spraying, 
micro-arc oxidation, laser cladding and laser alloying, as 
well as a variety of heat treatments. These processes are 
mostly thermal processes, which normally involve a high 
temperature melting pool. Aluminium and magnesium 
alloys usually contain some lower-melting-point 
elements. In such a thermal process with relatively high 
temperature, defects frequently occur, such as the melting 
loss of lower-melting-point elements, porosity, cracking 
and surface deterioration [2]. Combining the unique 
characteristics of nano powders and laser shock peening, 
we have developed a novel process: nano powder cold 
planting via laser shock peening with pre-coated nano 

powders (refer to NPCP/LSP) onto light metal surfaces 
[4]. The nano powders are planted into the near surface 
layer of the light metal alloys by very high pressure (up to 
Giga or even tens of Giga Pascal) induced by the laser 
shock peening process. Light alloy surfaces can be 
dramatically enhanced by the combined strengthening of 
the nano powders and also the laser shock peening 
process. This is not a thermal process which can 
effectively avoid the shortcomings associated with a 
thermal process. The unique features of the nano-powders 
can be integrated into the near surface layer of the light 
alloys with good combination. This paper reports our 
continusous research on NPCP/LSP, focussing on the 
confirmation of nano powders planted onto the light alloy 
surface, the combination of nano powders with the 
substrate, the interface bond between the nano particles 
and the matrix. The paper also reports about the 
significant improvement in surface hardness, wear 
resistance, and tribologocal properties by NPCP/LSP 
process. An analytical model was proposed to discuss the 
comprehensive strengthening mechanism by NPCP/LSP. 

2. Experimental Procedures 

The experiments were performed on a LSP system that 
consists of a Q-switch pulsed Nd:YAG laser, a CNC 
controlled working table and some accessories. The 
maximum energy of the laser is 50 J/pulse, pulse width is 
30 ns, beam diameter is 6-9 mm and thus the powder 
density is 1.0-6.0 GW/cm2. Black paint or aluminum film 
was used as absorptive layers. Either flowing water or K9 
glass was used as restraint layer. Fig 1 shows the 
diagrammatic sketch of the NPCP/LSP process. The nano 
powder used in the experiments is WC nano powder with 
average diameter about 100 nm. The substrate materials 
used were 5A06 (AlMgMn) aluminum alloy and AZ31 
(MgAlZnMn) magnesium alloy.  
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Fig. 1. Diagrammatic sketch of NPCP/LSP process  

After NPCP/LSP experiments, the as-processed 
samples were cleaned by an ultrasonic wave device, cut 
by a linear cutting machine and then observed with a 
scanning electronic microscope-SEM (QUANTA 200 
FEG) for surface morphology. The composition analysis 
was analyzed by energy diffraction spectrum-EDS. 
Transmission electronic microscopy-TEM was used for 
phase identification and interface observation. Vickers 
hardness was tested to verify the impacts of nano-particle 
cold enhancing by shock peening. Each sample was 
measured at 16 points for hardness to calculate the 
average hardness.  

3. Results and Discussion 

3.1 Confirmationon nano particles planting 

Figure 2 shows some SEM backscattering surface 
morphologies of aluminium and magnesium alloys after 
NPCP/LSP. In these SEM backscattering images, the 
lighter coloured particles are the heavy element W. The 
grey or dark areas are the aluminium or magnesium alloy 
substrate composed of lighter elements. These figures 
indicate that the WC nano powders have been combined 
into the aluminium/magnesium surface layer by the 
NPCP/LSP process. The WC nano powders still remain 
in the aluminium surface layer after the rigid post 
ultrsonic cleaning process. These WC nano powders are 
believed to be forced to penetrate into the near surface 
layer under the extremely high pressure induced by the 
laser shock peening process. The penetrated layer 
thickness is about 5 μm as seen from Figure 2b. EDS 
analysis indicates that about 7 at% of WC nano-particles 
have been planted into the aluminium surface layer. X-
ray diffraction result of the NPCP/LSP processed 
aluminium sample, it demonstrates that the as-processed 
sample shows an additional WC phase except of its 
original Al phase. This WC phase is introduced by the 
NPCP/LSP process. 

Figure 3 shows some TEM images of aluminium 
alloy surface planted with WC nano powder by laser 
shock peening process. Some particles in nano dimension 
present within the aluminium substrate. Local electron-
beam diffraction confirms these particles are WC. Figure 
3a shows a TEM dark-field photograph where two WC 
nano particles can be clearly seen with a good 
combination to the aluminium alloy substrate. Figures 3b 

and c show bright-field photographs of the two WC nano 
particles corresponding to the particles in Figure 3a. 
Figure 3d is a corresponding electron-beam diffraction 
image. Theses images prove the planting of the WC nano 
particles into the interior of the aluminum alloy substrate. 
Figure 3e shows an electron beam diffraction image of 
the aluminium alloy substrate after NPCP/LSP process.  

 

  
(a)                               (b) 

 
(c) 

Fig 2. SEM backscatting images of NPCP/LSP processed aluminum 
(a) (b) and magnesium (c) alloy samples 

 

 

  

  
Fig 3. TEM observation of the as-peened aluminium alloy with WC 
nanoparticles 

Fig 4 shows two TEM images of the interface between 
the WC nano particles and the aluminum matrix. The WC 
nano particles remain their regular shape with good 
combination to the matrix. It can be deduced that there 
exists a good interface bond between the WC nano 
particles and the aluminum matrix. The WC nano 
particles are obviously not just put on the surface but are 
planted into the interior layer of the surface with good 
interface bond. 
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Fig 4. TEM morphology of combination between WC particles and 
aluminum substrate 

3.2 Hardness and wear resistance analyses 

Figure 5 shows comparatively the average surface 
hardness (HV0.05) of aluminum and magnesium alloy 
samples in four processing conditions: the alloy substrate 
with no treatment, the substrate with pre-coated nano 
powder, the substrate processed by direct laser shock 
peening and the substrate processed by laser shock 
peening with pre-coated WC nano powder-NPCP/LSP.  

The surface hardness of the untreated 5A06 
aluminium alloy is HV0.05 34. It is changed slightly to 
HV0.05 38 after being coated with a layer of WC nano 
powder without a strong bond. After laser shock peening 
process, the hardness is increased to HV0.05 48, which is 
an increase of about 41% due to the strengthening of laser 
shock peening itself. Combined with pre-coated nano 
powder and laser shock peening (nano powder cold 
planting via laser shock peening), the surface hardness 
has increased to HV0.05 55, i.e. a 62% increase in hardness 
compared to the aluminium substrate and an increase of 
15% compared to the LSP strengthened aluminium. This 
is a significant improvement as for the hardfacing of light 
alloys. The magnesium alloy has a similar hardness 
increase the nano powder cold planting by laser shock 
peening process. The above results also confirm that the 
pre-coated WC nano powders in NPCP/LSP enhance the 
strengthening impact by the LSP process. 

Ball-on-flat wear tests were performed on samples in 
above four processing conditions in an UMT-3V test 
machine. Figure 6 shows the relative wear resistance of 
the samples in four conditions. Compared to the original 
aluminum alloy with no treatment, the wear resistance of 
the samples with pre-coated WC nano powders, direct 
laser shock peening and NPCP/LSP are respectively 1.5 
times, 3.19 times and 5.14 times. The WC nano powder 
cold planting via laser shock peening process can 
significantly increase the wear resistance of the 
aluminium alloy. The wear resistance of the NPCP/LSP 
processed sample is obviously improved (over 60%) even 
compared with that by the laser shock peening itself. This 
again confirms that the pre-coated WC nano powders in 
NPCP/LSP enhance the strengthening impact by the LSP 
process. 

 
Fig 5. Average surface HV0.05 hardness of aluminum (up) and 
magnesium samples (down) and in four conditions 

 
Fig 6.  The relative wear resistance of the aluminium sample in four 
conditions  

 
Figure 7 shows the comparison between the friction 
coefficients of samples in four conditions under the same 
wear testing environment. The average friction 
coefficient of sample with pre-coated nano WC powders 
decreases by about 9% compared to the sample with no 
treatment. The sample processed with only laser shock 
peening process has no obvious improvement in friction 
coefficient. The sample processed with both pre-coated 
nano-powder and laser shock peening-NPCP/LSP shows 
the lowest average friction coefficient, reducing 
approximately 14% when compared with the untreated 
sample. This indicates a significant improvement in terms 
of tribological property.  

 
Fig 7.  Average friction coefficient values in different treatments 

The significant improvement in wear resistance and 
tribological property of the sample by WC nano powder 
cold planting via laser shock peening process can be 
attributed to two aspects, the effect induced by the laser 
shock peening and the special characteristics 
accompanying with nano powders. Laser shock peening, 
producing a shock wave with very high pressure, can 
form plastic deformation along with dense dislocation 
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structure and residual compressive stress in the surface 
layer. Thus, it can increase the hardness, wear resistance, 
fatigue resistance, fretting fatigue resistance and other 
performance, which has been reported by many 
researches. We hereby analyze mainly the impact by the 
planted WC nano particles with good interface bond to 
the matrix. The nano-material itself has good 
comprehensive properties on strength, hardness, plasticity 
and toughness, contributing to very good tribological 
properties, far superior to the traditional materials.  Nano 
metal particles applied in coating material can improve 
wear-resistant, corrosion resistance and high temperature 
properties. Adding nano metal powders into lubricant oil 
can effectively reduce friction and wear, and can also 
effectively repair the worn surface [5]. We proposed a 
simple analytical model (Fig. 8) to discuss the unique 
tribological property by the nano powder cold planting 
via laser shock peening process.  

 
Fig 8. A simple analytical model for analyzing the unique 
tribological property by nano powder cold planting via laser shock 
peening 

  
Considering the nano particles as spheres, we can then 
divide the near surface area with nano particle planting 
into three regions with different friction and wear 
mechanisms, which refer to "sliding support zone " as 
outer layer, "self-healing lubrication zone" as middle 
layer and "micro-cutting zone" as inner layer as in Figure 
8. They correspond also to different friction stages and 
wear processes. At the initial stage of the friction process, 
the nano particles on outer layers between the friction 
pairs mainly form the "sliding support zone". The nano 
particles act as "micro-rolling" elements and switch the 
normal sliding friction into rolling friction, thus reducing 
the friction coefficient and frictional resistance. With the 
continuation of the friction and wear process, the "sliding 
support zone" wears out and the "self-healing lubrication 
zone" works as the surface layer. The surface micro 
texture, structured by the original surface roughness of 
the alloy surface and by the laser shock peening process, 
plays an important role by reducing the friction 
coefficient and frictional resistance due to the reduction 
of friction-contact-area. The nano particles with a good 
bond with the substrate function as hard particles for 
micro-cutting, polishing the surface of the friction pairs. 
At the same time, the nano particles filled in the pits 

between micro bumps as storage rooms, still act as 
"micro-rolling" elements to change the sliding friction 
into rolling friction. In the third stage of the friction and 
wear process, the micro bumps are gradually polished, no 
longer acting as storage room for nano particles. More 
and more hard particles get exposed, micro-cutting and 
micro-polishing becomes the major form in the friction 
and wear process. Therefore, the as-planted nano particles, 
with good bond to the matrix, play unique functions for 
excellent wear resistance and tribological property. 

4. Conclusion 

A novel process nano powder cold planting via laser 
shock peening- NPCP/LSP was developed, by which WC 
nano particles are successfully planted into the near 
surface layer of aluminum and magnesium alloys by laser 
shock peening with pre-coated nano powders. The nano 
powders show good combination with the surface of light 
alloy substrates. TEM analyses confirm good interface 
bond between the planted WC nano particles and the 
matrix.  

WC nano cold planting via laser shock peening can 
significantly improve the surface hardness, wear 
resistance and the tribological properties of the as-
processed light alloy surface. Nano particles dramatically 
enhance the strengthening impacts by laser shock peening. 
An analytical model was proposed to analyze the 
comprehensive strengthening mechanism induced by the 
nano powder planting via laser shock peening. 
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Abstract. Dielectric-loaded surface plasmon-polariton waveguides 
have been fabricated on gold film by femtosecond laser induced 
two-photon polymerization. Due to the high-index-contrast between 
the dielectric and air, these waveguides present strong lateral 
confinement and low edge-scattering and bend loss. The leakage 
radiation microscopy shows that the nanowaveguides  with optimal 
transverse dimensions around 250 nm  are single-mode with strong 
mode confinement at excitation wavelength of 830 nm. 

Keywords: two-photon polymerization, femtosecond laser, 
nanofabrication, nanowaveguide 

1. Introduction 

Femtosecond laser induced two-photon polymerization 
(TPP) has been utilized to fabricate various three 
dimensional (3D) structures with sub-diffraction-limit 
feature-sizes [1,2]. When the near-infrared pulses are 
tightly focused into a UV curable resin such as SCR500, 
a highly localized chemical reaction results in an organic 
crosslinking, i.e. the material is transformed from the 
liquid into the solid state. Since the process of 
multiphoton absorption depends nonlinearly on the light 
intensity, the interaction region is limited to the focal 
volume, while outside of the focus the material stays 
unchanged. Therefore, the feature size can be much 
smaller than the wavelength. In addition, by moving the 
focus in three directions, arbitrary 3D structures beyond 
the diffraction limit can be created [3-8].  

Recently, TPP has been applied to the polymerization 
of the dielectric-loaded surface plasmon-polaritons 
waveguides (DLSPPWs) comprised of dielectric ridges 
deposited on a smooth gold film [9-11]. Due to the high-
index-contrast between the dielectric and the air, 
DLSPPWs present stronger lateral confinement, lower 
edge-scattering and bend losses. Furthermore, the 
chemical and optical characteristics of dielectrics such as 
dye-doped polymers can be easily modified to develop 
active plasmonic components. 

Up to now, the feature sizes of the DLSPPWs 
fabricated by TPP have still been on the microscale. At 
the transmission windows of optical communication, 
~830 nm, all the reported single-mode DLSPPWs at 
nanoscale were produced by electron-beam lithography. 

In this paper, we systematically investigated the 
polymerization of 3D nanostructures via TPP with 
femtosecond laser pulses at a wavelength of 830 nm and 
found approaches to reduce the feature-size to ~20 nm, to 
compensate for the shrinkage and tapering, and to 
determine the minimum spacing of suspended nanorods, 
which enabled us to fabricate nanoscale single-mode 
DLSPPWs for the excitation wavelength of 830 nm. The 
mode effective index, confinement, and propagation 
length of DLSPPWs are calculated by the effective-index 
method. The optimal transverse dimensions for single-
mode guiding, i.e., ridge height and width, are selected by 
the trade-off between the confinement and the loss. The 
SPP guiding of the DLSPPWs is characterized by leakage 
radiation microscopy.  

2. Experiment 

In our experiment, the commercial resin SCR500 from 
JSR without special treatment was sandwiched between 
two soda-lime glass slides of 150 μm thickness each. The 
distance between the two slides was set by a spacer to 
~100 μm. The laser beam was focused by the microscope 
objective (100×, 1.35N.A.) through the lower glass slide 
and the SCR500 onto the bottom surface of the upper 
slide. This surface was coated with the gold film and the 
surface plasmon-polaritons (SPP) structures were 
generated on it. The laser beam was from a Ti-Sapphire 
femtosecond oscillator (Mira900, Coherent: central 
wavelength at 830 nm, pulse duration of 140 fs, repetition 
rate at 76 MHz). In the TPP process, both the power of 
the incident beam and the scan velocity of focus 
(~12 mW at the velocity of >60 μm/s) were close to the 
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thresholds of polymerization in order to reduce the 
feature size and the influence of the laser beam reflected 
by the gold film. In addition, structures were written 
several times to ensure smooth and well-defined surfaces. 
After exposure, the sample was developed in ethanol to 
remove unexposed resin. 

3. Results and discussion 

To ensure the high performance of the nanodevices, 
reduction of feature size, compensation for shrinkage and 
stretching, and determination of the minimum spacing 
were systematically investigated.   

Due to the weak intensity of the outer part of the laser 
focus, there was a lower-degree polymerized zone at the 
outer portion of each polymerized structure, which was 
always washed out during development. However, when 
two structures came close enough, the lower-degree 
polymerized zone around one structure would react with 
the zone around the other structure. The overlapped 
region was re-exposed by the laser focus’ outer part 
whose intensity was high enough to convert the lower-
degree polymerized material into the higher-degree 
polymerized form but unable to induce higher-degree 
polymerization direct from the unexposed liquid resin. 
Therefore, the lower-degree polymerized zone was re-
polymerized and became strong enough to survive the 
development. It was obvious that the closer the spacing, 
the stronger the re-polymerization. By controlling laser 
power and laser focus scan speed, we polymerized 
suspended nanorods between two large anchor supports  
with sub-25 nm feature-size. Figure 1 shows a suspended 
nanorod with feature size of ~ 50 nm. Based on re-
polymerization, the feature-size was further reduced to 
~15 nm, which is very beneficial to nanofabrication with 
ultra-high spatial resolution. 

 
 
Fig. 1. A suspended nanorod with feature size of ~ 50 nm. 

 
Because the solid phase had a higher mass density 

than the liquid phase, the polymer shrank during the 
polymerization process. When the unpolymerized resin 
was rinsed out, in order to obtain freestanding structures, 
a strong capillary force developed during the final 
evaporative drying, resulting in further shrinkage. The 

distortion of polymerized structures during the whole 
fabrication process needs to be studied to accurately 
fabricate structures with high resolution. The width-
dependent shrinkage rates of suspended nanorods 
fabricated by two-photon photopolymerization have been 
measured. However, it is still difficult to directly measure 
the length-dependent strain rates of suspended nanorods 
because the actual lengths are determined by the distance 
between the two supports.  
 

 
 
Fig. 2. The fabricated structures shrank after polymerization and 
rinsing, but the suspended nanorods were also stretched by 
measuring the distance changes of the originally periodical points 
added on the nanorods. The pitch changes of microsprings also 
demonstrate the shrinkage of the supports and the stretching between 
supports. The pitch was designed to be 1 μm. The inset shows the 
reference microspring adhered to the substrate. 

 
We proposed a method to measure the shrinkage and 

the  extension rate by marking the nanostructure with 
periodical points and measuring the separation changes 
after the polymerization. It was found that the suspended 
nanorods were stretched due to the shrinkage of their 
supports. The shrinkage of the supports was also 
demonstrated by the pitch change of the microsprings 
existing on or between the supports as shown in Fig. 2. 
Using this technique, the shrinkage of the polymerized 
cuboids was analyzed by the changes in the separation 
between points on the top surfaces. This shrinkage 
increased with the increasing height of the cuboids. 
 

  
 
Fig. 3. (a) The suspended nanorods thickened in the scanning 
direction. The lateral widths of the thin and the thick ends are about 
50 and 150 nm. The longitudinal widths in the z direction vary from 
200 to 550 nm. (b) Bidirectional scanning method to overcome the 
size difference. 

Suspended nanorods near the substrate gradually 
thickened in the scanning direction when the scanning 
speed was faster than 60 μm/s. For a 2μm long suspended 

(a) (b) 
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nanorod, the lateral widths of the thin and the thick ends 
were about 50 and 150 nm respectively, as shown in Fig. 
3. In our experiment, the scanning speed was relatively 
high. When the scanning speed was fast enough, the 
width was so small that the change induced by the radical 
and the thermal transports should be taken into account. 
After laser irradiation, some radicals propagated outwards 
and at the same time part of the generated heat also 
transport outwards. When the focal spot was scanned, the 
polymerization at the new site was initiated by both the 
laser irradiation and the inflow of the radicals and the 
heat from the previous sites. Therefore, the rods 
thickened in the scanning direction. It was obvious that 
the size increase would saturate because the radical and 
thermal transports in the vicinity contributed most to the 
thickening while those from far away faded away. A 
bidirectional scanning technique was proposed to 
effectively eliminate the size difference, resulting in 
uniform suspended nanorods of 100 nm in width and 2 
μm in length. The lateral widths of the two nanorods in 
Fig. 3(b) were about 140 and 160 nm, and the 
longitudinal thicknesses in the middle part were 360 and 
510 nm, respectively. 

 
Fig. 4.  Four nanorod pairs with length of 4 μm and width of ~200 
nm. The spacings are 650, 600, 550, 500 nm from top to bottom, 
respectively. 
 

The minimum spacing between suspended nanorods 
was not only dependent on the feature sizes, but also 
limited by the inevitable stiction problem that resulted 
from the capillary, electrostatic, van der Waals forces 
during fabrication and the developing process. When the 
suspended nanorods were close enough, surface tension 
pulled the nanostructure towards each other as the liquid 
was dried. The structure might adhere permanently. The 
minimum spacing was found to be determined by the 
stiction and could be predicted based on a theoretical 
model calculating the adhesion length [12], which was in 
good agreement with the experimental results for 
suspended nanorods with feature-size around 200 nm. 
Figure 4 shows the image of four nanorod pairs with 
length of ~4 μm and width of ~200 nm. The spacings are 
~650, 600, 550, 500 nm from top to bottom, respectively. 
It can be clearly seen that the nanorods adhered to each 
other when the spacing was smaller than 550 nm. 

The DLSPPWs were designed by the effective-index 
method (EIM) and then fabricated by TPP. Figure 5 

shows the AFM image of four polymerized ridge 
waveguides on the gold film. Their widths are ~ 230, 250, 
320 and 350 nm while heights are 170~190 nm.  

 
 

Fig. 5.  AFM image of four polymerized ridge nanowaveguides on 
the gold film with heights of 170~190 nm. 

 
The SPP guiding of the DLSPPWs was characterized 

by the leakage radiation microscopy (LRM). Figure 6(a) 
shows the optical microscope image of a straight 
DLSPPW with a semicircular SPP launching structure. 
This waveguide had the optimal width (w≈250nm) for 
height t≈200nm. To characterize DLSPPW in LRM, a 
CW 830 nm polarized laser beam was focused onto the 
semicircular polymer ridge whose center was located at 
the beginning port of the straight polymer ridge. SPPs at 
the gold-air interface were launched by the semicircular 
ridge, and then focused into the straight ridge to excite 
DLSPPW modes. The leakage radiations of DLSPPW 
modes were collected by an oil immersion objective 
(100×, 1.35N.A.). The images of sample and Fourier 
planes were captured to calculate the propagation length 
and the mode effective index.  
 

 
 
Fig. 6. (a) Optical microscope image of a straight DLSPPW with a 
semicircular SPP launching structure. The inset is the SEM image 
within the white frame. (b) The LRM image at Fourier plane 
without beam block. The bright line at the bottom is DLSPPW 
mode. (c) The image of object plane when only DLSPPW mode was 
retained. (d) Exponential fit of the intensity along the core of 
waveguide in (c). 
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The Fourier plane image without beam block is showed 
in Fig.6 (b). The bright circular spot at the center comes 
from the transmitted light, and the bright ring is the 
leakage radiations from the SPPs. The signature of 
DLSPPW mode appeared as a long line in the horizontal 
direction at the bottom of Fig.6 (b).  

For a better signal-to-noise ratio, we blocked the 
excitation laser spot at the intermediate image plane of 
the sample to remove the directly transmitted light and 
the scattered light of semicircular ridge, and then blocked 
the central zone and the bright ring of Fourier plane to 
remove the rest of the transmitted light and the gold-air 
SPPs. Fig.6 (c) is the corresponding image acquired at the 
final image plane of sample showing the DLSPPW mode 
propagating along the waveguide with strong mode 
confinement. The intensity distribution across the 
waveguide confirmed that this DLSPPW mode indeed 
was single-mode as expected by EIM calculation. By 
exponentially fitting the intensity along the core of 
waveguide in Fig.6 (d), the propagation length can be 
obtained as 8.2±0.5 μm. The effective index of DLSPPW 
mode was ~1.22±0.03. Both the results of the propagation 
length and the mode effective index were in good 
agreement with the theoretical values. 

4. Conclusion 

In conclusion, we have investigated the polymerization of 
3D nanostructures via TPP with femtosecond laser pulses 
to find the way to reduce the feature-size to ~20 nm, to 
compensate for the shrinkage and tapering, and to 
determine the minimum spacing of suspended nanorods, 
which enable us to fabricate high quality DLSPPWs on 
gold film. Leakage radiation microscopy shows that the 
nanowaveguides  with optimal transverse dimensions 
around 250 nm  are single-mode with strong mode 
confinement at excitation wavelength of 830 nm. 
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Abstract. The use of a fast-response, transmissive, ferroelectric 
liquid-crystal device for real-time control of the polarization 
direction of a femtosecond laser beam, and the benefits on various 
aspects of ultra-short pulse micro-processing, are discussed. Several 
configurations have been used for driving the polarization in real-
time. Following successful testing of these applications, real-time 
polarization control has emerged as a flexible toolbox for the laser 
processing engineer. Microscopic investigation of the produced 
features revealed the significant improvement in process quality. 

Keywords: Ultra-short pulse laser, Polarization, Micro-drilling. 

1. Introduction 

The past decade has seen the development of ultra-short 
pulse lasers, with processes based on femtosecond and 
picosecond pulse durations becoming increasingly 
widespread. Thanks to the ultra-short timescale on which 
laser energy is coupled to the material, high precision 
sub-micron machining of metals has been achieved with 
very little thermal damage [1, 2]. Industrial applications 
include the very precise drilling of holes for fuel-injection 
nozzles in the automotive industry [2, 3]. The key 
parameters influencing the laser-machining process 
quality are the pulse duration, wavelength, peak power, 
beam quality and polarization [4-6]. 

The influence of polarization on micro-machining has 
been experimentally demonstrated in [6-10], showing that 
drilling high-aspect-ratio (depth/diameter) microscopic 
holes in metal with linear polarized ultra-short-pulse 
lasers produces anisotropic profiles. This is due to the 
higher reflectivity of the s-polarized radiation, relative to 
the p-polarized radiation [7]. As the hole develops 
through the material, the p-polarized radiation is more 
readily absorbed in the sidewalls, whereas the s-polarized 
radiation tends to be reflected down to the base of the 
hole. This results in a distorted hole when the beam 
reaches the exit side. The simplest way to reduce these 
distortions is to use a circular polarized beam, which 
removes the differential in reflectivity during drilling. In 
some cases however, the remaining distortions associated 
with circular polarization are not satisfactory [6]. Another 

technique, referred to as polarization trepanning, consists 
of rotating the linear polarization during drilling to further 
improve the hole quality [7, 10]. The trepanning optic 
developed in [8] produced holes of remarkable quality 
using this technique. However, these methods involve 
mechanical rotation of optical components and could be 
adversely affected by vibrations and prone to mechanical 
failure, leading to potentially expensive maintenance. An 
alternative laser-specific polarization switching method is 
detailed in [5]. It is based on an intra-cavity polarization 
chopper wheel synchronized to the laser pulse train. 
However, this method requires the laser cavity to be re-
designed and therefore cannot be easily applied to 
existing laser systems. 

In this paper, we propose a flexible method for 
rapidly switching the linear polarization of a laser beam 
between two orthogonal directions during micro-
machining, using a fast-response liquid-crystal 
polarization rotator. As a proof of principle, helical 
drilling tests were performed on stainless steel using 
various polarization configurations. The early 
experimental results using a femtosecond laser system 
show a small, but consistent improvement of the micro-
drilling quality compared to linear or circular polarization 
configurations. 

2. Experiment 

2.1 Experimental setup 

The experimental setup is shown in Fig. 1. The output 
from a femtosecond laser system (Clarke-MXR 
CPA2010, with a minimum pulse width of 160fs, 775nm 
central wavelength, 1mJ maximum pulse energy, 1kHz 
repetition rate and vertical linear polarization) is 
attenuated by a half-wave-plate and a glan laser polarizer. 
The resulting horizontally polarized beam is incident on a 
transmissive, ferroelectric, liquid-crystal polarization 
rotator developed by Boulder Nonlinear Systems, Inc. 
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(MS Series). The liquid-crystal polarization rotator offers 
a switching speed of up to 20kHz between two 
orthogonal output states, with a response time of typically 
less than 100µs. This device behaves like a zero-order 
half-wave retarder mounted in a mechanical rotation 
stage. Varying the electric field applied to the device is 
equivalent to rotating the mechanical stage. The 
polarization rotator is driven by a programmable 
waveform from a function generator (Tektronix). After 
reflection on Mirrors 2 and 3, the beam enters the 10mm 
aperture of a scanning galvo system with a flat field lens 
(f = 100mm), driven by a programmable PC interface 
board. Samples are mounted on a precision 4-axis (x, y, z, 
θ) motion control system (Aerotech) allowing accurate 
positioning of the sample at the laser focus. 

2.2 Test strategy 

In helical drilling, the laser beam performs a circular 
movement with a defined diameter on the surface of the 
work piece. As material is removed by each pulse, the 
beam works its way through the material on a helical 
path. The parameters influencing the geometry of the 
machined hole include the diameter of the circular beam 
path, the ablation spot size and the polarization [6]. 

Series of helical drilling tests were performed on 
380µm thick stainless steel samples. Circular beam paths 
with diameters of 55, 65 and 70µm were programmed on 
the scanning galvo. A pulse energy value of 75µJ was 
used, corresponding to a fluence of 20J/cm². This 
produced ablation spot diameters of typically around 
60µm. As the fluence was much higher than the ablation 
threshold (around 0.1J/cm² for steel), some melting 
occurred at the entrance of the holes, but the overall 
drilling time per hole was reduced to below 60s. The test 

strategy consisted of using the various polarization modes 
available with the liquid-crystal polarization rotator, 
varying the operating parameters to improve the 
circularity and reduce the taper of the micro-holes. Linear 
and circular polarized beams were used first to provide 
comparative data for subsequent tests. The experimental 
configuration of the setup for each test is summarized in 
Table 1. 

3. Results and discussion 

The helical drilling tests produced tapered holes with an 
entrance opening diameter of typically around 110µm 
corresponding to a programmed circular beam path of 
65µm in diameter and a pulse energy of 75µJ. The 
entrance of the holes showed no dependence on 
polarization, but was slightly elliptical in shape due to the 
ellipticity of the incident laser beam profile. On the exit 
side, the shape and taper of the holes varied with 
polarization, with a typical half-angle side-wall taper 
ranging between 4º and 5º. A summary of the test results 
as well as SEM images of the exit holes for the various 
polarization modes are shown in Table 1. 

3.1 Scanner-synchronized polarization switching 

In polarization trepanning, the direction of linear 
polarization rotates synchronously to the beam motion 
around the hole so that it is always oriented in the same 
way with regard to the wall [6]. This is normally achieved 
by placing a wave-plate in the optical path and 
mechanically rotating it synchronously with the beam. In 
order to obtain a similar effect, our liquid-crystal 
polarization rotator was synchronized with the scanning 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Helical drilling experimental setup showing how the liquid-crystal polarization rotator was used. For the drilling tests, the dashed 
components were removed. This setup is a modified version of the one used in [11]. 
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galvo head. As only two orthogonal directions of 
polarization were available, this test produced an 
approximation of polarization trepanning by maintaining 
the direction of polarization as close as possible to a p-
polarization during helical drilling. Our experimental 
results are described in Table 1. The quality of holes 
drilled using this method was limited by only having two 
directions of polarization. However, optical polarization 
trepanning in this way may prove useful when drilling 
geometric shapes, such as square- and cross-shaped holes 
or cutting linear grooves, where the polarization direction 
can be best optimized.  

3.2 Laser-synchronized polarization switching 

In this mode, the polarization rotator was synchronized 
with the kHz femtosecond-pulse-train from the laser. Our 

helical drilling tests showed reduced distortions in the 
shape of the exit holes compared to linear polarization 
(see Table 1). This was due to the averaging of 
reflectivity during drilling. This averaging effect occured 
because the polarization rotator was not synchronized 
with the scanning galvo in this case. The averaging effect 
is discussed further in section 3.3. 

We also used the laser-synchronized polarization 
switching mode to test the response time of the liquid-
crystal device, by placing a Glan Laser Polarizer behind 
it. Thus, a rotation in polarization direction was translated 
into a modulation of the amplitude transmitted through 
the polarizer. The resulting beam amplitude was 
measured with a photodiode (see dashed components in 
Fig. 1). This confirmed that the response time of the 
polarization rotator was less than 0.5ms (manufacturing 
specification: 0.1ms). In our laser system, the time lapse 

50µm 50µm 50µm 50µm 50µm

Polarization 

Table 1. Description and results of helical drilling tests on a 380µm-thick stainless steel plate, including qualitative comparison of the exit 
holes (775nm, 240fs pulses, 1kHz repetition rate, pulse energy: 75µJ). 
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Circular 
polarization 
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synchronized 
polarization 
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synchronized 
polarization 
switching 
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polarization 
switching  

Configuration of 
the setup 

Polarization 
rotator removed. 
The linear 
polarized laser 
beam is used to 
drill the sample. 

Polarization 
rotator removed. 
A quarter-wave 
plate is inserted 
into the beam 
path to produce 
circular 
polarization. 

Polarization 
rotator driven 
with a 10Hz 
square wave 
synchronized 
with the galvo 
scanner. 

Polarization 
rotator driven 
with a 100Hz 
square wave 
synchronized 
with the laser 
pulse-train. 

Polarization 
rotator driven 
with a 10Hz 
square wave,    
not synchronized 
with the laser or 
the galvo scanner. 

Aim of test Provide 
comparative data 
for subsequent 
tests. 

Provide 
comparative data 
for subsequent 
tests. 

Reduce the 
variability in 
reflectivity during 
drilling. This 
configuration is 
similar to 
polarization 
trepanning. 

Provide accurate 
control of the 
polarization state 
of each 
femtosecond 
pulse. 

Reduce the 
polarization 
induced 
distortions thanks 
to averaging 
effects. 

SEM images of 
the holes exit 

aperture 
 

 

 

     

Qualitative 
comparison 

Elliptical exit 
hole shape, 
showing the 
distortions 
typically 
associated with 
linear 
polarization, as 
described in [7]. 

Exit hole less 
elliptical than 
linear 
polarization. 

Low levels of 
distortion on the 
hole walls. 

Increase in size of 
exit aperture 
compared to 
circular 
polarization. 

Small levels of 
distortion on the 
hole walls are still 
present. 

Shape of the hole 
improved 
compared to 
linear 
polarization. 

No improvements 
when compared 
to circular 
polarization. 

Increase in size of 
exit aperture 
compared to 
circular 
polarization. 

Low levels of 
distortion on the 
hole walls. 
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between each femtosecond pulse is 1ms (1 kHz repetition 
rate). The response time of the liquid-crystal device was 
therefore sufficient to provide accurate control over the 
polarization direction of each individual pulse. The 
interesting aspect of this polarization mode is that it 
enables dynamic pulse-to-pulse amplitude control for 
surface machining of periodic structures. Experiments 
using this technique (in preparation) will be published 
elsewhere. 

3.3 Un-synchronized polarization switching 

During helical drilling, the laser beam rotates about the 
central axis of the hole. When the polarization rotator is 
not synchronized with the scanner system, a given 
coordinate in the circular beam path will see the 
polarization direction vary over time. The resulting value 
for the reflectivity of the laser beam at this coordinate 
will vary accordingly. This leads to an averaging effect 
which tends to reduce the distortions in the exit shape of 
the hole [7]. 

The synchronizing signals linked to the polarization 
rotator were removed, allowing these averaging effects to 
take place. Our helical drilling tests showed reduced 
distortions in the shape of the exit holes compared to the 
other polarization modes (see Table 1). However, these 
averaging effects should also have occurred in the laser-
synchronized polarization mode described in section 3.2. 
The difference in machining quality between these two 
cases is thought to be due to a difference in the 
polarization switching frequencies. Future work will 
determine the optimum ratio between polarization 
switching frequency and beam scanning speed to 
maximize the averaging effects and improve the 
machining quality. 

4. Conclusions 

A method for dynamically switching the polarization 
direction of a femtosecond laser beam with a fast-
response, transmissive, ferroelectric liquid-crystal device 
has been presented. Helical drilling of high-aspect-ratio 
micro-holes in a steel plate was tested, using the various 
polarization driving modes available, such as scanner-
synchronized, laser-synchronized and un-synchronized 
polarization switching. Microscopic investigation of the 
resulting features revealed improvements in the 
machining quality. A profitable line of future 
experimental work could be testing different geometries, 
aspect-ratios and materials to confirm these preliminary 
findings. 

To our knowledge, this is the first time polarization 
trepanning has been achieved using a solid-state device 
for micro-machining. The liquid-crystal polarization 
rotator is found to provide more flexibility than the wave-
plate elements it replaces, thanks to its tolerance to 
optical miss-alignment. Since it is a solid-state device, it 

provides polarization rotation without any undesirable 
mechanical motion, associated vibrational problems and 
reducing maintenance downtime. However, the liquid-
crystal device is not without some operational constraints. 
For example its angular rotation range, limited to 90º and 
its requirement for a dc-balanced, 50% duty-cycle 
periodic driving voltage. As a result, the device is limited 
to machining periodic structures, or axi-symmetric 
features. 

Although the machining quality often associated with 
high-precision trepan drilling heads has not been 
achieved, the fast-response liquid-crystal polarization 
rotator presented here could emerge as a flexible 
alternative, providing an improved machining quality to 
existing micro-machining systems. 
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Laser Inertial Fusion-based Energy (LIFE) - Developing Manufacturing 
Technology for low cost and high volume fusion fuel is critical to our future 
energy needs. 
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Abstract.  Sustainably providing for the world’s energy needs is one 
of the most urgent – and difficult – challenges facing today’s 
society. Worldwide electric power demand is expected to double 
from its current level of about two trillion watts (TW) to four TW by 
2030 and could reach eight to ten TW by 2100. As many as 10,000 
new one-gigawatt (GW) power plants will be needed to keep up 
with this demand. Yet fossil-fuel supplies, such as coal and natural 
gas, are limited, and the environmental effects of that many 
additional fossil-fuel plants could be devastating. Conventional 
nuclear power could provide clean energy, but poses waste-disposal 
and proliferation concerns. All available energy options have 
limitations and liabilities, so revolutionary responses must be 
pursued in parallel with evolutionary ones. The Laser Inertial Fusion 
Energy concept, or LIFE, is one such revolutionary response. 
Today, researchers at the Lawrence Livermore National Laboratory 
are close to demonstrating the scientific basis required to make LIFE 
a reality. The capability of lasers to create the conditions required 
for ignition and thermonuclear burn in the laboratory with inertial 
confinement fusion (ICF) is expected to be demonstrated on the 
National Ignition Facility (NIF) located in the U.S. during fiscal 
years 2010 or 2011. With the appropriate research, development and 
engineering program, LIFE power plants could begin to provide 
electricity to U.S. consumers within 20 years and could provide a 
very significant fraction of U.S. and international electricity demand 
by 2050. See Figure 1. 
At the heart of the LIFE power plant is a fuel capsule containing a 
tiny amount of solid deuterium-tritium (DT) which is compressed to 
high density by lasers, and then a short-pulse laser beam delivers 
energy to ignite the compressed core until a fusion reaction is 
initiated – analogous to a sparkplug in an internal combustion 
engine. The fission reaction produces thermal energy for electricity 
generation. The fuel capsule consists of a spherical shell with an 
internal layer of foam that retains the DT within its pores. The 
capsule is attached to the hohlraum, which converts laser light into 
x-ray energy to compress the DT, and a cone that injects energy 
directly  to the center of the imploding capsule to hasten the fusion 
reaction. The fuel capsule components shown in Figure 2 would be 
fabricated in a central factory and then assembled at the LIFE power 
plant. Fuel capsules would be injected into the target chamber at a 
rate of 10 to 20 targets per second. The current fuel capsule 
fabrication techniques are unsuitable for low-cost, high throughput. 
For ICF fusion energy to be cost-competitive with other forms of 
energy, the high-precision fuel capsules must be manufactured in 
quantities of about 1.73 million per day per plant and at unit costs of 
less than $0.25 USD.  

The challenge is to develop inexpensive processes that can be used 
to meet the specified tolerances of the fuel capsule. The fuel capsule 
must be made to micrometer tolerances to attain a stable contraction 
of the fusion fuel. The fuel must align to the laser centroid to within 
50 µm. Manufacturing methods such as injection moulding or the 
development of new processes based on chemical engineering mass-
production principles are examples. The greatest probability of 
success lies with a simple fuel capsule design using a minimal 
number of parts and materials that accommodate the component 
fabrication and assembly operations. The final fuel capsule design 
will be the result of an optimization effort in which all factors are 
weighed and new solutions are explored to improve the overall 
target cycle. 
This paper outlines the requirements, the current state-of-the-art and 
research plan for several aspects of the fuel capsule fabrication. A 
fuel manufacturing R&D is being planned with a goal of 
demonstrating the unit processes needed for a prototype LIFE power 
plant. R&D efforts will be conducted in collaboration with industrial 
partners.   

Keywords:  laser inertial fusion energy, LIFE, inertial confinement 
fusion, hohlraum, fuel capsule, foam shells, microencapsulation, 
diamond CVD, projection micro-stereolithography, holographic 
nanolithography, electro-phoretic deposition, microballoons 

1. Introduction  

At the heart of the LIFE system is a tiny amount of solid 
deuterium-tritium (DT), which is compressed by an 
intense laser energy pulse until a fusion reaction is 
initiated.  The fusion reaction creates a neutron flux 
sufficient to cause a fission reaction in pellets flowing 
through the surrounding chamber walls. The fission 
reaction produces thermal energy for electricity 
generation. The fuel capsule that houses the DT consists 
of a spherical capsule with an internal layer of foam that 
retains the DT within its pores. The capsule is attached to 
the hohlraum, which converts laser light into x-ray energy 
to compress the DT, and a cone that injects energy 
directly in the center of the imploding capsule to hasten 
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the fusion reaction. The fuel capsules are injected into the 
target chamber at a rate of 13 to 20 targets per second. 

The challenge is to develop high-volume low-cost 
manufacturing processes to meet the specified tolerances 
of the LIFE fuel capsule. The greatest probability of 
success lies with simple target designs using a minimal 
number of parts and materials that accommodate the 
component fabrication and assembly operations. 

Is there potential to develop existing commercial 
high-throughput manufacturing methods for the small 
ultra-high precision needed for the LIFE fuel capsules 
and/or the development of new processes based on 
chemical engineering mass-production principles? The 
challenge in both cases is to determine whether or not 
inexpensive processes can be used to meet the specified 
tolerances of the LIFE fuel capsule.  The greatest 
probability of success lies with simple target operations. 
This paper outlines the requirements, current state-of-the-
art and research plan for several aspects of the fuel 
capsule fabrication and assembly.  A significant research 
and development program is required to ultimately 
produce the LIFE fuel capsule to the desired 
specifications, costs, and production volumes.   

 
Fig. 1. The LIFE reactor. 

 
Fig. 2. Fuel Capsule. 

 
  

 
Fig. 3.  Life Reactor. 

2. LIFE Fuel Capsule Specification 

There are a number of potential designs under 
consideration all of which are made from three basic sub 
elements shown in Figure 4. together with their 
dimensional specifciations. The final design will be 
influenced by the developing manufacturing processes to 
meet performance and cost goals. 

3. Fuel Capsule Fabrication 

The primary objective of the fabrication effort is to meet 
the cost, throughput and design specification 
requirements of the LIFE fuel capsule. Unlike capsules 
built to date, the LIFE capsule is not a research product 
but is a key component in a commercial enterprise and 
must be cost competitive in the consumer market.   

A prudent research plan will pursue multiple paths 
simultaneously. There are many methods available for 
fabricating each of the major components of the fuel 
capsule, the hohlraum/cone, the capsule and the foam.  
Some of the possible fabrication options for each of these 
components are shown in Figure 5.   
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Fig. 4. Basic components of the fuel capsule. 

 

 
 

Fig. 5. Possible fabrication processes. 

 

3.1 Metal Working 

3.1.1 Description 
Metal working technology covers a wide range of process 
technologies. Examples are: 

1. Hohlraum and cones can be deep drawn around 
tooling which conforms to the desired shape 

2. Metal capsules can be cast or formed into 
hemispheres which are then joined to make the 
spherical capsules. 

3. Metal joint techniques such as brazing or welding 
can be considered for joining parts of the 
hohlraum and cone. 

3.1.2 Material considerations  
Current materials under consideration for the 
hohlraum/cone fabrication include gold, tantalum, lead, 
uranium, mercury, and bismuth, amongst which gold and 
lead are the two top candidates for metal-working 
because of their good formability/workability at relatively 
low homogonous temperatures. Elemental lead, in 

particular, has unique advantages over other materials 
systems because it is cost-effective, and amenable to 
large deformation processes such as cryogenic 
mechanical properties must be taken into account when 
selecting hohlraum/cone materials because they could be 
operated at low temperatures. 
 

Key research issues:  
1. Scale-down of the current metal-working 

technologies for extremely small components. 
2. Characterize the mechanical properties of 

hohlraum materials at micro- and nano-scale. 

3.2 Description of Micro Injection Molding 

Micro-injection molding is one of the promising methods 
that could allow the production of large quantities of high 
precision fuel capsules for the LIFE application at low 
costs. The technique is a special case of injection molding 
that is widely used in industry.This high-throughput, low-
cost technology permits a high degree of process 
automation and allows one to produce complex precision 
parts from plastics, ceramics, and metals.  
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Blanks stamped
from sheet

Deep draw
Trim/
Form lip

Apply
glue

μ−encapsulation or
injection-mold
capsule

Laser drill
hole

 Apply glue

Assemble
DT fill

Hohlraum

Capsule
Mold foam

 

Fig. 6. Example fuel capsule fabrication process. 

3.2.1 Current state of the art  
The smallest feature is ≤200 nm, roughness 50-nm Ra 
depending on the mold, highest pin aspect ratio at 2000 
μm high and 115 μm width, suitable for nearly all 
materials. Thermoplastics and thermoplastic elastomers, 
elastomers and duromers are under development. 

The capsule could be made from nearly all 
thermoplastics including polyethylene (PE). Hollow 
capsules can be realized by gas-assisted injection 
molding. At present, it cannot be said if this technique 
would be capable of delivering the required capsule wall 
thickness and homogeneity (peak-to-valley roughness 
~1% of the wall thickness, or <1 micron for a 100-
micron-thick ablator), as the fabrication of such high-
precision mm-sized shells has not been demonstrated yet. 
Another issue is the formation of a seam around the shell, 
which is the consequence of the two-part mold required 
for this process. Using a high-precision mold, one could 
expect a 5-micron-wide and 5-micron-high seam. 
Simulations need to be performed to address the effect of 
such a 2D line defect on fuel capsule performance. 

In principle, the hohlraum (cylinders) structure could 
also be formed by injection molding using an organic 
binder highly filled with a high-Z metal powder using 
metal injection molding, followed by de-binding and 
sintering. Although the parts typically shrink 15 to 20 
percent during de-binding and sintering, tolerances as low 
as 0.3% of the nominal dimension can be achieved. 
However, this technique has not yet been demonstrated 
for lead, which is our preferred hohlraum material. In 
conclusion, metal injection molding might be an 
interesting alternative to the fabrication of the hohlraum 

by cold working (swaging, deep drawing) or casting, 
specifically in the case of high melting point and/or brittle 
materials such as tungsten. 

3.2.2 Research needs include: 
1. Develop micro-injection molding processes for 

improved precision. 
2. Perform simulations to assess the effect of a 

seam around the shell/capsule on target 
performance. 

3. Develop a high-density plastic precursor (nano-
graphite or nano-diamond doped plastic) for the 
ablator application.  

4. Develop a micro-injection molding process for 
lead hohlraums. 

3.2.3 Conclusion 
Micro injection molding is a promising method that could 
allow the production of large quantities of high-precision 
targets for the LIFE application at low costs. It is a high-
throughput, low-cost technology that permits a high 
degree of process automation and potentially could be 
used to produce large quantities of both components of a 
LIFE fuel capsule—the low-Z capsule as well as the 
high-Z hohlraum. However, at present, it cannot be said 
whether or not the required precision can be achieved. 

3.3 Micro-encapsulation 

3.3.1 Description 
Micro-encapsulation is the general term given to the basic 
technique currently used at LLNL in the fabrication of 
hollow spherical shells.  A triple orifice generator is used, 
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consisting of a concentric nozzle dispensing two 
immiscible liquids (see Figure 7).  The inner liquid (oil 1) 
forms the inner void of a hollow shell, while the middle 
liquid (R/F) contains the precursor materials to form the 
shell wall. The outermost liquid is used to strip the 
droplet off of the tip of the nozzle into a collection tube.  
After formation of the compound droplet, the shell wall is 
cured into a solid, and finally the liquid is extracted from 
the inside of the shell.  For foam shells, an additional step 
is used to prepare a solid density plastic permeation 
barrier on the outside of the shell. 

 
A two-layer capsule is required for the LIFE fuel 

capsule. Using this process, the outer layer is a solid 
polymer with a wall thickness of 200 µm. The inner layer 
is a low density (≤30 mg/cc) open cell polymer foam 
layer with a thickness of 250 µm.  Since a large hole for 
the cone is needed in the capsule, there is the opportunity 
to manufacture either layer first. 

 

 

 

Fig. 7. The Droplet Generator used in the microencapsulation of shell. 

 
The potential approaches and relevant steps are 
summarized as follows: 

Foam Shell Option I (inside-out) 

• Droplet generation using microencapsulation of 
oil/water/oil or water/oil/water systems  

• GDP coat or mold overcoat 

Foam Shell Option II (outside-in); two approaches 

• Spin coat interior of shell 
• Grow foam from interior surface of shell 

Foam Shell Option III (inside-out) 

• Form foam film on sacrificial substrate 
• Vacuum form foam shell 
• GDP coat or mold overcoat 
• Alternative:  direct molding of foam shell 

Foam Shell Option IV (outside-in) 

• Produce capsule shell and bore cone insert hole 
• Insert inflatable/deflatable spherical mold into 

shell 
• Form foam film in gap between mold and shell 

3.3.2 Current state of the art 
Currently, for thin (~15-um wall thickness) 
microencapsulated shells, the diameter variation is +/- 20 
μm, which is higher than required for LIFE. Other 
specifications can easily be met.  The roundness is 1 μm 
for 2-mm-diameter capsules, the wall variation is <1% 
avg. The surface roughness meets or is under the required 
specification (20 nm rms). 

There is less experience for the thick (200-um wall 
thickness) microencapsulated shells than for thin walls. 
Some thick shells have been made, and we are in the 
process of characterizing those batches.  For these shells, 
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there a two major challenges: wall uniformity and 
vacuoles. 

3.3.3 Research needs 
For foam shells with a solid GDP overcoat: 

1. Optimizing the foam material for strength and 
density 

2. Optimize the GDP coating parameters for fast 
coating rate and smooth surface 

For solid shells to address the high cost of producing 
thick capsule shells: 

1. Microencapsulated thick-walled shells will cost 
much less than vapor–phase deposited GDP 
shells 

2. Improve the encapsulation process by optimize 
the concentration and molecular weight of the 
polystyrene, which influences the viscosity of the 
compound droplet wall 

3. Determine the maximum thickness that could be 
made without exceeding the wall uniformity 
specification 

4. Develop dielectrophoresis (DEP) forces 
generated by electric fields to further improve the 
wall uniformity. There is an ongoing 
collaboration between the University of 
Rochester and General Atomics to work on this. 

3.3.4 Conclusion 
Microencapsulation has great potential but requires major 
research to reduce cost and improve productivity. Quality 
is an issue currently requiring 100% automated optical 
inspection system to measure the diameter, wall 
thickness, and wall thickness uniformity of each shell at a 
speed sufficient so that a small number of these systems 

could measure and reject shells in real-time for a 
commercial power plant design.  

3.4 Diamond Plasma-Assisted Chemical Vapor 
Deposition 

Besides beryllium and plastic, diamond has a unique 
combination of physical properties tht makes it a very 
promising capsule material. Furthermore, diamond is 
chemically extremely inert, which allows one to apply 
very aggressive processing and cleaning procedures; 
finally, synthetic diamond is an environmentally friendly 
material that, despite diamond’s reputation as an 
expensive material, can be produced cost-efficiently. 

3.4.1 Description of the diamond CVD process 
In a joint research project, LLNL and the Fraunhofer 
Institute for Applied Solid State Physics in Freiburg, 
Germany, succeeded in developing an environmentally 
safe and cost-efficient batch process that allows one to 
produce large quantities of ultra-high precision diamond 
shells (see Figure 8). The fabrication of diamond capsules 
is a multi-step process that involves a microwave plasma-
assisted chemical vapor deposition (PACVD) process to 
deposit a thickness of 100 μm on silicon mandrels 
followed by polishing, micro-fabrication of holes using a 
laser, and removing of the silicon mandrel by an etch 
process (see Figure 9). 

 
Fig. 8. Diamond shells. 

 

 
Fig. 9. Fabrication of diamond capsules is a multi-step process that involves the following steps: 1) microwave-assisted chemical vapor 
deposition, 2) ultra-high precision polishing, 3) Nd:YAG laser hole machining, and 4) ultrasonically assisted wet etch. 

 

3.4.2 Current state of the art 
Using this process, diamond shells that meet all the 
stringent requirements of the LIFE application have 
successfully been made. However, the production costs  
 

 
must be lowered considerably. Currently, the most cost-
intensive process step of the fabrication of diamond shells 
is the diamond PACVD process. For the ablator 
application, nano-crystalline diamond (NCD) is preferred 

(1) (2) (3) (4) 



Fuel Capsule Assembly 565

over coarse-grained material. Without changing the 
current technology, the diamond deposition costs can be 
lowered by running larger batches.  

3.4.3 Research Needs 
In the case of diamond shells, the research will be 
focused on reducing the costs rather than improving the 
quality, which is already more than sufficient. 
Specifically, the following research areas need to be 
addressed: 

1. Demonstration that scaling-up of the current 
technology can be done without jeopardizing the 
quality of the diamond shells 

2. Increasing the deposition rate by a factor of two 
without degrading the material quality 

3. Developing more efficient, high-throughput 
seeding techniques while maintaining the high 
nucleation density currently achieved (e.g., using 
colloidal solutions of diamond nano-particles) 

4. The development of thick ultra-smooth NCD 
films to avoid polishing (RMS surface roughness 
less than 100 nm) 

5. Exploration of the potential benefits of the hot-
filament CVD (HFCVD) diamond process (thick 
ultra-smooth NCD, larger deposition area, larger 
batches) 

Specifically, the development of thick ultra-smooth 
(mirror finish) NCD films needs to be pushed forward to 
avoid polishing. The deposition of smooth, thick NCD 
films on planar substrates via hot-filament CVD 
(currently PACVD is used in the fabrication of diamond 
ablator shells) has already been demonstrated. In a second 
step, this technique needs to be transferred from planar 
substrates to spherical substrates.  
 

3.4.4 Conclusion 
In conclusion, the fabrication of ultrahigh precision 
diamond shells has already been demonstrated. Lowering 
of the production costs could be achieved by a 
combination of scaling up the current technology and 
using higher deposition rates as well as lower-cost 
deposition equipment. The development of more efficient 
high-throughput seeding techniques and of ultra-smooth 
NCD films on spherical substrates will be required. 
Finally, the hot-filament CVD diamond process has the 
potential to further lower the production cost by running 
much larger batches. 

4. Fuel Capsule Assembly 

4.1 Description 

A major design objective for LIFE fuel capsules is to 
reduce the number of component parts. A manufacturing 

process capable of producing a one piece design is very 
desirable and may be possible in the distant future. For 
the near future, we have identified three basic component 
groups that form the fuel capsule: 1) hohlraum 
(cylinders), 2) capsules (shells) and 3) cones. Our 
assembly procedures to date have been developed around 
NIF targets, which are a much more complicated design, 
driven by research needs. The concept is the same, but 
the number of component parts is greater and more 
demanding than perceived for the LIFE fuel capsule. We 
have progressed from a manual assembly to a much 
needed semi-automated process and only produce two 
assemblies per day, which meet our current needs. 
Experience has shown that design to aid assembly is 
essential, requiring the parts to be robust for automated 
handling, requiring precision for self-aligning, clean 
room environment and quality control. Figures 10 and 11 
show basic examples of bonding and self-alignment.  
 

Automated
glue
application

Assemble

Hohlraum

Capsule
 

Fig. 10. Pictorial of assembly and glue operation. 

Cone

Hohlraum

Capsule

Self-fixture features

  

Fig. 11. Self-fixtured assembly. 

4.2 Material Considerations 

Materials to be joined are expected to be lead for the 
hohlraum and polymers of some variety for the capsule 
and foam components.  The capsule could also consist of 
a low Z material such as beryllium or diamond. Joint 
materials are most likely to be polymeric glues, although 
metallic bonding procedures such as welding or soldering 
could be used for metallic parts. 
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4.3 Research needs 

Principal research needs include the ability to handle 
delicate parts and to locate them accurately in a fixture.  
Location accuracies will result from dimensional 
tolerances of the part, the fixture and any allowance 
required for sliding fits if needed. Research needs for 
fixturing include: 

• Design and build high-accuracy, compliant 
fixturing to relax part location accuracies to <10 
um and fixture alignment accuracies to <5 um 

• Determine techniques to mate “upside down” 
hohlraum to capsule (or visa-versa) through 
vacuum hold or other techniques 

• Fully automated assembly to meet the throughput 
and cost objectives for the targets 

• Automatic part bonding methods must be 
investigated 

5. Emerging Fabrication Technologies 

There are several emerging micro- and nano-fabrication 
technologies that may significantly contribute to LIFE 
fuel capsule fabrication. They may have impact on all 
major fabrication challenges including hohlraums, 
capsules, and foam geometries. Three of these tech-
nologies, Projection Microstereolithography, Electro-
phoretic Deposition, and the Hollow Jet Instability 
Method are briefly discussed in the following sections. 

5.1 Projection Microstereolithography 

5.1.1 Process description 
Projection Microstereolithography (PμSL) with a Digital 
Micromirror Device (DMD) or Liquid Crystal on Silicon 
(LCoS) display (see Figure 12) is capable of fabricating 
complex three-dimensional microstructures in a bottom-
up, layer-by-layer fashion. Resolution in these systems is 
limited to one-half of the wavelength of the incident light 
because they can only transmit the propagating 
components emanating from the source. 

 
Fig. 12. Schematic of baseline PμSL system. 

5.1.2 Superlens 
Recently, work by Pendry has predicted that a so-called 
“superlens” can amplify the evanescent waves, thus 
restoring the image that exists below the diffraction limit. 
This enhancement of evanescent waves by surface 
plasmons in silver films was first reported by Fang 
(LLNL collaborator) and co-workers.  They also showed 
the first demonstration of a silver film superlens by 
imaging features onto photoresist at ~1/6λ.  To utilize this 
near-field effect in a PμSL system, it must be converted 
to a far-field phenomenon. The amplified evanescent 
waves can be converted into a propagating field by using 
thin-film silver grating-type structures. Further devel-
opment of this far-field concept for integration into a 
PμSL system will allow for rapid direct writing of three-
dimensional nanostructures below the diffraction limit. 
To date, superlens’ have only been utilized for imaging 
purposes. 

5.1.3 Digital holographic nanolithography 
Holographic nanolithography has emerged as a method of 
three-dimensional volumetric nanofabrication (see Figure 
13).  This can also be integrated with the PμSL system 
for fuel capsule fabrication. This method can create 
designed features and aperiodic micro- and nano-
structures by interfering light from multiple DMD or 
LCoS devices in the resin bath.  This will allow a variety 
of porous structures and materials to be fabricated and 
point features to be intentionally positioned.  The digital 
dynamic masks can be exploited to project a computed 
three-dimensional hologram into liquid polymers for 
fabrication of highly interconnected functionally graded 
density materials with 10s - 100s of nanometer precision. 
It should be possible to achieve meso-scale (>1 mm) 
components while maintaining quarter-wavelength 
resolution of 70 - 100 nm. 
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Fig. 13. Synthetic holographic nanolithography reproduces (b) 
complex 3D crystallographic orders in a single snapshot; proof-of-
principle demonstration by Campbell et al. 

5.1.4 Research Needs 

1. What limits resolution of the system (with and 
without a superlens) and what is the best 
achievable resolution? 

2. Impact of metal and ceramic particles in resin.  
What materials are feasible?  Is sintering required 
and what is the effect on the final geometry? 

3. Holographic nanolithography has never been 
attempted in this configuration. How deep a 
structure can be fabricated with one hologram? 

4. What limits the throughput/speed of the system? 
5. Modeling efforts will be required to compliment 

experiments and answer some research questions. 

5.2 Electrophoretic Deposition 

5.2.1 Process description 
Electrophoretic deposition (EPD) is a directed particle 
assembly method that utilizes electric fields to deposit 
charged nanoparticles from a solution onto a substrate.  
EPD requires the deposition substrate to act as one 
electrode to attract oppositely charged particles from the 
solution (see Figure 14). This can be achieved on non-

metal parts by coating the surface with a thin metal layer 
(order 100 nm thick). The part is then submerged in a 
conductive solution (solvent or aqueous) containing 
suspended nanoparticles of the desired coating material. 
The nanoparticle charge and size as well as the electric 
field strength determine the deposition rate and eventual 
coating thickness. These parameters can be controlled to 
provide precise coating thicknesses and the packing 
structure of the deposited particles. The coating is then 
stabilized through drying and/or sintering. This approach 
is proposed for coating a pre-fabricated polymer (or 
similar material) hohlraum with a 20-µm-thick metal 
layer. 

         

Fig. 14. Schematic of the electrophoretic deposition process. 

5.2.2 Current state of the art 
EPD has been used with a wide range of nanoparticles 
including oxides, metals,, polymers, semiconductors, and 
even diamond. The process can currently be used to 
synthesize cylindrical and other net-shape mm-scale 
parts, density and composition-gradient coatings and 
materials. Coatings can be as thick as a few millimeters.  
The surface roughness is dependent on the particle size 
and other deposition parameters.  The process is primarily 
used to deposit ceramic coatings on metals,, but several 
groups have demonstrated electrophoretic deposition of 
colloidal gold. Researchers at LLNL demonstrated 
electrophoretic deposition of multilayer colloidal gold 
films using 30- to 80-nm precursor material. 

5.2.3 Research needs 

1. Materials compatibility and deposition para-
meters will need to be determined based on the 
selected material for the hohlraum part and 
desired coating.   

2. Process modeling will be necessary to ensure 
uniform coating thickness around the non-planar 
hohlraum shape.  Corners and edges will generate 
electric field gradients, which will increase 
particle-particle interactions during deposition.  
These interactions can be eliminated be altering 
field magnitudes based on the process model. 

3. Drying and sintering of the proposed material 
must be analyzed as a function of thickness and 
deposition parameters. Optimized conditions will 
eliminate cracking and peeling due to internal 
stresses. 
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5.3 Hollow Jet Instability Method 

5.3.1 Process description 
The fabrication of high-quality amorphous metal 
microballoons with uniform shell thickness, low surface 
roughness, and high sphericity can be accomplished by 
exploiting the natural instability of a hollow liquid jet 
under free fall. It is well known that a falling liquid jet is 
naturally unstable with respect to “break up” into 
droplets. Under controlled conditions, spherical droplets 
with a narrow size distribution are formed when 
oscillations of the jet diameter grow with distance along 
the path of fall. Lee, Kendall, and Johnson were able to 
produce uniform distributions of solid metallic glass 
spheres by allowing such droplets of Au-based metallic 
glass-forming liquid to solidify during free fall in a drop 
tower. When the liquid droplets crystallize during fall, the 
sphere surfaces are rough and non-uniform due to the 
discontinuous nature of liquid-crystal phase transition, 
which involves discontinuous changes in molar volume, 
enthalpy, etc. By contrast, when the cooling rate of the 
droplet during fall is sufficient to bypass crystallization, 
the under-cooled liquid reaches the glass transition 
without crystallizing, and metallic glass spheres are 
formed. These spheres were found to exhibit extremely 
smooth surfaces (see Figure 15) with roughness in the 
range of nms. 
 

 
Fig. 15.  A metallic glass microballoon of diameter ~1mm and wall 

thickness of about 20 μm. 

The Au-based glass forming alloys used in the early work 
were relatively poor glass formers with critical casting 
thicknesses of the order of 1 mm or less. The critical 
casting thickness reflects the minimum cooling rate 
required to bypass the crystallization of the alloy and 
therefore reflects the “processability” of the alloys. Since 
the early work on microballoons, the Caltech group and 
other groups worldwide have developed several families 
of glass forming alloys with critical casting thicknesses 
ranging up to cms. These highly processable alloys would 
be better suited to the production of glassy spheres and 
microballoons in a drop tower set-up. For LIFE capsules, 
it may be desirable, for example to fabricate micro-
balloons from alloys containing metals that have low 
cross sections for neutron absorption. For example, Be 
and Zr are two such metals. 

6. Conclusion 

A fuel manufacturing R&D facility is being planned with 
a goal of demonstrating the unit processes needed for a 
prototype LIFE power plant. R&D efforts will be 
conducted in collaboration with industrial partners.   
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Abstract. The new Reactive Atom Plasma (RAP) facility Helios 
1200 at Cranfield Precision Engineering Centre (UK) has a unique 
material removal rate and proven nanometre level repeatability. 
Thus, it incorporates high potential capability for ultra-precise, cost-
effective figuring of large specular surfaces. In this paper, 
experimental results concerning substrate temperature and time 
dependence of the removal rate are presented, these constituting a 
fundamental part for an in-process temperature adaptation required 
to “steer” material etching. In particular, the etching process is 
believed to follow an Arrhenius’ type law and the removal rate is 
assessed in the range of 20-105 oC. The plume footprint is 
characterised to allow classical de-convolution methods (Lucy-
Richardson, Van Cittert) to be later investigated to compute initial 
dwell-time maps and tool-path algorithms for free form figuring. 
Attempts to implement the process through thermal effects 
compensation techniques are presented. Those experimental results 
are analyzed and discussed. Characterisation of pre- and post-
processed substrates is performed using phase-shift interferometry 
for shape assessment and white light interferometry for surface 
topography measurement. rms-Roughness of 3-4 nm results after 
neutral removal rasterings on synthetic fused silica substrates over a 
70x200 mm area, with depths ranging from 100 to 200 nm. 

 
Keywords: RAP, atmospheric pressure, plasma torch, removal rate, 
roughness, low thermal expasion glass, ultra-precision surfaces, 
figuring. 

1. Introduction 

Helios 1200 was conceived for the figuring of metre 
square sized optical components which are required for 
Extreme Ultraviolet Lithography, very large telescopes 
and fusion facilities. Fabricated by RAPT Inc. for the 
figure correction of 1.2 m diameter mirror surfaces, its 
submicron accuracy motion is ensured by computer 
numerical control system (Fanuc 30i series). It integrates 
dedicated software and has a double skin structure to 
increase machine safety. It has three axes of motion with 
the component moving along the YY direction while 
scanned by the plasma torch travelling in the XZ plane 
(see Fig. 1). An argon Inductively Coupled Plasma “cold” 

torch constitutes the etching source at atmospheric 
pressure. Reduced heat propagation is secured by a conic 
brass nozzle which cools down the plasma jet and 
controls its flow distribution. The etching beam is 
assessed as near Gaussian footprint measured as 10 mm 
full width at half maximum (FWHM). Further details of 
the machine specifications can be found in [3]. 
 
 

 
Fig. 1. Machine motion configuration. 

RAP technology has already been proven [1] to be 
deterministic at nanometre level and to achieve higher 
removal rates than competing processes, such as 
polishing, magnetorheological finishing and Ion Beam 
Figuring (IBF). 

The work presented in this article confirms the 
validity of the RAP process for the case of the new torch. 
Furthermore, it also introduces a new approach aimed at  
gaining control of the removal rate with respect to 
substrate exposure time and temperature [1] - [2]. 

Consequently, results of initial attempts to produce a 
neutral removal are showed and discussed. The 
achievement of this task is a fundamental prelude to a 
complete figuring process control. 

Finally, the roughness of processed substrates was 
also assessed and its evolution is reported and compared 
with polishing performances. 
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Both form and roughness measurements were carried 

out, using a monochromatic Twyman-Green and white 
light coherence probe interferometers reaspectively. 

2. Experiments, results and discussion 

For the whole series of experiments the processing 
conditions are:  

• RF generator forwarded power 1000 W. 
• RF generator frequency 39 MHz 
• Standoff distance between samples and torch 

nozzle 7.5 mm. 
• Temperature and humidity controlled room.  
• SF6/Ar 4% gas mixture. 
• Purposely tuned pyrometer emissivity. 

All tests carried out during these experiments were 
performed on ULE or Fused Silica (grade Q1) 
substrates.  

2.1 Process characterisation 

To assess the material removal rate capability of the new 
torch, etching of both spots and trenches was carried out. 
Fig. 2 shows the material removal of the static plasma 
beam for increasing dwell time on ULE disks. In the 
graph, the etching rate follows a steep trend, reaching a 
removal of about 0.5 mm3 over an area of 531 mm2 
within few seconds. The non linearity is ascribed to heat 
affecting the rate of chemical reaction. 
 

 
Fig. 2. Volumetric material removal rate of static etching. 

More characteristic for the processing of optical surfaces 
is raster-type etching. Therefore removal depth as a 
function of the travel speed was assessed both on ULE 
and Fused Silica samples (see Fig. 3). Their sizes are, 
respectively, 200x200x25 mm and 200x200x27 mm. 

Each trench was etched on a surface having a start 
temperature of 20 oC. This set of experiments is used, 

together with the Gaussian trench width (10 mm 
FWHM), as characterisation for the plume “Tool” 
footprint of the process. In fact, unlike Ion Beam Figuring 
[4], [5], “spot-tests” can be considered unsuitable for 
RAP to describe the properties of the beam function  in 
dynamic mode. This is due to differences in heat transfer. 
In particular, non-linearity has to be expected and 
implemented in deconvolution calculations for the 
derivation of velocity maps and tool-path algorithms. 
Under this aspect, two de-convolution methods, Lucy-
Richardson and Van Cittert, are currently being 
investigated. 
 

 
Fig. 3. Removal depth versus torch travel speed for ULE (solid line) 
and SiO2 (dash line).  

 
High etching rates and non linear trends are attributed to 
the increase of the substrate temperature and heat 
propagation within the material during the plasma 
process. A deeper understanding of the removal rate – 
temperature relationship is a key task for the 
implementation of an in-process adaptation by unleashing 
the etching rate-temperature-time “loop”. 
 

 
Fig. 4. Substrate temperature dependence of etching depth for static 
beam. 

In this context, a first row of tests was carried out in static 
mode on ULE disks (diameter: 50mm, thickness: 5mm). 
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After uniform pre-heating, the surface was etched by the 
torch dwelling for one second. The temperature previous 
to etching was recorded with thermocouples on the 
backside of the samples, ensuring contact through thermal 
paste. The procedure was repeated for a series of 
temperature values (see Fig. 4). 
On the basis of a similar principle, experiments on 
thermal effects in dynamic mode were performed. The 
machine was equipped with a pyrometer positioned along 
the X-axes and aligned with the nozzle centre (see Fig. 1). 
This makes non-contact thermal measurements of sample 
front surfaces possible. 

First of all, 200x200x25 mm ULE samples were 
heated locally by rastering in argon-only plasma mode. 
Then single trench etching at 4000 mm/min was 
performed by introducing the reactive gas SF6 into the 
argon plasma torch. The surface temperature was 
recorded by the pyrometer an instant before torch 
traverse. Etch depth increase with temperature was 
observed (see Fig. 5).  

 
Fig. 5. Substrate temperature dependence of etching depth in 
dynamic mode. Traverse speed: 4000 mm/min. 

A significant difference emerges from a direct 
comparison of the results of static and dynamic etching 
mode within the 20o-80oC temperature range (see Fig. 4 
and 5). An increase in etching depth of 100% is observed 
for the dynamic case, versus 37% for the high 
temperature spots. This discrepancy can be explained by 
the relatively long dwell time (1 sec) in the stationary 
mode. 

The trend of etching depth versus temperature in the 
dynamic mode emulates a rastering process. This trend 
was used as knowledge platform for the next stage of this 
study. 
 

2.2 Neutral removal and temperature control 

Neutral removal achievement was based on surface 
temperature assessment which allows travel speed tuning. 

Two different strategies were pursued. Both serpentine 
and alternated rasterings (see Fig. 6) were carried out 
with and without travelling speed tuning based on surface 
temperature measurement. Optical materials with low 
thermal conductivity were selected: ULE and fused silica. 
.In future work, this technique will suit the surface figure 
correction with regard to machine motion design. 
 

 Fig. 6. Tool-paths. 

 
Results of a serpentine tool-path are presented (see Fig. 
7). Mean cross section profiles of a 200x70mm processed 
area is plotted. A brass mask was used to define a clear 
reference area required for interferometry measurement 
purposes. The dash line corresponds to a rastering 
performed at constant velocity (4000 mm/min along X, 
shifting the pitch by 2 mm along Y). The solid line shows 
how the thermal monitoring improved the initial results. 
Only the first travelling speed was 4000 mm/min then 
each further velocity was computed according to surface 
temperature which was acquired in flight by the 
pyrometer. This instrument is located 15cm away (along 
X) from the plasma plume on one side only. Therefore 
the temperature measurement was acquired every two 
passes.  
 

 
Fig. 7. Profiles resulting from serpentine rastering with (continuous 
line) and without (dash line) temperature control. 

The outcome of alternated rastering is illustrated in Fig. 
8. Unlike previous tool-path algorithms, plume shifting 
along the Y axis did not follow a direct 2mm increment.  
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Here the algorithm took advantage of the entire area and 
consequently heat transfer is spread symmetrically (see 
Fig. 6 for details). Surface temperatures were measured 
and exploited to adjust the velocity. Solid and dash line 
represent mean cross-sections for both tuned and non-
controlled alternated etching (see Fig. 8). Peak-to-valley 
fluctuation is reduced by 50% over the 70 mm. 
 

 
Fig. 8. Profiles resulting from alternated rastering with (solid line) 
and without (dash line) temperature control. 

The method analyzed in this section has produced visible 
improvements for the realization of a consistent amount 
of removal over a defined area. Residual non uniformity 
of the etching process is, however, to be noticed for both 
types of rastering. In the case of the alternated passes, the 
higher degree of homogeneity can be explained in terms 
of enhanced heat diffusion. Possible causes for the 
limitations seen so far could be identified in further 
unexplored temperature effects and non regularities of 
plasma flow. 

2.3 Roughness assessment 

All surface topographies were assessed with a Taylor 
Hobson CCI 6000 using a Nikon 50X magnification lens 
(measurement area: 360x360 μm, optical resolution: 0.4 
μm). The plotted curves (see Fig. 9) represent the average 
of two parallel rows of 24 measurements, with 5 mm 
spacing along the Y direction.  

Polished fused silica substrate was characterized (1.6 
nm Sq) then the serpentine scanning described in 2.2 
(4000 mm/min, 2 mm pitch) was applied. Post-process 
measurements are performed both after surface IPA flash 
cleaning and using a Baikalox emulsion containing 20 nm 
Al2O3 particles. Etching depth was measured in the range 
of 150-200 nm across the 70mm distance and mean Sq 
value is below 2.5nm. 

 
 

3. Conclusions 

The work presented in this article demonstrates the 
removal rate potential of Helios 1200, making it an ideal 
candidate for large optics figuring.  

 

Fig. 9. Roughness evolution across 70 mm area, processed with a 
serpentine rastering. 

Work in progress is aimed at consolidating the described 
techniques and eliminating possible non-uniformities, 
thus increasing RAP ultra-precision finishing quality. 

Minor increase in surface roughness results from SF6 
plasma etching; this could be simply improved by rapid 
polishing procedures. 
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Abstract. For quality assurance in the manufacture of automotive 
parts, the integrity of the laser-beam welds joining steel parts must 
be monitored. A considerable number of on-line inspection systems 
have been developed to improve weld quality. Traditional 
monitoring systems in industrial plants use through wired systems, 
using communication cables and sensors. These systems suffer from 
two main drawbacks: a) the sensor cables are easily damaged and 
this conflicts with the need for easy installation and retrofitting into 
industrial plants, b) the installation and maintenance of sensor cables 
is much more expensive than the cost of the sensors themselves. 
Integration of electronics, sensors and wireless communications has 
prompted monitoring practitioners to consider alternatives that 
reduce wiring costs, make connections not previously feasible, and 
retrofit more measurement points cost effectively as well. This paper 
presents a prototype sensing device to achieve wireless and 
powerless operation for implementing a monitoring laser welding 
system. The weld monitor is designed to be simple, low cost and 
able to withstand a harsh manufacturing environment. 

Keywords: wireless communication, energy harvesting, laser 
welding 

1. Introduction 

Laser welding technology is widely used in different 
industrial contexts. It is applied in the automotive 
industries, for instance, to the welding of car roofs, base 
plates, using high-speed welding, structural parts,  
(including car doors and bodies) and the welding of 
transmission control gears. Nevertheless, the quality of 
the weld is critical for a successful application. On-line 
inspection systems have being developed for enabling the 
level of productivity and quality unattainable under 
human or machine control to improve while giving 
considerable resource savings, reduced unproductive time 
in the run-up of machines and timely recognizing process 
deviations. The function of the weld monitor is based on 
the collection of the photonic emission directly from the 
weld pool and the conversion, by suitable transducers, of 
these emissions to an electrical signal which can be 
analyzed by computer software. A selection of detectable 
optical emissions (Fig 1) which can be used as process 
signal are: a) reflected laser, originated from the amount 
of the laser source radiation which is not absorbed by the 
material, b) process radiation by metal vapour and 

plasma. Since the signals contain information about the 
beam-material interaction, welding defects can be 
detected during the process and recorded for each single 
work piece [1-9].  
 

 
Fig. 1. Radiation emission during laser welding 

All the monitoring systems are realized through wired 
systems, formed by sensors and communication cables 
(Fig. 2).  
 

 
Fig. 2. Laser process monitoring system 

The wired configuration presents two main drawbacks: a) 
the communication cables are easily damaged and This 
conflicts with the need for easy installation and 
retrofitting, b) the installation and maintenance of the 
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sensors cables is much more expensive than the cost of 
the sensor itself. In order to tackle these drawbacks, a 
wireless and powerless sensing apparatus, able to work 
independently inside the optical head, has been designed 
and this is described. The paper is organised as follows: 
in Section 1.2, the design of a low power communication 
module for transmitting through the metallic optical head 
casing is presented. Section 1.3 describes the energy 
harvesting module. Finally, section 1.4 shows the test 
results on the apparatus. 

2. Communication module  

Fig. 3 shows the schematic view of the optical head with 
the communication module inside, powered by the energy 
harvesting module. The communication module, in 
response to the sensor output (voltage signal), generates 
electromagnetic pulses able to pass through the optical 
head casing, to deliver the signal to the data acquisition 
terminal. 
 

 
Fig. 3. Wireless and powerless monitoring system 

No signal cables pass through the optical head casing. 
The communication module antenna is in direct contact 
with the inner surface of the optical head casing. The 
metal wall is used as the media to transmit data outside 
the optical head. The energy harvesting module 
(described in the next sections) drives the communication 
module, making the sensing apparatus completely self-
sustaining. In order to design the energy harvesting 
module correctly, the special transmission path needs to 
be analyzed in detail to obtain the estimated power 
consumption. Let’s start from the Maxwell equations in 
differential form: 
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The last equation is a time-dependent partial differential 
equation (PDE). By calculating the differential terms on 

both sides of the equation, the dissipation term 
→

μ j can 
be determined. This term indicates the power dissipated 
during signal delivery and the transceiver power 
consumption of the EM pulse communication module can 
be estimated. The power consumption value is the main 
input for correctly designing the energy harvesting 
module. 

3. Self-powered generator design  

The self-power generator consists of a thermoelectric 
module [15-20] which, employing the Seebeck effect, 
converts heat energy to electricity. In this case, the 
temperature gradient, which is created between the mirror 
hit by the laser beam and the surface of the optical head, 
is responsible for the electric power generation. A typical 
thermoelectric generator (TEG) consists of an array of 
Bismuth Telluride semiconductor pellets that have been 
“doped” so that one type of charge carrier, either positive 
or negative, carries the majority of current (Fig. 4).  
 

 
Fig. 4. Thermoelectric module 

The pairs of P/N pellets are configured so that they are 
connected electrically in series, but thermally in parallel. 
Metalized ceramic substrates provide the platform for the 
pellets and the small conductive tabs that connect them. 
The pellets, tabs and substrates thus form a layered 
configuration. When a temperature gradient is created 
across the thermoelectric device, a DC voltage develops 
across the terminals. When a load is properly connected, 
electrical current flows. The parameters which 
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exhaustively characterize the thermoelectric generator are 
the open circuit voltage Voc (Volts) and the matched load 
voltage V (Volts), the internal resistance Ri (Ohms), the 
power at matched load Pwr (Watts) and the efficiency at 
matched load. 

4. Experiments 

The communication module and the energy harvesting 
device, after having been assembled, were separately 
tested. This section presents the preliminary results of the 
testing activity.  

4.1 Communication module 

This is based on nRF905 single-chip radio transceiver 
produced by Nordic Semiconductor. The transceiver 
consists of a fully integrated frequency synthesiser, 
receiver chain with demodulator, a power amplifier, a 
crystal oscillator and a modulator. It is based on GFSK 
modulation. The transmitted data rate (Manchester-
encoder embedded) is 100kbps. Current consumption is 
very low, in transmit only 11mA at an output power of -
10dBm, and in receive mode 12.5mA. With the supply 
voltage at 1.9V, the power consumption is about 25mW. 
Experiments have been conducted both to verify the 
transmission effectiveness through the metal and to 
compare the sensor signal transmitted by wire and 
wireless. For these preliminary tests, the sensor placed 
behind the mirror has been connected by wire to the 
communication module and placed inside a metal box 
with walls having the same thicknesses as the optical 
head casing (Fig. 5).  
 

 
Fig. 5. Communication module test case 

The external PC, by a dual-channels DAQ card, will 
contemporary acquire the same signal, one from the 
sensor and transmitted by wire (blue line) and the second 
(brown line) wireless sent to the receiver connected to the 
PC. During the welding test, the data sampling was set at 
10 kHz, consequently the signal can be delivered by EM 
pulse of 0.1 msec width. Fig. 6 shows the signals 
transmitted by wire (blue) and wireless (red) passing 
through the metal casing, with the receiver placed at 

50cm from the metal casing. The wireless signal is a little 
bit lower than one transmitted by wire and is affected by 
low noise. The receiver has then been moved away from 
the metal box. For the different distance, the signal 
amplitude has been calculated and the signal to noise 
ratio has also been evaluated. Up to a distance of 2 
meters, the signal can be correctly transmitted, without 
losing the signal information.  
 

 
Fig. 6.  Detected signals 

4.2 Energy harvesting module 

It is based on HV56 eTEGTM module, produced by 
Nextreme. Fig. 7 shows the relationship between ∆T (K), 
Voc (voltage open circuit) (V) and power output (mW).  
 

 
Fig. 7.  Maximum power output and Voc vs ∆T 

To achieve data transfer from sensors inside a closed 
metal box to an outside data centre, it was found that the 
transmission through the metal casing needs at least a 
supply voltage of 2 V, with a current of 15 mA and a 
power of 30 mW.  In order to get these values, two 
different solutions have been implemented.  The first 
solution involves the use of 3xHV56 eTEGs connected in 
series, capable of generating 44.3 mW @ 1.023V and 
43.3 mA, coupled to the IC boost converter TPS61201 
produced by Texas Instruments, for generating 34.6 mW 
@ 3.3 V. The complete module measures 12.1mm x 
3.3 mm x 0.6 mm. The second solution uses 4 x HV56 
eTEGs mounted on a common substrate and wired 
together in series, capable of generating 46.2 mW @ 
2.25 V and 23 mA. This solution does not use the boost 
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converter because the parameter values for the 
transmission are met. The complete module measures 
8 mm x 8 mm x 1 mm. The second solution was preferred 
to the first one, because it can be easily mounted and 
generates a higher power level. 

Experiments have been carried out to accurately 
determine the open circuit voltage, Voc, and short circuit 
current line for a fix ∆T. The following steps have been 
followed:  

• the open circuit voltage of the TEG has been 
measured, 

• a resistor of 23.6ohms across the leads from the 
TEG, has been added,  

• the heat into the system has been readjusted, until 
the original target ∆T of 300C has been re-
established (the ∆T drops when the resistor is 
added), 

• the voltage drop across the resistor has been 
measured, 

• a line on a plot of V and I from the Voc to the 
Isc, has been projected. Maximum power is 
found at 1/2 Voc and 1/2 Isc on this line. 

Both the measured power and open circuit voltage are a 
little bit lower than the expected ones:  43 mW instead of 
46.2 mW and 2 Volts instead of 2.25 Volts. These lower 
values are not significant, because they enable the data to 
be correctly transmitted through the metal casing. 

5. Conclusions 

A wireless and powerless sensing module consisting of a 
communication module and a thermoelectric self-
powered generator has been developed. Testing the 
feasibility of achieving data transfer from sensors inside a 
closed metal box to an outside data centre has established 
that data transmission through the metal casing does not 
require any signal cable or power line connection. The 
proposed power mining technique uses the temperature 
gradient to generate sufficient power for enabling the 
sensor node. A special means of wireless signal transfer is  
reported in this study. Unlike the usual concept, where 
the wireless communication is through the air; this study 
demonstrated that wireless signal transfer through a metal 
casing is possible. Using an EM pulse, the signal can be 
transmitted from the inner location of the optical head to 
the outer wall for data acquisition.  
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System Design for Laser Assisted Milling of Complex Parts 
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Abstract. Laser assisted milling (LAML) is a potential method for 
machining difficult-to-machine materials such as superalloys and 
ceramics. Several LAML experiments have showed the feasibility of 
the method and advantages including good surface finish, decreased 
cutting force and tool wear, and no large microcrack zones. While 
several studies have been made of machined features, including 
faces, grooves and chamfers, few attempts have been made to study 
the laser-assisted milling of complex parts due to the restraints of the 
machining systems. In this paper, a machining setup is designed to 
meet the LAML requirements. The material removal temperature is 
the key parameter influencing machining results, so to help 
establishing the system a finite element model is developed to 
simulate the temperature distribution in the workpiece when subject 
to a traversing laser heating source. A NC codes automatic 
transcoding algorithm is proposed for continuous LAML of the 
workpiece. VERICUT software is used to simulate the NC 
machining process in order to verify the feasibility of the system and 
the LAML process function that can be achieved.  

Keywords: laser assisted milling, finite element analysis, heat 
transfer, LAML device  

1. Introduction 

Laser assisted machining (LAM) is an effective method 
for machining difficult-to-machine materials such as 
ceramics. It uses a high power laser to locally heat a 
workpiece prior to material removal with a traditional 
cutting tool. At elevated temperatures, the mechanical 
properties change, with yield strength decreasing and the 
material deformation behavior changing from brittle to 
ductile, thus reducing tool wear, improving surface finish 
and increasing material removal rates. The feasibility of 
the method and its advantages have been proved through 
the application of LAM to various ceramics [1-3] and 
difficult-to-machine metals [4]. Laser assisted milling 
(LAML) is also a potential machining method with the 
ability of machining planes and grooves of difficult-to-
machine materials. The feasibility of laser assisted 
milling was first shown by König on stellite 6[5]. Shen[6] 
developed a finite element model to simulate the 
temperature and stress fields during LAML of silicon 
nitride. Tian [7] developed a transient, three-dimensional 
thermal model for laser assisted milling and successfully 
conducted experiments on silicon nitride ceramic and 

Inconel 718. Yang[8,9] demonstrated the and feasibility 
of milling silicon nitride ceramics with laser assistance. 
Applying a laser in micro-milling is helpful in reducing 
the yield strength of the workpiece and improving 
machine tool system stiffness. Özel [10] applied pulsed 
laser assistance in micromilling for die/mould 
manufacturing. Melkote [11] developed a novel laser 
assisted micro-milling machine to enable the creation of 
freeform, three-dimensional, micro-scale features in hard 
materials. Experiments were carried out on the hardened 
A2 tool steel workpiece.  

Since there is no dedicated laser assisted milling 
system, only the feasibility of the laser assisted milling 
process has been tested, via milling simple features such 
as grooves and plane. This paper attempts to design a 
simple and practical experimental system to achieve 
continuous LAML. In order to achieve this, a three-
dimensional FEA model of transient heat transfer is 
developed for a Si3N4 workpiece to investigate the 
temperature distribution characteristics, and the NC code 
generation method for the system is presented.  

2. Thermal modeling for laser assisted milling  

In the process of laser assisted machining, it is extremely 
important to maintain the material removal temperature 
within a proper range in order to complete the processing 
and obtaining good final quality, especially with ceramic 
workpieces. Thermal analysis can help to select the 
operating parameters and provide suggestions for the 
establishment of the system. 
The thermal model for temperature distribution in a 
ceramic workpiece during LAML is based on a 3-D 
transient heat conduction analysis of a moving Gaussian 
heat source applied to the workpiece surface. The heat 
transfer model of a workpiece heated by laser for LAML 
is illustrated in Fig. 1. The Si3N4 workpiece is fixed on 
the insulated table, the bottom surface is considered 
adiabatic. The set boundary conditions account for laser 
heat flux, convection and radiation at different workpiece 
surfaces. The convection condition is determined by free 
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convection, and radiation exchange between the 
workpiece surfaces and surroundings is assumed to be 
from a small surface to a large enclosure. At the material 
removal zone, thermal energy generated by the material 
deformation and tool-workpiece friction is difficult to 
model. In general, the heat generation from machining is 
much less than the energy input from the laser [9] and is 
neglected in the model. 

                

Fig. 1. Schematic of heat transfer for LAML 

The Finite Element method is used to discretize the 
governing equation. Temperature-dependent thermophy-
sical properties are used and updated at each step. The 
workpiece is 50mm×50mm×15mm. The system is 
symmetrical about a vertical plane that passes through the 
laser spot center and cutting path so a half model is used 
and the mesh is refined within the range of laser spot and 
the depth of cut. The cutting speed is determined by the 
interval time of one load step. The element birth and 
death method is used to simulate the material removed by 
the tool and the removal elements deactivated by 
multiplying their conductivity by a severe reduction 
factor. The initial workpiece temperature is set to 25°C, 
the absorptivity of workpiece is 0.83 and the free 
convection coefficient is assumed to be 10 W/m°C. 
A contour plot of the temperature distribution on 
workpiece after the laser spot has moved 25 mm is shown 
in Fig.2 for the case of 300W laser power, 4 mm laser 
beam diameter, 3 mm laser-tool lead, 3 mm milling tool 
diameter and 1 mm/s laser moving speed. The surface, 
heated by laser spot, conducts energy to the interior of 
workpiece and the temperature drops rapidly at any point 
as the laser moves away. The temperature beneath the 
laser spot is very high and the gradient of temperatures 
around the laser spot is very large due to the high 
intensity of the laser power and the low conductivity of 
silicon nitride. The temperature decreases with increasing 
distance from laser spot center. A simple criterion to 
ensure the smooth process of cutting is to keep the 
temperature at the farthest point of the removal zone 
away from the laser spot above the softening temperature. 

 

 

Fig. 2. Temperature distribution in the workpiece 

Many theoretical and experimental studies show that,  of 
all the operating parameters, laser power has the most 
significant impact on the workpiece temperature. Laser 
traverse speed also influences the amount of energy 
deposited per unit time. Increasing laser power and 
decreasing laser traverse speed could increase the 
material removal temperature while causing a high 
temperature gradient. Another important parameter in 
LAM is the lead distance between laser beam and cutting 
tool. As the lead distance increases, the time for the 
absorbed energy to be conducted into the workpiece 
increases, which causes a significant temperature drop on 
the surface. Therefore, the cutting area should be as close 
as possible to the laser spot, provided that the distance is  
high enough to prevent the tool body from being directly 
affected by the laser. The results showed that the 
temperature decreases away from the spot center for the 
Gaussian distribution, so the diameter of the cutter should 
be limited to a range less than the diameter of the laser 
beam. Laser beam diameter which has the largest effect 
on temperature gradient should not be small. 

Generally, a preheating cycle is an effective way to 
elevate the material temperature above the softening 
temperature before machining to reduce the amount of 
chipping on the tool for LAML. However, it would take a 
long time to reach the required temperature by local laser 
heating and this would cause overheating on the top 
surface near the laser beam center and workpiece 
damage. It is difficult to achieve softening temperature 
without damage using existing laser systems with 
Gaussian beam characteristics and power limitations. 
Therefore, it is necessary to apply another heat source to 
elevate the workpiece to a certain temperature and then 
increase from there to softening temperature by laser 
heating prior to material removal. A high-temperature 
electric ceramic heater, whose surface temperature could 
reach about 1000°C was considered as the heat source. 
The heater was fixed on the top surface of the workpiece, 
and the heat energy transferred within the workpiece 
through thermal conduction. After heating for a period of 
time, the heater was moved away and the machining 
process started. 

In the thermal model, the heater is determined to be a 
constant temperature boundary for the top surface nodes. 
The material removal temperatures histories predicted 
with the above conditions are shown in Fig. 3.  
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Fig. 3. Predicted minimum temperature histories for different 
conditions  

3. Establishment of experimental system 

From the above thermal model analysis and laser 
assisted milling requirements, a continuous processing 
system should have the following characteristics: (1) the 
laser spot must be located ahead of the tool during the 
whole process, exactly at the material to be removed; (2) 
the tool location should be as close as possible to the laser 
spot without being irradiated by the laser and the tool 
diameter should be less than the diameter of laser beam; 
(3) the laser incident area should be only within areas on 
the processing path to prevent collateral damage.  

For single-direction path machining, the relative 
position of tool and laser spot does not need to change, 
but for complex path machining, positioning represents a 
challenge, since the laser spot may not be able to irradiate  
the next location to be machined. There are two ways to 
overcome this: change the location of the incident laser or 
change the direction of tool path. For the first approach, 
the laser should be able to be positioned at any point 
around the milling tool, this needs a complex optical 
system or laser head mobile system which may cause 
equipment interference. The second way can be achieved 
by appending a rotational axis to alter the relative 
direction of machining, making the machining path 
coincide with the laser spot trajectory, which is 
convenient and practical to realize. 

The designed experimental system for LAML is 
shown in Fig.4. The device is mouted on a three-axis 
conventional CNC milling machine. A rotary table is 
fixed on the milling table and the rotary center must be 
concentric with the spindle. A 2D worktable is installed 
on the rotary table. The rotary table only changes the 
direction of machining; a 2D,x-y worktable and the z axis 
of the milling machine are the axes required for a 3D 
milling operation. A 300W continuous wave Nd:YAG 
laser system is used to generate the laser beam in front of 
a mill tool, which is delivered through a fibre optic and 
focused on the workpiece surface at an angle of about 
60°. A laser head fixture which can be used to adjust the 
relative position between laser and workpiece is fixed on 
the milling head. During milling, the laser beam does not 
move, while the workpiece translates with the worktable 
and rotates with the rotary table to change the relative 

position of the move direction and laser incidence. 
Therefore, the relative positions of laser spot and cutting 
edge remain the same during milling.The control of  the 
laser shutter is integrated into the NC system to ensure 
the synchronization of the two subsystems during LAML. 

With the addition of a special rotational worktable, 
NC codes are different from conventional. Because the 
relative position of the cutting tool and working table has 

 
Fig. 4. Experimental system for Laser-Assisted Milling 

not changed while rotating, three-dimensional movement 
of the G-codes does not need to change and the only 
difference is to increase the rotation axis G-codes. A 
sketch of the G-code programming is shown in Fig. 5. 
OXY is the absolute coordinate system for the milling 
machine and processing path is A→B→C. A line through 
the laser and milling tool centerlines is parallel to the x-
axis of OXY. When processing from the A point, the 
laser needs to heat along the path A→B, so the target 
value of the rotation is θ1. After processing to the B point, 
the destination of line BC is parallel to the OX-axis, The 
absolute angle value is -θ2 in the case of using the 
absolute coordinates. As a result, the value of the 
computed angle between the x-axis of the coordinate 
system and the original tool path is considered as the 
coordinate values of the forth axes.  When machining free 
curves, straight-line segments were used to approximate 
the desired path and the rotation angle between the line 
segments were obtained from the above method.  

 
Fig. 5. The sketch of the G-code programming 

Vericut is a software which is able to verify a G-code 
program and simulate CNC machining. It is used here to 
verify the feasibility of the device and G-code programs. 
The rectangular workpiece is 50mm×50mm×15mm, tool 
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diameter is 3mm, laser beam diameter is 4mm and the 
tool-lead distance is 2mm. Multi-line and free-curve 
machining paths were simulated and the machining result 
is shown in Fig.6. Simulation results indicate that the 
processing path overlapped the laser scan path for the 
straight-line machining. But the laser spot is outside the 
machining region while rotating due to the certain 
distance between the laser head and milling tool. 
Consequently, the laser should close when the rotating 
table works. The laser shutter controlled by the NC 
system could be used to prevent the laser from irradiating 
the workpiece. From the result of machining a free curve, 
the path of laser scan and processing does not completely 
coincide, especially when the radius of curvature is small. 
The laser spot obviously deviates from the machining 
path which may cause damage to the workpiece. The 
impact of the laser on the workpiece will be analyzed in 
future studies. 

 

Fig. 6. Simulated laser scan and machining path 

Since the laser has to close for a short time while rotating 
and the laser is unable to scan the entire machining path, 
the material removal temperature is not stable during 
processing. The machining path and the minimum 
temperature histories of the material removal zone are 
shown in Fig. 7. The temperatures decreases clearly in the 
rotation point. However, the basic processing 
requirements can be met. 

 
Fig. 7. Machining path and the minimum temperature histories of 
the material removal zone 

4. Conclusion 

A transient, three-dimensional thermal model for LAML of 
silicon nitride ceramic has been developed. The transient 
temperature distribution in the workpiece and the characteri-
stics of the material removal in the process of LAML were 
investigated. Material removal at or above the softening 
temperature, which is suitable for machining, can be 
achieved by the whole surface preheating method. Based on 
the temperature field simulation and the characteristic of 
LAML, a laser assisted milling system for continuous 
machining was designed and a G-codes generation method 
for the LAML system presented. The laser path and 
machining path simulated by the vericut software and the 
minimum temperature histories showed the correctness of 
the G-codes and the feasibility of the system. 

The machining experiments and the behavior of 
silicon nitride subjected to the laser for LAML will be 
investigated in the continuing work. 
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Abstract. In this work a developed experimental setup for the direct 
laser writing (DLW) system of a photolithography mask for 
integrated photonics devices will be described. The DLW system is 
mainly composed of a pulsed Nd:YAG laser source, beam handling 
system, (X-Y) table, PC computer, CCD camera and TV monitor. 
The synchronization between the laser source and the (X-Y) table is 
achieved by a NI Instruments and LabVIEW based program. The 
experimental micromachining results from some samples of 
continuous writing lines obtained by removal of chromium 
deposited on glass substrates will be presented and discussed. 

Keywords: Nd:YAG laser, laser writing, laser ablation, mask, 
photonics devices  

1 Introduction  

Recently direct laser writing (DLW) systems have 
received a great deal of attention compared to 
conventional photolithography or e-beam lithography [1, 
2]; it has excellent features such as high speed, small 
structures with a high quality border, flexibility and low 
cost manufacture. The most important application of 
DLW is mask fabrication of photonics circuits which 
require feature resolutions of a few micrometers, with 
channel lengths of at least several centimeters [3, 4]. The 
required pattern is made by direct laser ablation which 
consists of the removal of thin metallic layers (such as 
chromium films) from glass substrates [5, 6]. Laser 
ablation of chromium films using Nd:YAG lasers has 
also been reported in the literature by Abe [7], where they 
mainly studied the quality of chromium film removal. 
Siegel et al. [8] investigated the removal mechanism of a 
chromium film on quartz, and compared the measured 
removal rate with the result of numerical calculations.  
In this work we used a DLW system based on laser 
ablation process [9]. Our experimental setup consisted of 
a Q-switched pulsed Nd:YAG laser source operating at 
second harmonic generation with a round tophat profile.  
The optical system included a beam expander, a dichroic 
mirror and a microscope objective [10, 11].  Both a CCD 
camera and TV monitor were used to control the writing 
process. A motorized (X-Y) stage was used to move the 

mask depending on the required pattern. A LabVIEW 
based program and NI instruments were used for 
synchronization [11, 12].  To reduce the vibration of the 
DLW system an optical table with granite based supports 
was used. In this first part of our work the developed 
experimental setup for DLW system will be fully 
described. The results from some samples of continuous 
writing lines obtained by removal of thin chromium 
layers [10] deposited on glass substrates will be presented 
and discussed. 

 

2 Experimental setup  

 
 

Fig. 1. Experimental Setup 

The experimental setup used is shown in Figure 1. A 
YG980 Q-switched pulsed Nd:YAG laser source 
operating at 0.532 µm was used to generate the 
continuous lines in chromium films. The laser had a 
maximum output energy of 300 mJ/pulse, 8 ns pulse 
duration and 20 Hz maximum repetition rate. The output 
laser beam diameter was 10 mm. The laser pulse energy 
was attenuated by adjusting of delay time between flash 
lamp and Q-switch from 210 µs to 320 µs. The optical 
system was constituted by an adjustable 5x1 beam 
expander which was used for reducing both the beam 
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divergence and the laser power density. The laser ablation 
of the chrome on the glass was achieved using a dichroic 
mirror that deflected the laser beam vertically to pass 
through the objective lens with a working distance df of 
15 mm and Numerical Aperture of 0.1. The focalization 
of the spot beam was performed manually by varying the 
objective-substrate distance. The total travel length was 
fixed at 300 mm; this single axis stage was motorized by 
a stepper motor (24V/1A) to move the substrate in the 
perpendicular direction to the laser beam. Rotation speed 
was 200 steps per revolution, with a linear resolution of 
20 µm per step. The stepping motor was controlled by a 
computer through the NI PCI-7342 card that used two 
axis NI MID-7602 stepper motor power drives. The 
synchronization between the laser source and the stage 
was performed by a LabVIEW based program. The front 
panel of the user interface is depicted in Figure 2.  

 
 

Fig. 2. User interface of the experimental setup  

The output synchronization Q-switch signal coming from 
the YG 980E Nd: YAG laser was applied to the MID-
7602 input trigger to move the stage. The trigger signal is 
shown in Figure 3.  

 

Fig. 3. TTL Synchronization Q-switch signal 

The chromium layers were deposited onto glass 
substrates by using evaporation vacuum deposition 
technique [10, 13].  A Scanning Electron microscope 
(SEM: JEOL JSM-6360LV) was used to measure the 
different chromium deposited layers. The thickness of the 
layers was estimated to be ~250 nm as shown in Figure 4. 
A Zeiss Optical microscope Imager A1m was used to 
determine the shapes and sizes of the continuous writing 
lines. Tektronix TDS 3000 Oscilloscope, Gentec ED-100 
and ED-200 joule meters were used to measure the pulse 
energy laser.  

 
 

Fig. 4. SEM picture of chromium layer 

3 Results and discussion 

The chromium layers were fully ablated in a single shot at 
low energy using the 0.532 µm radiation. The absorbed 
energy in the chromium was around 40 % for different 
power and was almost completely transmitted by the 
glass substrate (92% transmission). Figure 5 shows the 
continuous writing line which is generated by the DLW 
system with the following writing parameters: 500 µJ 
laser pulse energy, 20 Hz repetition rate and 20 µm linear 
stage steps. The continuous writing lines were analyzed 
and measured using the optical microscope. The width of 
the measured continuous writing lines was in the range of 
between 55.08 and 62.88 µm.  

Cr Layer  
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Fig. 5. Microscope picture of continuous writing line 

From the experimental result shown in Figure 5, a non-
uniformity of the line border can be observed. This is due 
to the natural round shape of the laser beam (60 µm spot 
size) and the step size of the linear stage (20 µm step 
resolution).  

The non-uniformity profile can be reduced by 
operating the stepper motor in micro-stepping mode, 
whereby decreasing the step size of the linear stage. In 
this case however the laser energy is not optimized. The 
non-uniformity of the line border can be eliminated by 
using a square tophat profile with a linear stage step less 
or equal than the square spot size. This means that the 
laser pulse energy is optimized. The laser repetition rate 
does not affect the overlap rate but can change the 
removing process time. Our limitation of the laser 
working frequency to a few kHz was due to the 
mechanical characteristics of the stepper stage.   

 

Fig. 6. Microscope picture of ablated holes  

High resolution features were achieved by using the 
objectives lens with a working distance of 10 mm and  a 
numerical aperture of 0.2. Figure 6 shows the ablated 
holes in the chromium layer with different diameters. The 

above observation indicates that when the diameter of the 
ablated holes is less than the linear stage step (20 µm) the 
overlap rate of the laser spot is 0 %. The discrepancy in 
the distance between the ablated holes is essentially due 
to the shot-by-shot fluctuation of the laser and / or the 
instability of the stepping device.  

4 Conclusion 

This work has successfully demonstrated the feasibility of 
the developed DLW system, which is based on NI 
instruments and Lab-VIEW program, for micromachining 
and micro fabrication applications.  

The DLW of the continuous writing lines in 
chromium thin films on glass substrates was investigated. 
It was shown that for a better writing accuracy and high 
quality border of obtained lines in thin film removal 
process it is necessary to use a short pulse laser with high 
wavelength pulse laser absorption and square tophat laser 
beam profile in order to optimize the pulse energy.  

We have also noticed that laser frequency has no 
effect on the overlap rate.  

To ensure a higher overlap rate in the round tophat 
profile, the stepper motor power drive needs to be 
operating in micro-stepping mode operation. The 
different writing parameters used in our system allowed 
us to select the laser source features and the stage 
characteristics to build better DLW system for future 
investigation. 
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Direct Laser Welding for Al- Li Alloy Plate without the Cleaning of Surface 
Film 

Kai C, Wuxiong Y, Rongshi X  
Institute of Laser Technology, Beijing University of Technology, Beijing 100124, China

Abstract. It is well known that the oxide film on the surface of Al-
Li alloys has to be cleaned before welding in order to achieve welds 
without pores. However it is hard work and may cause pollution if 
chemical cleaning is used. This paper reports on experiments in 
which a plate of Al-Li alloy was not treated in any way as a 
precondition of laser welding.  A DC035 CW CO2 laser system, in 
the TEM00 mode, with an output up to 3500 W was employed and 
an experimental study was conducted on porosity control during the 
welding of 1420 Al-Li alloy by a dual- beam laser. The experimental 
results show that the influence from the right (upper) surface oxide 
film on the porosity in the weld is bigger than that from backside 
one when the laser welding is in the form of a beam on the surface 
of a plate. However the  porosity from the backside oxide film has a 
distinct connection with the formation of the inverse weld when butt 
joint laser welding is used. Optimized laser welding techniques have 
been achieved from experiments with the aim of decreasing the 
porosity in the weld and increasing the weld qualities. The tensile 
strength of laser welding joint was also tested in the experiments. 
The data indicate that the average value of tensile strength of the 
joints can be up to 336.1 MPa which is equal to 87.5% value of 
substrate alloy 

Keywords: Laser welding; Dual-beam; Al-Li alloy; Porosity; 
Tensile strength 

1. Introduction 

Al-Li alloys have a low density (2.47－2.50g/cm3), high 
specific strength and rigidity, eximious properties in low 
temperature, excellent corrosion resistance and 
superplasticity when compared with general Al alloys.     
When 1% of Li element by weight is added into the Al 
base, the density will reduce by 3% and the elasticity will 
rise of 6%. If general Al alloys are used instead of Al-Li 
alloys, a 10-15% reduction in structure mass and a 15-
20% increment in rigidity will be gained. Now they are 
widely used in the parts manufactured for aircraft and 
space appilcations  [1,2]. 

However, in the welds of Al-Li alloys, there is a 
tendency for bigger welding pores to occur than in other 
alloys because of the active Lithium element in the 
substrate [3-5]. The melting of the loose oxide film 
formed on the surface of the alloys creates conditions  for 

the pores in welds and results in reducing the qualities 
and the properties of the welded joints. The common 
way, now, for solving the problem is to use various 
treatments for removing the surface film of Al-Li plate 
before welding.  These include mechanical milling and 
chemical cleaning with organic solvents. Generally 
speaking, 0.2-0.3 mm in thickness of the surface has to be 
removed in order to ensure the elimination of the pores[6-
8]. 

Although satisfactory weld qualities of Al-Li alloys 
can be achieved using these process, pollution  results 
from the use of organic solvents and a waste of the alloy 
materials occurs with milling. 

In this study, a special dual-beam laser welding 
technique was used in the experiments and the beams 
acted directly on the 1420 Al-Li alloy plates without any  
pretreatment before welding. The control of the weld 
porosity and its influence on the properties of the joint 
were explored. 

2. Experimental equipment and material 

2.1 Experimental equipment 

A DC035 CW CO2 laser, in the TEM00 mode, with 
output up to 3500 W was employed in the experiments. 
The technical data of the laser were: beam diameter 
φ＝17mm and beam parameter product 
Kf＝3.7mm·mrad. A parabolic copper mirror with focal 
distance of F=300mm and a focal spot diameter 
D＝0.2684mm was used for welding. 

A schematic diagram of the dual-beam laser principle 
is shown in Fig. 1. A laser beam from the resonator is 
first separated into two beams by reflection mirror 1 and 
mirror 2 and then they are focused separately by  focal 
mirrors 3 and 4. The locations of the two focuses on the 
surface of plate and the distance between them could be 
easily adjusted  by changing the angles of two mirrors. 
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Table 2. Statistics of porosity amount in the welds 

Number with different diameter 
 (d/μm) pores  Sample 

d<100 100<d<200 200>d 

Diameter of 
biggest pore  

/μm 

Average area 
of weld /μm2 

Porosi

ty 

/ % 
1 12  5  1 364 4506923 0.080 

2 5  4  0 118 4710852 0.011 

3 14  5  0 161 4690677 0.076 
Note: 1-Originalal rolling plate surface; 2-Right surface with 0.05mm grinded off in thickness; 3-Reverse surface with  

0.05mm grinded off  

The distribution of laser power density and the shapes 
of two focal spots are displayed in Fig.2. 
 
2.1.1 Experimental material 
The experiment material was 1420 Al-Li alloy and its 
chemical composition is shown in Table 1. The size of 
the sample was 100x50x1.9mm. The samples were 
cleaned by acetone solution before the experiments. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
 
 
 
 
 

 

 

 
Table 1. Chemical composition of 1420 alloy (wt%) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3 shows the different arrangements of both focuses in 
the experiments. Fig 3a shows that the central line of the 
two focuses is the same as the direction of welding but in  
Fig. 3b, it is vertical. 

3. Results and disscussion 

3.1 Influence of surface film on porosity 

In order to investigate the influence of oxide-film on the 
right(upper) and reverse(lower) surfaces on the porosity 
in the weld of 1420 Al-Li alloy under the condition of 
laser penetration welding, the arrangement of double 
focuses (Fig.3b) was used in the experiments. (In this 
way, the pores arising from laser welding of 5083 Al 
alloy were controlled in a previous study[9]). At the same 
time, the samples of 1420 Al-Li alloy were divided into 
three types, the plate surface with the case from its 
original rolling, the right surface with 0.05mm ground in 
thickness only and the reverse surface with 0.05mm 
ground. The samples were cleaned by acetone solution 
before laser welding. The welding parameters were laser 
power of 2.5kW, defocused distance of 0 mm, welding 
velocity of 3m/min, the line of two focuses was 

 Mg Li Zr Mn Si Al 

1420 4.9-
5.5 

1.8-
2.1 

0.08-
0.15 

0.2 <0.25 bal 

laser 

Sample surface 

Fig. 1. Scheme of dual beam laser system 
(1- reflection mirror., 2- reflection mirror, 3- focal mirror, 4- 

focal mirror) 

Fig. 2. Distribution of the laser power density of twin focuses 

Focal points of laser 

Welding direction 

Sample 

a 

Focal points of laser 

Welding direction 
b 

Sample 

Fig. 3. Arrangement of double focuses 
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perpendicular to the direction of welding, the distance 
between focuses was 0.4mm. 

Six cross-sections were obtained from every 
experimental weld and they were observed by an 
OLYMPUS-PMG3 optics microscope. The porosity of 
the welds, the diameter of pores and weld areas were 
measured and the data are listed in Table 2. The data, 
from Table 2, show that there are some pores with 
different size and ball-shape in all welds and the lowest 
porosity occurs in the case of moving oxide-film from 
Table 2 shows there are some pores with different size 
and ball-shapes in all welds and the lowest porosity 
occurs in the moving oxide-film with the right surface. 
When the cross-sections were examined, it was found that 
most pores were formed near the fusing-line of the  welds 
on the original surface. The formation of these kinds of 
pores closely corresponds with the solubility of hydrogen 
in aluminium alloy in both solid state and liquid one. 

It is obvious from Table 2 that the influence of the 
pores in the weld from the film of right surface is much 
higher than that of the reverse surface. The polish of the 
oxide film acted on directly by the laser beam effectively 
counteracts the source of hydrogen in welds and the full 
penetration processing could make the oxide-film on the 
reverse surface evaporate from the welding pool. In this 
case, welds with low porosity and reduced size of pores 
could be achieved. However, the polish of the oxide-film 
on the reverse surface has not the same function. This is 
because a part of the oxide-film on the right surface could 
melt into the molten pool although most of it would be 
vaporized under the laser irradiation.  

3.2 Porosity in bead on plate special dual-beam laser 
welding 

The setting of dual-beam is shown in Fig. 3a. The line of 
two focuses is parallel with the direction of welding with 
a separation distance of 1mm. The defocused distance for 
the former(front) one was 20mm and 0 mm for the 
latter(back) and the nip angle between the two beams    
22 deg. In the welding process, the front defocused laser 
beam impacted the surface of metal plate and made it 
melt and the oxide-film gasify and evaporate. Then, the 
back laser focused on the already melted areas and deep 
penetration laser welding was achieved. At same time, the 
efficiency of the laser welding was increased owing to the 
higher absorptivity of the metal surface to the laser by the 
front laser preheating the surface.  

The pores on the longitudinal section of weld with a 
length of 20mm are shown in Fig 4.  There are only a few 
single pores apparent on it. This means that extremely 
low porosity has occurred. 

 

 
 

3.3 Porosity in butt joint special dual-beam laser 
welding 

The next experiment was the dual-beam laser welding of  
a butt joint of 1420 alloy. Two laser welding processes 
were used in tests. For process one, the parameters were 
just same with former experiment and the only difference 
for process two was that a single laser of power 1.7kW, 
defocused distance 20mm and welding speed 3.5m/min, 
was used on the butt joint position of the inverse surface 
first. This was immediately followe by the dual-beam 
laser welding. 
 
3.3.1 Porosity in the welds of butt joint 
The experiment data indicated that the samples with the 
two laser welding processes had full penetrated and both 
welds forming of right surface were all right. For weld 
forming on the inverse surface and the porosity, the 
outcomes were quite different for the two processes. For 
laser process two, from Fig 5, the weld formed is smooth 
and there are only a few pores in weld and for laser 
process one, not only is the inverse weld badly formed 
but also there are more pores in the weld as shown in Fig. 
6. To compare with the two processes, it was very 
obvious that low porosity could be made and the size of 
pores could become smaller at the same time when laser 
process two was adopted in the experiments. 

However, why the situations are so different for laser 
process one when it was used in the two cases of beam on 
plate and butt joint. This is because the affecting factors 
become complex in butt joint process such as the 
presence of gap and the quality of fitting for two butt 
plates. 

 

 
                                         a 
 

 
                                         b 
 

 
 

Due to the fitting interval between butt plates could 
influence the stability of welding process and cause the 
bad weld forming with lots of burres and unsmooth 
surface on inverse surface. In such a welding process, a 
part of oxide-film at inverse surface would be melted into 
fused bath and surrounding gas be taken into the bath 
also. As a result of it, a lot of pores were produced in 
liquid bath and remain in the weld. For laser process two, 
before laser penetration welding, the oxide-film on the 
inverse surface of the butt plates has been cleaned by Fig. 4.   Porosity on the longitudinal section of weld  

Fig. 5.  Porosity (a) and inverse form (b) of weld  
by welding process two 
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laser remelting, so the porosity is reduced and welding 
quality is improved. 

 

 
                                    a 
 

 
                                    b 

 

 
3.3.2 Tensile strength of butt joints 
Fig.7 is shows the tensile strength of the butt joints with 
the two kinds of dual-beam laser welding processes for 
1420 Al-Li alloy. The data show that the average strength 
for laser process two is 336.1MPa, equivalent to 87.5％ 
of that of base metal(383.7MPa), because of the effective 
control of pores in the welds. But for laser process one, 
the average strength is only 236.6MPa, 61.6％of base 
metal. The main reason is that pores in weld reduce the 
capacity for carrying stress because of the loss in cross-
sectional area of the welds. 

 
 
 
 
 
 
 
 

 

4. Conclusion  

For the methods described for the laser welding of 1420 
Al-Li alloy, in which the alloy plate was not treated in 
any way before welding, the following conclusions have 
been reached: 

1) For bead on plate experiment using the special 
dual-beam laser welding arrangement, the affect 
on  reducing porosity from the oxide-film on the  
right (upper) surface is much higher than that on 
the  reverse (lower) surface.  

 

2) For butt joint welding, the pores display higher 
sensitivity to the oxide-film of the reverse surface 
and have a direct relation with quality of the weld 
forming on reverse surface. 

3) Adopting the two step procedure of laser welding, 
at first to clean the oxide-film off the reverse 
surface by a single laser beam and then using the 
special dual-beam laser welding for penetration of 
the butt joint, the occurrence of pores is reduced 
and the strength of the weld is improved, 
achieveing an average tensile strength  up to 
87.5%  of the base metal. 
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Abstract. In this paper, the characteristics of keyhole and molten 
pool during laser welding of TC4 have been studied through 
measuring its images. The study shows that the size of keyholes in 
all processes almost keep constant. This means that there is a quite 
steady absorption for laser energy in all welding processes of TC4, 
and this stability almost is not affected by welding parameters. 
Because of this steady energy input, the steady molten pool would 
be formed in all quasi-stationary processes, and it is verified by 
images of molten pool at different time. The results at different heat 
input clearly show that the area of different temperature rises with 
the increase of the heat input. The length of molten pool also 
increases with the heat input. But the heat input has less influence on 
the width than others. 

Keywords: laser welding, keyhole, molten pool, Ti-alloy 

1. Introduction 

The use of laser welding in aeronautic industry has 
increased significantly in the recent years. This increased 
use is driven by aeroplane designs requiring a reduction 
in weight, offering performance increases in the final 
product. Except for manufacture technology, the use of 
light alloy, such as Ti-alloy and Al-alloy, also has 
increased greatly for the same objectives. Laser welding 
is widely used in joining of thin light alloy component, 
and distortion is one of the most difficult problem, 

especially for large structures. It is known that reducing 
of heat input is the best way to solve this problem, but 
performances of the final joint also must be considered. 
For laser welding, it is related not only heat input, but 
dynamic characteristics of keyhole and molten pool as 
well. And the characteristics of  molten pool almost 
decide the features of the final joint. The geometry, 
temperature field and thermal cycle are key factors for 
formation of a weld. The main objective controlling 
welding parameters is to limit these features of the molten 
pool. Many studies have been made about keyhole and 
molten pool during laser welding of various metals. The 
main methods can be divided two kinds, modeling or 
measuring[1-14]. In this paper, the main characteristics of 
keyhole and molten pool were measured and analysed 
during laser welding of TC4 Ti-alloy. 

2. Experimental Setup and Material 

In this study, the welded material was TC4 Ti-alloy with 
thickness of 1.5mm. Its characteristics, such as low –
density, highly strength and highly corrosion-resistant, 
make it widely use in aerospace to reduce the weight. Its 
main chemical composition is given in Table 1. 

The laser used was a 4kW YAG laser. The images of 

Table 1  Chemical composition of TC4 (w/%) 

Element Al V Fe N H O Ti 

(wt%) 6.27~6.32 4.15-4.19 0.18-0.2 0.012-0.014 0.0041 0.18-0.19 others 

Table 2  Thermal parameters of TC4 

Melting 
temperature 

Boiling 
temperature 

Thermal conductivity 
λ ( )( )KsmJ ⋅⋅/  

viscosity coefficient 
μ ( )( )smkg ⋅/  

Surface tension coefficient 
γ ( )mN /  

1700°C 3287°C  24.86297 0.00291943 1.64113717 
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welding process were captured by an Phantom V4.1 high-
speed camera with the optical filters. All experiments 
yield a penetration weld with the Ar shielding gas. All 
selected welding parameters close to the real thing ,so 
that practical welding processes can be observed and the 
results can benefit for industry application. 

3. Results and Discussion 

During laser welding process, there are three main 
parameters, that is the keyhole, molten pool and 
vapor/plasma. The incident beam is absorbed by keyhole, 
then the molten pool is formed by thermal conduction. 
Because of this, the laser keyhole is of prime importance 
in all cases involving penetration welding. 

3.1 The characteristics of the keyhole during YAG 
laser welding of TC4 

Dynamic behavior of the keyhole is observed with the 
high-speed camera for different welding speeds, the 
incident laser power and spot diameter being kept 
constant at 2000W and 0.4mm respectively. The images 
of dynamic processes of the keyhole for welding speed of 
2.5m/min are given in Fig. 1. It can be found that the 
sizes of keyholes in all processes, from t=0ms to t=8.1ms, 
keep constant. This result indicates that there is a quite 
steady absorption for laser energy in all welding 
processes of TC4. More results for different welding 
speeds also show that this stability almost is not affected 
by welding parameters. This mainly is related with 
thermal physical parameters of TC4(see in table 2), 
especially small thermal conductivity above melting 
temperature. This performance makes temperature and 
vaporization of the keyhole keep relative stability. 
The processes for different welding speeds are observed, 
as shown in Fig. 2. The results show that although the 
stability of the keyhole almost is not affected by welding 
parameters, the shape and depth is related with welding 
parameter, especially surface diameter of keyhole and 
penetrating depth. 
 

    
t=0ms              t=0.3ms             t=0.6ms             t=0.9ms 

    
t=1.2ms          t=1.5ms             t=1.8ms             t=2.1ms 

    
t=2.4ms              t=2.7ms             t=3ms             t=3.3ms 

     
t=3.6ms              t=3.9 ms             t=4.2ms             t=4.5ms 

     
t=4.8ms              t=5.1ms             t=5.4ms             t=5.7ms 

        
t=6ms              t=6.3ms             t=6.6ms             t=6.9ms 

        
t=7.2ms              t=7.5ms             t=7.8ms             t=8.1ms 

 
Fig. 1  Images of dynamic processes of the keyhole for welding 

speed of 2.5m/min 
 

     
Welding speed: 2m/min                    Welding speed: 2.5m/min 

     
Welding speed: 3m/min                  Welding speed: 3.5m/min 
 

Fig. 2   The typical images of the keyhole for different welding 
speeds during laser welding of TC4 

3.2 The characteristics of the molten pool during 
YAG laser welding of TC4 

From the results on the keyhole, it can be known that 
there is a steady absorption of incident beam during laser 
welding of TC4. Because of this steady energy input, the 
steady molten pool would be formed in all quasi-
stationary processes, and it is verified by images observed 
by high-speed camera. The Images of the molten pool 
from t=0ms to t=10ms,for welding speed of 2.5m/min, 
are given in Fig. 3. It is apparent that the sizes of the 
molten pool at different time are almost the same. 
 

  
t=0ms                                         t=0.5ms    

  
t=1ms                                         t=1.5ms    
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t=2ms                                         t=2.5ms   

 
t=3ms                                         t=3.5ms   

 
t=4ms                                         t=4.5ms   

 
t=5ms                                         t=5.5ms   

 
t=6ms                                         t=6.5ms 

 
t=7ms                                         t=7.5ms 

 
t=8ms                                         t=8.5ms 

 
t=9ms                                         t=9.5ms 

 
t=10ms                                         t=10.5ms 

 
Fig. 3  Images of the molten pool at different time during a welding 

process (V=2.5m/min) 
 

 
(a) Thermal image of the molten pool 

 
(b) Temperature field of weld 

 
(c) The shape of the molten pool 

Fig. 4  The typical images of the molten pool 

Measured a clear image of the molten pool for above 
process(see Fig. 4(a)), it can be found that in this welding 
condition, it is about 8.6mm in length and 2.2mm in 
width. From the shape of the molten pool shown in Fig. 
4(c), the liquid-solid interface and heat-affected zone on 
the weld surface can be seen clearly. The thermal cycle is 
measured by the rapid thermocouple, shown in Fig. 5 It 
can be found that the heating velocity is very quick and 
the time dropping from the highest to 800°C is about 
1000ms. 
 

 
Fig. 5  The typical thermal cycle during laser welding of TC4 

3.3 The influence of welding parameters on the 
characteristics of the molten pool 

  
(a)The thermal image and temperature field at V=1.5m/min 

  
(b)The thermal image and temperature field at V=2m/min 

  
(c)The thermal image and temperature field at V=2.5m/min 

  
(d)The thermal image and temperature field at V=3m/min 

Fig. 6 The thermal images and temperature field at different welding 
speed 

 
During laser welding, the geometry of the molten pool 
largely depends on the keyhole, heat input (J/mm) and 
welding speed. Experiments were designed to keep laser 
power constant and only to change welding speed. The 
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features of the molten pool and the temperature field are 
measured when heat input changes from 80J/mm to 
40J/mm, that is welding speed changing from 1.5m/min 
to 3m/min. All images of the molten pool at different 
parameters are given in Fig. 6, including thermal images 
and related temperature field images. It is clearly shown 
that the areas of different temperature rise with the 
increase of the heat input. The length of the molten pool 
also increases with the heat input. The heat input has less 
influence on the width than others.  

Conclusions 

For YAG laser welding of TC4, under these welding 
conditions, some conclusions about characteristics of the 
keyhole and molten pool are as follows: 
(a) The study about keyhole shows that the sizes of the 
keyholes in all processes keep constant. This means that 
there is a quite steady absorption for laser energy in all 
welding process of TC4, and this stability almost is not 
affected by welding parameters.  
(b) Because of this steady energy input, the steady molten 
pool would be formed in all quasi-stationary processes, 
and it is verified by images of molten pool at different 
time. For welding process with speed of 2.5m/min, the 
length of the molten pool is about 8.6mm and the width is 
about 2.2mm. The thermal cycle shows that the heating 
velocity is very quick and the time dropping from the 
highest to 800℃is about 1000ms. 
(c) The results at different heat input clearly show that the 
areas of different temperature rise with the increase of the 
heat input. The length of the molten pool also increases 
with the heat input. But the heat input has less influence 
on the width than others. 
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Typical Joint Defects in Laser Welding of Aluminium-Lithium Alloy 
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Abstract. Welding trials of autogenous laser welding, laser welding 
with filling wire and laser-MIG arc hybrid welding have been  
carried out. The characteristics, cause and controlling methods of 
joint defects were analyzed by optic microscope, X-ray detection 
and numerical simulation. The results indicated that the common 
defects were imperfect shape and porosity inside the weld. The 
characteristics of weld surface defects varied during different 
welding processes; porosity was  also different in shape and 
formation during full penetration welding and incomplete 
penetration welding. All the defects mentioned above could be 
controlled or avoided by optimizing the welding process procedures. 

Keywords: aluminium-lithium alloy, laser welding, defect 

1. Introduction  

The development of aeronautical manufacturing places  
higher requirements for strength and weight reduction on 
materials, including aluminum-lithium alloy due to its 
high specific strength, stiffness, fracture toughness and 
fatigue strength [1,2]. In past decades, Al-Li alloy has been 
rapidly developed and is widely used in military and civil 
aircraft and rocket fuselages, fuel tanks, cockpits. It has  
become an important aerospace structural material. For 
these alloys, laser welding technology is increasingly 
receiving widespread attention and is also being 
considered for wider applications in the aero industry 
because of its advantages of high energy density, low 
distortion and high productivity among others. 

Use of laser welding of Al-Li alloy in welded 
structures and products has broad application prospects. 
However, because the Mg, Li and other chemical 
elements in Al-Li alloy are extremely active, the surface 
forms a high melting point oxide film, which can easily 
cause porosity. In addition, the low boiling point, high 
flowability, reflecting rate and thermal conductivity of 
aluminum alloy are prone to cause various defects [3~6]. 
To solve these problems, characteristics of joint defects in 
Al-Li alloy autogenous laser welding, laser welding with 
filler wire and laser-MIG hybrid welding were studied, 
their causes and mechanism were analyzed and control 
methods were introduced.  

2. Material and Equipment     

The parent metal used in this work was 3 mm thick Al-Li 
alloy 5A90 with moderate strength, low density, and 
good corrosion resistance. The filler wire was ER5356 
with diameter of 1.2mm. 

A YAG laser with a laser processing head of 150 mm 
focal length, and a pulse MIG equipment with push - pull 
wire feeder were used in welding system. 

As defined, d is the wire extension, α is the wire feed 
angle, DLA is the distance between focal point and wire 
tip. The optimal fixed parameters selected were: α= 60 ° 
and d = 8 mm. 

3. Result and Discussion 

3.1 The Characteristics of Laser Welded Joints  

With the optimum process parameters, good shape joints 
can be obtained in autogenous laser welding, laser 
welding with filler wire and laser-arc hybrid welding. 
Because of the special physical nature of Al-Li alloy and 
the characteristics of autogenous laser welding, as with  
other aluminum alloys, the joint formation was poor. The 
surface shows uneven "fish-scale patterns", inconsistent 
weld width, weld toes present irregular wave types and 
slight depressions and undercuts can be seen from the 
cross-section morphology of the weld (Figure 1-a). 
There is also an obvious and uneven "fish-scale pattern" 
on the weld surface in laser welding with filler wire. The 
filling wire supplements the burnt metal during the 
welding process, and though the surface is not entirely 
smooth, the phenomena of depression and undercut 
occurring in laser welding is effectively improved (Fig. 
1b). 

Since the introduction of an arc as a heat resource 
supplement in laser-arc hybrid welding, the size of the 
molten pool is much larger than that in autogenous laser 
welding. The seam surface is smooth except for some 
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inconspicuous molten pool flow lines, the weld width is 
consistent, because of adequate melting, full backfilling 
and an even spreading of the solidification process is 
apparent. The weld cross-section shows that the transition 
on the surface of the weld and base material is uniform, 
the weld width is increased, and at the same time the 
necessary penetration depth can be guaranteed. The 
phenomena of depression and undercut are significantly 
improved (Figure 1- c). 

 

 

（a）Autogenous laser welding （vs=2m/min, P=2400W） 

 

（b） Laser welding with filler wire（vs=2m/min, P=2400W, 
vf=3.2m/min） 

 
（c）Hybrid welding （vs=2m/min, P=2400W,I=70A） 

Fig. 1. Characteristics of weld joints using different welding ways 

3.2 The External Defects of Joints  

3.2.1 Defects in Autogenous Laser Welding 
The forming defects of penetration welds are mainly poor 
uniformity, depression and undercut ( Figure 1-a). 
At the lower melting point and boiling point, the defects 
of depression and burn through are easily formed owing 
to the violent eruption force of a large amount of metal 
vapor in the keyhole and the burnt metal during the 
autogenous laser penetration welding process. 

Meanwhile, the low density, high thermal 
conductivity and liquid fluidity of Al-Li alloy, high 
welding speed and cooling speed during laser welding, 
and instability "churn" of the keyhole and pool, will all 
cause, to a certain extent, an uneven weld surface. 

In addition, the narrow radiated area, less molten 
metal, and poor liquid metal backfilling ability, coupled 
with high cooling weld speed result in a part of the parent 
metal which had melted but cannot be covered 
completely by molten metal, therefore, the undercut 
forms. 

 
3.2.2 Defects in Laser Welding with Filler Wire 
If the welding process parameters are not suitable, then 
welding beading, excessive penetration, undercut, surface 
pores and other weld defects will be produced in laser 
welding  with filler wire. 

While the DLA is zero or negative, that is, the wire 
tip is in the center or behind the laser focal spot, the weld 
has discontinuities (Figure 2-a), and welding beading will 
sometimes occur severely (Figure 2-b). If the laser is 
blocked by the wire tip and it irradiates the wire directly, 
most of the energy cannot reach the parent material and is 
used to melt the wire and thereby a transition to large 
droplets occurs. 

As shown in Figure 2-c, the surface pores are mainly 
due to partial wire feed and improper protection on the 
weld surface. Pre-wire feed way is usually used, if wire is 
placed in the back-end bath, it cannot be fully melted, the 
defects of "wire heap" and undercut are easily formed, 
and "wire stay" phenomenon will come out in severe 
cases (Figure 2-d). When the heat input is too high or the 
wire feed rate is comparatively low, serious depressions 
are produced, as shown in Figure 2-e. If the welding heat 
input is too low, it will generate the defects of weld 
reinforcement, and incomplete penetration (Figure 2-f). 
These defects can be avoided by process parameters 
optimization. 

 

 
（a）Weld discontinuities 

 
（b） Welding beading 

 
（c）Surface pores 

 

（d）   Undercut 

 

（e）Excessive penetration 

 

（f ）Incomplete penetration 

Fig. 2. Defects of weld surface in laser welding with filler wire 
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3.2.3 Defects in Laser Hybrid Welding 
When MIG welding speed reached 4m/min, the weld is 
not continuous, which is caused by the arc drift 
phenomenon, as shown in Figure 3-a. The stability is 
greatly increased during hybrid welding due to the 
guidance of the laser (Figure 3-b). 

This is an inevitable result due to the interaction of 
combined heat sources of the laser and arc. On one hand, 
the laser absorption rate is enhanced by the preheating of 
the arc; on the other hand, under the guidance of the laser, 
the arc can reach the deep keyhole. In addition, the weld 
width is slightly smaller than that of MIG, mainly 
because the plasma provides a conductive path for the arc 
to reduce the arc column resistance so that the arc is 
compressed. 

 

  

（a） MIG Welding( vs=4m/min; I=110A) 

 

（b） Hybrid Welding (vs=4m/min; P=2200W; I=110A) 

Fig. 3. Morphology of weld in high speed  

When the hybrid welding speed is up to 5 m/min, the 
defects of hump, uneven weld width and hot-melt cracks 
occur as shown in Figure 4. 

Hump is caused by arc instability which results from 
a higher welding speed. Serious depression and hot 
cracking are produced under the condition of higher heat 
input. In addition, the defect as shown in Figure 3-a is 
prone to appear when the wire extension is too much. 
These defects can also be eliminated by process 
optimization as in laser welding with filler wire. 

 

 
(vs=5m/min; P=3000W; I=190A) 

Fig. 4.  Defects morphology of weld in high-speed welding 

3.3 The Internal Defects of Joints 

Compared with conventional aluminum alloy,  Al-Li 
alloy has more pores during laser welding owing to the 
activity of the Li, as well as the surface layers formed in 
high-temperature processing, which contain the 
compounds of Li2O, LiOH, Li2CO3 and LiN that can 
easily adsorb water from the surrounding environment to 

increase the porosity. The pores can be divided into          
"metallurgical-type" pores and "keyhole-type" pores. 

There are two types of "metallurgical type" pores. 
One is the crystallization layer pore, of smaller size; the 
other is due to the deposition of supersaturated hydrogen 
in the pool, gathering and growing until finally it is too 
late for it to escape during the cooling process so it forms 
large pores. "Metallurgical type" pores are generally 
characterized by the process of: nucleation - grow up - go 
up - stranded – formation, Their macro appearance is a 
relatively regular circle shape and smooth wall, as shown 
in Figure 5-a. The pool is deep and narrow in laser 
penetration welding, pores are "shelved" with the 
movement of the pool during the float process, so these 
pores are randomly distributed within the joints. The 
emergence of these holes is cause by deficient surface 
treatment, resulting in increased hydrogen absorption.   

According to the result of simulation, "keyhole-type" 
pores are due to the shielding gas or metal vapor engulfed 
in the keyhole and covered by liquid metal resulting from 
the instability "stirred up" of the keyhole during the 
welding process (Figure 6). These pores are basically 
characterized by a series of big size blow-holes, irregular 
shape and "step"-shaped marks on the wall, as shown in 
Figure 5-b. Most of pores occur when the penetration is 
inadequate or unstable. In general, a large number of 
pores are gathered at the waist or in the middle seam. 

 

   

    
（a）  Metallurgical-type pores          （b）Keyhole-type pores 

Fig  5. Porosity in laser welding 

   
a） Speed trend of pool                  （b）Keyhole is cut 

Fig. 6. The formation of “keyhole-type” pore 

pore 

.
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In the Al-Li alloy autogenous laser welding and laser 
welding with filler wire, if surface treatment is not 
properly carried out, any number of "metallurgical-type" 
pores will appear in the weld. A series of "keyhole-type" 
pores will be found in the weld center when the 
penetration is inadequate, as shown in Figure 7-a and 7-b. 

In the laser hybrid welding process,  pores are mainly 
"metallurgical-type", the sizes are large when the surface 
treatment is deficient. If the weld penetration is 
inadequate, "keyhole-type" pores will rarely be formed in 
the weld center, shown in Figure 7-c. 

For the Al-Li alloy autogenous laser welding, laser 
welding with filler wire and laser-hybrid welding, the 
porosity can be controlled or eliminated by a strict 
alkaline wash + pickling + drying way to remove the 
surface oxide film completely before welding, and 
welding within 24h after surface treatment for full 
penetration, as shown in Figure 7-d to Figure 7-f. 

 

 
（a）Laser incomplete penetration welding (Vs=3m/min, 

P=2000W) 

 
（b）Incomplete penetration welding with filler wire 

(Vs=1.5m/min, P=1900W, Vf=2m/min) 

 
（c）Hybrid incomplete penetration welding(Vs=2m/min, 

P=1800W, I=110A) 

 
（d）Laser penetration welding (Vs=2m/min, P=2100W) 

 
（e） Penetration welding with filler wire (Vs=2m/min, P=2400W, 

Vf=2m/min) 

 
（f）Hybrid penetration welding (Vs=2m/min, P=1800W, I=130A) 

Fig. 7. X-ray inspection photos of Al-Li alloy laser-welded joint  

4. Conclusion  

1. The typical defects of Al-Li alloy laser-welded 
joints are mainly embodied in external poor 
shape and internal porosity. 

2. The excessive penetration, undercut and uneven 
hill-shaped distribution "fish-scale pattern" 
surface are the main features of the external 
forming defects in autogenous laser welding. 

3. The "beads chain" like weld surface, surface 
pores, depression and undercut are the common 
external forming defects in laser welding with 
filler wire. 

4. In laser-arc hybrid welding process, the external 
forming defects are mainly uneven bead width as 
well as penetration depth, humping and hot 
cracks. 

5. The external forming defects are mainly due to 
improper welding procedures, which can be 
optimized to control or eliminate the effects 
effectively. 

6. The internal defects are mainly "metallurgical-
type" pores and "keyhole-type" pores. A good 
shape and almost no pores in the weld can be 
achieved through a rigorous pre-weld surface 
treatment, and to achieve full-penetration 
welding. 
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