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We study the linear complexity profile and the jump complexity of keystream sequences in ar­
bitrary finite fields. We solve counting problems connected with the jump complexity, establish 
formulas for the expected value and the variance of the jump complexity, and prove proba.bilis­
tic theorems on the jump complexity profile of random sequences. We also extend earlier work 
on frequency distributions in the linea.r complexity profile to joint frequency distributions. 

1. Introduction 

An important tool for the assessment of keystream sequences in the context of stream 
ciphers is the linear complexity profile introduced by Rueppel [9], [10, Ch. 4]. Let Fq 
be the finite field with q elements, where q is an arbitrary prime power, let n be a 
positive integer, and let S be a finite or infinite sequence 81,82, ..• of elements of Fq 
which contains at least n terms. Then the nth linear complexity Ln(5) is defined to be 
the least integer k such that 81,82, ... , 8 n form the first n terms of a kth-order linear 
feedback shift register (LFSR) sequence, where we observe the convention that the zero 
sequence is viewed as an LFSR sequence of order o. The sequence L1 (5), L2 ( 5), ... , 
extended as long as Ln(S) is defined, is called the linear complexity profile of S. We 
note that we have a $ Ln(S) $ n and Ln(S) $ Ln+1(S) as long as Ln(S) and Ln+1(S) 
are defined. Detailed studies of the linear complexity profile were carried out in [1], [5], 
[6], [7], [8], [9], [10, Ch. 4], [11], [12]. 

A new way of looking at the linear complexity profile was recently introduced by Wang 
[1lJ, [12]. If Sand n are as above, then the nth jump complexity Pn(S) is defined as the 
number of positive integers among L 1(S), L2(5) - L1(S), ... , Ln(S) - Ln-1(S). Thus 
Pn(S) is the number of "jumps" in the first n terms of the linear 'Complexity profile 
of S. Wang [11], [12] proved some combinatorial and elementary statistical results on 
the jump complexity in the special case q = 2, and related results were also shown by 
Carter [1]. In a sense, the quantity Pn(S) already appeared in Niederreiter [6], since 
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it is clear in view of [6, Lemma 1] that the quantity j(n,S) defined in the proof of [6, 
Theorem 11] is identical with Pn(S). In analogy with the terminology introduced in the 
previous paragraph, we call the sequence PI(S), P2 (S), ... , extended as long as Pn(S) 
is defined, the jump complexity profile of S. 

The main aims of the present paper are to study the jump complexity in greater detail, 
to solve counting problems connected with the jump complexity, to prove probabilistic 
theorems on the jump complexity profile of random sequences, and to derive all these 
results for arbitrary q. We also extend the work in [6, Sect. 6] on frequency distributions 
in the linear complexity profile to joint frequency distributions. 

2. Enumeration Formulas for the Jump Complexity 

It is clear that we have 0 ::.; Pn(S) ::.; Ln(S) ::.; n for any S containing at least n terms. 
We obtain a stronger upper bound from the following well-known lemma (see [4], [10, 
p. 34]) which holds if S contains at least n + 1 terms. 

Lemma 1. If Ln(S) > n/2, then Ln+I(S) = Ln(S). If Ln(S) ::.; n/2, then Ln+I(S) = 
Ln(S) for exactly one choice of Sn+I E Fq and Ln+I(S) = n + 1 - Ln(S) for exactly 
q - 1 choices of Sn+l E Fq • 

Lemma 2. Pn(S) ::.; min(Ln(S), n - Ln(S) + 1). 

Proof. We already noted that Pn(S) ::.; Ln(S), so it suffices to show Pn(S) ::.; n -
Ln(S) + 1. Consider the last jump in the first n terms of the linear complexity profile 
of S, say Lm(S) < Lm+1(S) = ... = Ln(S), By Lemma 1 we must have Lm+1(S) = 
m + 1 - Lm(S), therefore 

We now establish an explicit formula for the number Nn(L, r) of sequences S of elements 
of Fq with fixed length n and with prescribed values Ln(S) = L and Pn(S) = r for the 
nth linear complexity and the nth jump complexity, respectively. Such a formula was 
earlier shown by Carter [1] for q = 2 and Wang [11], [12] for q = 2 and L = rn/2l-

Theorem 1. Let n be a positive integer and let Land r be integers with 0 ::.; L, r ::.; n. 
Then: 

(i) Nn(L, r) = 1 if L = r = 0; 

(ii) Nn(L,r) = 0 if L 2: 1 and r = 0; 

(iii) Nn(L, r) = 0 if r > min(L, n - L + 1); 

(iv) Nn(L, r) = (min(Lr-::..\,n-L») (q -lr qrnin(L,n-L) if 1::'; r ::.; min(L, n - L + 1). 
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Proof (i) is valid since Ln(S) = Pn(S) = 0 holds exactly for the sequence S of n zeros. 
(ii) holds since Ln(S) 2: 1 implies Pn(S) 2: 1. (iii) follows from Lemma 2. To prove 
(iv), we proceed by induction on n. The case n = 1 is checked immediately. Suppose 
the formula is shown for length n, and now consider length n + 1. We take 1 ~ r :c::; 
min(L, n-L+2) with 1 ~ L ~ n+l, where Land r are the prescribed values of L n+1(S) 
and Pn+1(S), respectively. If L :c::; n/2, then Lemma 1 implies Nn+1(L, r) = Nn(L , r), 
and the induction hypothesis yields the desired formula. If L = (n + 1)/2, so that n is 
odd, then we must have Ln(S) = (n+I)/2 by Lemma 1, and so by induction hypothesis 

Nn+l(L, r) = qNn (n; 1, r) = Cnr-_Ii/2) (q _ If qI+(n-l)/2 

= (min(L -I,n + 1- L») (q _Ifqmin(L,n+l-L). 
r-I 

If L 2: (n + 2)/2, then by Lemma 1 we either have Ln(S) = L, Pn(S) == r, or Ln(S) = 
n + 1 - L, Pn(S) = r - 1. Together with the induction hypothesis we get 

Nn +1(L,r) = qNn(L,r) + (q -I)Nn(n + 1- L,r -1) 

= (n - L) (q -Ir qn-L+l + (n - L) (q -Ir qn+l-L = (n + 1 - L)(q _Iyqn+l-L 
r-1 r-2 r-1 

(
min(L -I,n + 1- L)) ( )r min(L n+l-L) 0 = r-I q-I q , . 

From Theorem 1 we get the following alternative proof of the formula of Gustavson 
(2] for the number Mn(L) of sequences S of elements of Fq with fixed length n and 
Ln(S) = L . 

Corollary 1. Mn(O) = 1 and Mn(L) = (q - I)qmin(2L-l,2n-2L) for 1 :c::; L ~ n. 

Proof We have Mn(O) = Nn(O, 0) = 1. For 1 ~ L ~ n we get by Theorem 1, 

min(L,n-L+l) . 
Mn(L) = L (mm(L r-~~n - L)) (q _ lr qmin(L,n-L) 

r=l 

min(L-l ,n-L) . 
= (q _ I)qrnin(L ,n-L) ~ (mm(L -rI , n - L)) (q _ If 

= (q _ I)qmin(L,n-L) (1 + (q _ I))min(L-l,n-L) 

= (q _ I )qmin(L,n-L)+min(L-l,n-L) = (q _1)qmin(2L-l,2n-2L).D 

Theorem 1 also yields a formula for the number Nn(r) of sequences S of elements of Fq 
with fixed length nand P,, (S) = r . The special case q = 2 was treated by Carter [1]. 

Theorem 2. We have Nn (O) = 1 and Nn(r) = 0 for r > fn/21. For 1 ~ r ~ fn/21 we 
have 

(n-2) /2 L 
Nn(r) = (q + I)(q - If L C _ 1) qL for even n, 

L=r-l 
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(n-l)/2 
Nn(r)=(q+l)(q-lf" (L )qL_(cn-l)/2)(q_ 1fq(n+l)/2 forodd n. 

~ r-l r-l L=r-l 

Proof Nn(O) == 1 follows from Theorem 1 (i), (ii). Ifr >"rn/21, thenr > min(L,n-L+ 
1) for 0:::; L:::; n, hence Nn(r) = 0 for r > rn/21 by Theorem 1 (iii). If 1:::; r :::; rn/21, 
then by Theorem 1 we have Nn(L, r) > 0 if and only if r S min(L, n - L + 1), i.e. if 
and only if r :::; L :::; n + 1 - r. Therefore 

n+l-r 
Nn(r) = L Nn(L,r) . 

L=r 

Now let n be even. Then by Theorem 1 (iv), 

For odd n we obtain by Theorem 1 (iv), 

(n-l)/2 
NnCr) = " (L - l)Cq _lyqL + (Cn -1)/2)Cq _lfq(n-l)/2+ 

~ r-1 r-1 
L=r 

n+l-r ( ) 
+ L ~=~ (q_lyqn-L 

L=(n+3)/2 
(n-J)/2 (n-J)/2 ( ) 

= q(q-lf " ( L )qL+ (Cn -1)/2)Cq_lyqCn - I )/2+Cq_lY E L qL 
~ r-l r-l r-l L=r-! L=r-l 

(n-l)/2 
=(q+l)(q-lf L ( L )qL_(n-l)/2)Cq_1rq(n+l)/2.0 

r-l r-1 L=r-! 

3. Expected Value and Variance of the Jump Complexity 

We can view Pn = PnCS) as a random variable on the space of all sequences of elements 
of Fq with fixed length n, where each such sequence is equiprobable (i.e., has probability 
q-n). In the following two theorems we extend the formulas for the expected value and 
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the variance of Pn given by Carter [1] and Wang [11], [12] for q = 2 to the general case 
of arbitrary q. 

Theorem 3. The expected value E(Pn ) of Pn is given by 

1 

Proof. With the notation in Theorem 2 we have 

n rn/21 

E(Pn ) = q-n L rNn(r) = q-n L rNn(r). 
r=0 r=1 

If n is even, then by Theorem 2 we get 

n/2 (n-2)/2 L 
E(Pn ) = (q + l)q-n L r(q - If L C _1)qL 

r=l L=r-l 
(n-2)/2 £+1 L 

=(q+1)q-n L q
L
LC_1)r(q-lf 

L=O r=l 

(n-2)/2 L 
= (q2 _ l)q-n L qL L (~)(r + I)(q -If. 

L=O r=0 

To treat the inner sum, we differentiate the identity L~o (~)zr+1 = z(z + 1)£ with 
respect to z and then put z = q - 1 to obtain 

t (~) (r + 1)(q - If = qL + (q _1)LqL-1. 
.-=0 

(1) 

This yields 

(n-?)/2 
= q-n(qn _ 1) + (q2 _ 1)(q _1)q-n-l L Lq2L. 

L=O 

For any integer k 2: 1, differentiation of L~:~ zL = (zk - l)j(z - 1) with respect to z 
and then multiplication by z yields . 

"-1 L (k - l)zk+l - kz" + z 
~ Lz = for z #l. f:'o (z - 1)2 

(2) 
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Putting k = n/2, z = q2 in (2) we get 

E n = 1 - q- + --q- --q - -q - + 1 (P ) n q n (n -2 n n n 2 ) 

q + 1 2 2 

= (q - 1 )n + _1_ (1 _ -n) 
2q q + 1 q 

by simple algebraic manipulations. For odd n we use Theorem 2 to obtain 

(n-l)!2 ( ) 
-(q _1)q(1-n)/2 2: (n -r 1)/2 (r + 1)(q - lr. 

r=0 

We apply (1) and get 

(n-l)/2 
E(Pn ) = (q2 _ l)q-n L (q2L + q - 1 Lq2L) 

£=0 q 

_(q _1)q(1-n)/2 (i n - 1)/2 + (q -It; 1 q(n-3)/2) 

(n-l)/2 ( 1)2( 1) 
= q-n (qn+l _ 1) + (q2 _ l)(q _ l)q-n-l ~ Lq2L _ q + 1 _ q - n-

D 2q 
L=O 

Putting k = (n + 1)/2, z = q2 in (2) we obtain 

E(P ) -1 -n + q -n (n -1 n+l n + 1 n-l + 1) (q - 1)2(n - 1) 
n - -q --q --q ---q -

q + 1 2 2 2q 

= (q - 1 )n + q2 + 1 1 
2q 2(q2 + q) (q + l)qn 

by simple algebraic manipulations. 0 

Theorem 4. The variance Var(Pn) of Pn is given by 

v P _ (q - l)n q (q - l)n 1 
are n) - 2q2 - (q + 1)2 + (q + l)qn+l + (q + l)qn 

1 
for even n, 

v (P) = (1 - 1 )n ...J... 13 
- 5q2 + q + 1 (q - l)n 2l - q + 1 1 for ar n 2q2' 2q2(q + 1)2 + (q + 1)qn+l + (q + 1)2qn+l (q + l)2q2n 

odd n. 
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Proof With the notation in Theorem 2 we have 

n rn/21 
E(P~) = q-n 2=>2 Nn(r) = q-n L r2 Nn(r). 

r=O r=1 

Using Theorem 2 and the same techniques as in the proof of Theorem 3 we get 

for even n, 

Now Var(Pn) = E(P;) - E(Pn )2, and so an application of Theorem 3 yields the desired 
formulas by straightforward algebraic manipulations. 0 

4. The Jump Complexity Profile of Random Sequences 

In this section we study the behavior of the jump complexity profile for random infinite 
sequences. Note that by Theorem 3 we expect Pn(S) to be close to (q - 1)n/(2q) and 
that by Theorem 4 there should be deviations that are at least of the order of magnitude 
n 1/ 2 • We set up a suitable probabilistic model as in earlier probabilistic studies (see [6], 
[7], [8]). Let F;:O be the set of all infinite sequences of elements of Fq • A probability 
measure h on F;:O is defined by first considering the uniform probability measure J.L 
on Fq which assigns the measure l/q to each element of Fq and then letting h be the 
complete product measure on Fqoo induced by J.L. 'Ve say that a property 7l" of sequences 
S E F;:O holds with probability 1 if the set of all S E F;:O which have the property 7l" has 
h-measure 1. 

Theorem 5. If f is a nonnegative function on the positive integers such that 2::::1 ne-qf(n)2 /n < cc, then with probability 1 we have 

IPn(S) - (q ;ql)n I :::; fen) for all sufficiently large n. 

Proof Choose c E (0, t) such that 

2c c 1 
--,----:-:- - C + = . 
3(1 - 2C)3 (q - 1)2 2(q -1) 

(3) 



181 

This is possible since the left-hand side of (3) tends to 0 as c -+ 0 and it tends to 00 as 
c -+ t from the left. Put 

F(n) = min (f(n), c; -1)', (4) 

where we assume that n is so large that F(n) ~ t (note that the condition on I implies 
lim I( n) = 00). For fixed n consider 

n-oo 

{ 

00 (q -I)n } Dn = S E Fg : Pn(S) > 2q + F(n) . 

Let k( n) be the least integer satisfying 

ken) > (q - I)n + F(n). 
2q 

For even n we get by Theorem 2, 

n/2 n/2 (n-2)/2 L) 
h(Dn) = q-n L Nn(r) = (q + I)q-n L (q -It L C -1 qL. 

r=l:(n) r=k(n) L=r-l . 

For the inner sum we have 

thus 

(5) 

Since r ~ ken) > (q - I)n/(2q), the terms of the last sum form a decreasing function of 
r, hence 

(6) 

with 

We use Stirling's formula in the form 

log(n!) = (n + ~) logn - n + 0(1). 
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Then 

n + 1 n ( 1) (n + 1 ) (n ) logw =-2- log 2" - ken) + 2 logk(n) - -2- - ken) log 2" - ken) 

n + ken) ~og(q - 1) - 2"logq + 0(1) 

n n (n) (n) n ~ 2" log 2" - k(n) log ken) - 2" - ken) log 2" - ken) + k(n)log(q -1) - 2"logq + 0(1) 

=: u + 0(1). 

Put 
den) = ken) _ (q - l)n. 

2q 

Then by straightforward manipulations 

u = - (;q - den)) log (1 - 2q~(n)) - (q ;q1)n + den)) log (1 + (~q~(~in) . 

Note that by the definitions of F(n) and ken) in (4) and (5) we have 0 ~ den) ~ en/q, 
hence 0 ~ 2qd(n)/n ~ 2e. For 0 ~ z ~ 2e we have 

Z2 z3 
log(l- z) > -z - - - ---

- 2 3(1-2e)3 

by Taylor's theorem. Using also log(l + z) 2:: Z - tz2 for z 2:: 0, we get 

u < (.!::.. _ den)) (2qd(n) + 2q
2
d(n)2 + 8q

3
d(n)3 ) 

- 2q n n 2 3(1 - 2e)3n3 

_ (q -l)n + den)) (2qd(n) _ 2q
2
d(n)2 ) 

2q (q - l)n (q -1)2n2 

<- + -1+---q2 d(n)2 2q2d(n)3 (2 1 ) 
(q - l)n n 2 3(1 - 2e)3 (q -1)2 

= _ q2d(n)Z + q2 d(n)3 = q2d(n)2 (-1 + den)) < _ qd(n)2 
(q - l)n e( q - l)n 2 (q - l)n en - n 

by (3) and den) ~ en/q. It follows that 

logw<_qd(n)2 +0(1), 
n 

and so (6) and den) > F(n) yield 

h(Dn) = 0 (ne- qF(n)2/n) . (7) 

For odd n we get by Theorem 2, 

(n+1)/2 (11+1}/2 (,,-1)/2 L 
h(D,,) = q-n L Nn(r) ~ (q + l)q-n L (q -lY L C _ l)qL. 

r=k(n) r=k(n) L=r-1 
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Proceeding as in the case of even n, we obtain 

Since r 2: ken) > (q - l)nj(2q) + 1/2, the terms of the last sum form a decreasing 
function of r, hence 

with C(q) depending only on q and 

W = (n + 1)/2)( _1)k(n)q-n/2 
1 ken) q . 

By Stirling's formula, 

n + 2 n + 1 ( 1) (n + 2 ) (n + 1 ) 10gWl =-2- log -2- - ken) + 2 logk(n) - -2- - ken) log -2- - ken) 

+ ken) log(q - 1) - :: logq + 0(1) 
2 

::;u + 0(1), 

where u is as before. Using (8) and the bound tL < -qd(n)2/n shown above, we see that 
(7) also holds for odd n. From (4) we deduce 

and so the hypothesis on f implies 2:~=1 n e-qF(n)2 In < 00. In view of (7) this shows 
that L~=l h(Dn) < 00. An application of the Borel-Cantelli lemma [3, p. 228] yields 
that the set of all S for which S E Dn for infinitely many n has h-measure O. In other 
words, with probability 1 we have S E Dn for at most finitely many n. From the 
definition of Dn it follows then that with probability 1 we have 

Pn(S) ::; (q ;ql)n + F(n) ::; (q ;ql)n + fen) for all sufficiently large n, (9) 

where we applied (4) in the second inequality. 

To obtain a corresponding lower bound, we proceed by similar arguments. Choose 
Cl E (0, t) such that 

2Cl Cl 1 
3(1- 2cl)3(q-l) - q-l +(q-l)Cl = 2(q-l)" (10) 

Put 

(1l) 
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where we assume that n is so large that G(n) ~ o. For fixed n consider 

En = { S E F'; : Pn(S) < (q ;ql)n - G(n)} . 

Let m( n) be the largest integer satisfying 

men) < (q - l)n _ G(n). 
2q 

For even n we get by Theorem 2, 

men) men) (n-2)/2 ( L ) 
h(En) = q-n L Nn(r) = q-n + (q + l)q-n 2)q -ly L r _ 1 qL. 

r=O r=l L=r-l 

By treating the inner sum as before we obtain 

men) 

h(En) < q-n + 2q-n j
2 ~ (n:2}q _ 1Y. 

(12) 

Since r ~ men) < (q - l)n/(2q), the terms of the last sum form an increasing function 
of r, hence 

with 

Put 

Then as before 

with 

_ ( n/2 ) ( _ l)m(n) -n/Z 
W2 - men) qq. 

(q - l)n 
e(n) = - men). 

2q 

(13) 

Ul = - (;q + e(n») log (1 + 2q~n») - «q ;ql)n - e(n») log (1- (~q~(;;n) . 
By the definitions of G(n) and men) in (11) and (12) we have 0 ~ e(n) ~ (q -l)cln/q, 
hence 0 ~ 2qe(n)/(q - l)n ~ 2Cl. Using the same lower bound for 10g(1 - z) as before 
and also log(l + z) ~ z - tz2 for z ~ 0, we get 

Ul < _ (!!:... + e(n») (2qe(n) _ 2
q2

e(n?) + 
- 2q n n 2 

(
q -1)n ) ( 2qe(n) 2q2e(n)2 8q3e(n)3) 

+ 2q - e(n) (q _ l)n + (q -1)2n2 + 3(1- 2cJ)3(q -1)3n3 

<- + - +1 
q2e(n? 2q2e(n)3 (2 1) 
(q - l)n n 2 3(1 - 2cd3 (q -1)2 (q - 1)2 

q2e(n? q2e(n)3 q2 e(n)2 ( e(n») qe(n)2 
= - (q - l)n + (q - 1)2cln2 = (q - l)n -1 + (q -1)cln ~ --n-
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by (10) and e(n) $ (q - l)clnjq. Therefore 

qe(n)2 
logw2 < --- + 0(1), 

n 

and so (13) and e(n) > G(n) yield 

h(En) = 0 (n e-qG(n)2/n ) . 

It can again be proved that this bound also holds for odd n. Together with the hypothesis 
on f this shows that I:~=1 h(En) < 00. By applying the Borel-Cantelli lemma as before 
we deduce that with probability 1 we have 

(q - 1 )n (q - l)n . 
Pn(S) ~ 2q - G(n) ~ 2q - fen) for all sufficIently large n. 

Together with (9) this yields the result of the theorem. 0 

Theorem 6. With probability 1 we have 

Proof For a positive integer m consider the function 

(
2+ _1)1/2 

fen) = ; (nlogn)1/2. 

Then 

and so I:~=l n e-qf(n)2 In < 00. Thus Theorem 5 shows that with probability 1 we have 

(q-l)n (2+m-l)I/2 IF n (S) - 2q I $ q ( n log n) 1 12 for all sufficiently large n. 

This property holds simultaneously for all m with probability 1 since the countable 
intersection of sets of h-measure 1 has again h-measure 1. The desired conclusion 
follows. 0 

Corollary 2. With probability 1 we have 
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We note that the result of Corollary 2 was already shown in [6, eq.(6)] by using the 
deeper methods of that paper. It suffices to observe, as we already did in Section 1 of 
the present paper, that the quantity j(n, S) in [6J is identical with Pn(S), 

5. Joint Frequency Distributions in the Linear Complexity Profile 

In [6, Sect. 6] we studied frequency distributions in the linear complexity profile by 
considering the quantity ZeN; c; S) defined as follows. For any integers C and N with 
N ~ 1 and any S E F;', Z (N; c; S) is given as the number of integers n with 1 ~ n $ N 
for which Ln(S) = (n + c)/2. It was shown in [6, Theorem llJ that with probability 1 
we have 

lim ZeN; c; S) = 2:.(q _1)q-ic-(1/2)i-(1/2) for all integers c. (14) 
N-oo N 2 

We now extend this work to joint frequency distributions. For S E F;' and integers 
Co, Cl, N with N ~ 1 let ZeN; Co, Cl; S) be the number of integers n with 1 $ n $ N for 
which Ln(S) = (n + co)/2 and Ln+1(S) = (n + cd/2. Then we are interested in the 
existence of 

r Z (N; Co, Cl ; S) 
N~oo N . 

Since Ln(S) $ Ln+1(S), we can assume that Co $ CI, for otherwise we have the trivial 
case where ZeN; Co, Cl; S) = 0 for all Nand S. We have to distinguish the cases Co = Cl 

and Co < Cl. 

Theorem 7. With probability 1 we have 

1· ZeN; c, c; S) 1 ( 1) -ic-li-l 1m = - q - q 
N-oo N 2 

for all integers c. 

Proof. First let C ~ 1. If Ln(S) = (n + c)/2, then Ln(S) > n/2, and so by Lemma 
1 we have Ln+1(S) = (n + c)/2. Therefore ZeN; c, c; S) = ZeN; c; S), and the desired 
result follows from (14). Now let c $ O. Suppose n, 1 $ n $ N, is such that Ln(S) = 
Ln+l(S) = (n + c)/2. We go to the next jump, say 

where k ~ 1. Then by Lemma 1, 

n +2k + 2 - c 
Ln+k+l(S) = n + k + 1 - Ln+k(S) = . 

2 

It follows that for 1 $ i $ k we have 

L .(S) > L (S) _ n + 2k + 2 - c n + 2k + 2 n + k + i 
n+k+1 _n+k+l - 2 ~ 2 > 2 ' 
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and so Lemma 1 yields L n+2k(S) = Ln+k+1(S) = (n+2k+2-c)/2. Ifn+2k ~ N, this 
shows that n + 2k counts towards ZeN; 2 - c; S). If n + 2k > N, then n is the largest 
value in [1, N] which counts towards ZeN; c, c; S). Therefore 

ZeN; c, c; S) ~ ZeN; 2 - c; S) + 1. (15) 

Now suppose n, 1 ~ n ~ N, is such that Ln(S) = (n + 2 - c)/2, where again c ~ o. We 
go to the previous jump, say 

n+2-c 
Ln-k(S) < L n- H1 (S) = ... = Ln(S) = 2 ' 

where k ~ 1. Then by Lemma 1, 

n - 2k + c 
Ln-k(S) = n - k + 1 - L n -H1(S) = 2 . 

We claim that 
(16) 

For suppose that for some i, 0 ~ i < k, we had L n - 2k+i(S) < L n- 2Hi+1(S) = Ln-k(S). 
Then Lemma 1 yields 

. . n - 2k + c 
L n- 2 k+i(S) = n - 2k + l + 1 - L n - 2 k+i+1(S) = n - 2k + z + 1 - 2 

n - 2k - C n - 2k + i 
2 +i+l> 2 

Another application of Lemma 1 implies L n - 2 k+i+1(S) = L n - 2k+i(S), a contradiction. 
Thus (16) is shown. Using (16) with i = 0,1, we get L n - 2k(S) = L n - 2H1(S) = 
(n - 2k + c)/2. If n - 2k ~ 1, this shows that n - 2k counts towards ZeN; c, c; S). If 
n - 2k < 1, then n is the smallest value in [1, N] which counts towards ZeN; 2 - c; S). 
Thus 

ZeN; 2 - c; S) ~ ZeN; c, c; S) + 1. (17) 

It follows from (14), (15), and (17) that if c ~ 0, then with probability 1 we have 

li Z(N;c,c;S) li Z(N;2-c;S) 1( 1) c-2 1( 1) -lc-11-1 0 m = m =-q- q =-q- q . 
N-oa N N-oo N 2 2 

Now let Co < C1. If Ln(S) = (n + co)/2 and L n +1(S) = (n + cr)/2, then it follows from 
Lemma 1 that Ln+1(5) = n + 1 - Ln(5), and so we must have C1 = 2 - Co. 

Theorem 8. If Co < Cl = 2 - Co, then with probability 1 we have 

li Z(N;co,c1;S) 1( 1)2 -Cl 

N!;loa N = "2 q - q . 

If Co < C1 i- 2 - co, then ZeN; Co, C1; 5) = 0 for all N and S. 
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Proof. The second part was shown above. Now let Co < Cl = 2 - Co and note that 
this implies Cl ~ 2. From Lemma 1 we see that Ln(S) = (n + co)/2 and Ln+1(S) = 
(n + cl)/2 hold simultaneously if and only if Ln+l(S) - Ln(S) = Cl - 1. Therefore 
Z(Nj Co, Clj S) = J(Nj Cl -1; S), where the latter denotes the number of integers n with 
1 :::; n :::; Nand Ln+l(S) - Ln(S) = Cl - 1. Thus withprobability 1 we have 

1
· Z(N;CO,Cl;S) 1· J(N;cl -ljS) PN(S) 
1m = 1m .---

N""'HX; N N-oo PN(S) N 

= (q _ l)ql-C1 q - 1 = ~(q _ 1)2q- cl, 
2q 2 

where we applied a result in [6, p.2081 and Corollary 2. 0 

Since there are just count ably many pairs (co, Cl) of integers, it follows that with prob­
ability 1 we have the asymptotic frequency distributions in Theorems 7 and 8 simulta­
neously for all choices of Co and Cl. 
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