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Abstract. We present the SBSNNI rule format. We prove that any
Process Algebra construct whose SOS-style semantics is defined by SOS
transition rules respecting such a format, preserves the well known non
interference properties Persistent BNDC, SBSNNI, and SBNDC.

1 Introduction

One of the problems in computer security is the necessity to guarantee that only
legitimate users can access some kind of information. To face this problem, one
should take into account that malicious users could attempt to access information
not only directly, but also indirectly through so called covert channels.

In multilevel systems [4], users are bound to several levels of security, and
it must be guaranteed that users at any level cannot interfere with users at
lower levels and cause different status of the system in which they operate to be
perceived. This means that information flow from high levels to lower levels must
be prevented. A drastic solution to this kind of problems is to avoid at all these
possible interferences. A lot of non interference definitions have been proposed
in the literature since [11], for several formal models of interaction between users.
In most of these papers, for simplicity multilevel systems are represented by two
level systems: Users are bound either to a high level of security, or to a low level
of security. In [6,7,8,16,3,15] some of the non interference definitions given in the
literature have been translated into the context of Process Algebras.

The most successful non interference definition in [6,7,8] is called
Bisimulation-based Non Deducibility on Compositions (BNDC, for short). In-
tuitively, a system enforces BNDC if, by interacting with any possible high level
user, the system always appears the same to low level users. Among the other
non interference definitions in [6,7,8], we mention Strong Bisimulation Strong
Non-deterministic Non Interference (SBSNNI, for short), which is stronger than
BNDC, and Strong BNDC (SBNDC, for short), which, in turn, is stronger than
SBSNNI. The mentioned properties are studied for systems specified by using
the language of Security Process Algebra (SPA, for short), which is an extension
of CCS [13] tailored to deal with two level systems. BNDC has been a successful
non interference definition for systems lying in static contexts. In [9] it has been
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shown that BNDC is too weak for systems running into a dynamic environment
that can be reconfigured at run-time, or, equivalently, for systems that can mi-
grate on the web during their computation. For this reason, the more restrictive
non interference definition of Persistent BNDC (P BNDC, for short) has been
introduced. Intuitively, a system enforces P BNDC if every state that can be
reached by the system during its computation enforces BNDC. This means that
even if the environment changes during the execution of the system, the security
of the system is not compromised. P BNDC is equivalent to SBSNNI, meaning
that any system enforces P BNDC if and only if it enforces SBSNNI (see [9]).

All the mentioned non interference properties are not, in general, composi-
tional, meaning that there are constructs of SPA that do not preserve them. This
is a critical issue, since one is not guaranteed that by putting a secure system
into a SPA context, the obtained system is, in turn, secure. Another consequence
of non compositionality is that the non interference properties cannot be checked
compositionally with respect to the syntactic structure of systems [8,12].

In the present paper we argue that the non compositionality of the non in-
terference properties depends on general semantic properties of SPA constructs.
This implies that other Process Algebras having constructs with the same seman-
tic properties suffer of the same problem. This is a typical situation in Process
Algebras: A big amount of results depend on general semantic properties of the
language constructs and do not depend on the particular language that is consid-
ered. An interesting challenge is to develop a meta theory for Process Algebras
to study which semantic properties the constructs must have to preserve non
interference properties. To this purpose, we recall that since the pioneering work
[17], the concept of rule format has played a major rôle to develop meta theo-
ries for Process Algebras endowed with a Structural Operational Semantics [14]
(SOS, for short). A rule format consists of a set of restrictions on the syntax
of the SOS transition rules admitted. In particular, several rule formats have
been proposed for ensuring that a given behavioral preorder (resp. equivalence)
notion over processes is a precongruence (resp. congruence) (see [2] for a sur-
vey). Now, in the present paper we present the SBSNNI rule format, and we
prove that any Process Algebra construct preserves both SBSNNI (and, there-
fore, P BNDC) and SBNDC, provided that the operational semantics of such a
construct is given by SOS transition rules respecting the SBSNNI format.

In Section 2 we recall SPA and the various non interference properties. In
Section 3 we define our rule format. In Section 4 we prove that all constraints on
SOS transition rules are needed. In Section 5 we prove that the format is correct
for SBSNNI and SBNDC. Finally, in Section 6 we draw some conclusions.

2 Security Process Algebra

The Security Process Algebra (SPA) [6] models systems where the set Act of
the actions that can be performed by each (sub)system is partitioned into a set
of visible input actions, ranged over by a, a1, . . ., a set of visible output actions,
ranged over by a, a1, . . ., and the invisible action τ , which models an internal
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computation step that cannot be observed outside the system. A complementa-
tion function ( ) : Act → Act is defined over actions such that a = a, for each
a ∈ Act \ {τ}, and τ = τ . The intuition is that actions a and a performed by
two processes running in parallel can synchronize, thus producing action τ .

To reflect two different levels of security, the set of (input and output) visible
actions is partitioned into the set H of high actions, ranged over by h, h1, . . .,
h, h1, . . ., and the set L of low actions, ranged over by l, l1, . . ., l, l1, . . .. Both sets
H and L are closed under complementation.

The abstract syntax of SPA is given by the grammar below:
E ::= 0 | µ · E | E1 + E2 | E1|E2 | E \A | E[f ]

where E,E1, . . . are SPA process variables, µ is an action in Act, A is a set
of actions in Act \ {τ} closed w.r.t. complementation, and f : Act → Act is a
relabeling function over actions such that f(τ) = τ .

Process 0 does nothing. Process µ · E performs action µ and then behaves
as E. Process E1 +E2 can choose nondeterministically to behave like either E1
or E2. Process E1|E2 is the parallel composition of E1 and E2, which interleave
and can synchronize on complementary actions, thus producing action τ . Process
E \ A behaves as E, but it cannot perform actions in A. Finally, process E[f ]
behaves as the process E where all actions are relabeled by function f . The SOS
style semantics of SPA is given by the SOS transition rules in Table 1.

Table 1. The SOS transition rules for SPA

µ · E µ−→ E

E1
µ−→ E′1

E1 + E2
µ−→ E′1

E2
µ−→ E′2

E1 + E2
µ−→ E′2

E1
µ−→ E′1

E1|E2
µ−→ E′1|E2

E2
µ−→ E′2

E1|E2
µ−→ E1|E′2

E1
µ−→ E′1 E2

µ−→ E′2
E1|E2

τ−→ E′1|E′2
µ �= τ

E
µ−→ E′

E \A µ−→ E′ \A µ �∈ A E
µ−→ E′

E[f ]
f(µ)−→ E′[f ]

As in [8], for any set of actions A ⊆ Act, we denote with E/A the process

E[f ] such that f(µ) ≡
{
τ if µ ∈ A
µ otherwise.

Moreover, we denote with E the set of all processes.

Let us recall the notion of weak bisimulation [13] over SPA processes. We
need before some more notation.

Let E
µ̂

=⇒ E′ be either a shorthand for E( τ−→)∗E1
µ−→ E2( τ−→)∗E′, if

µ ∈ Act \ {τ}, or a shorthand for E( τ−→)∗E′, if µ = τ . (As usual ( τ−→)∗ denotes
a possibly empty sequence of τ transitions.)

Let E =⇒ E′ denote that E′ is reachable from E, i.e. either E τ̂=⇒ E′, or
there is a sequence µ1 . . . µn ∈ Act∗ such that E

µ̂1=⇒ . . .
µ̂n=⇒ E′.
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Definition 1. A relation R ⊆ E × E is a weak bisimulation if (E,F ) ∈ R
implies, for all µ ∈ Act,
– whenever E

µ−→ E′ for some process E′, then there is a process F ′ such that
F

µ̂
=⇒ F ′ and (E′, F ′) ∈ R

– whenever F
µ−→ F ′ for some process F ′, then there is a process E′ such that

E
µ̂

=⇒ E′ and (E′, F ′) ∈ R.

Two SPA processes E,F are weakly bisimilar, written E ≈ F , iff there is a weak
bisimulation containing the pair (E,F ).

Let us recall the notion of BNDC [6,7,8]. Let EH denote the set of all SPA
processes in E having only actions in H ∪ {τ}.
Definition 2. A process E enforces the property of Bisimulation-based Non
Deducibility on Compositions, written E is BNDC, iff

for each process F ∈ EH , it holds that (E|F ) \H ≈ E/H
As explained in [6,7,8], E/H is what a low level observer can see of E, i.e. the part
of E with which such an observer can synchronize. So, E is BNDC if, for each
high level process F , a low level observer cannot distinguish E from (E|F ) \H,
i.e. what the low level observer can see of E is not modified by composing any
high level process F in parallel with E and by forcing synchronization on high
actions between E and F .

In [9] it is shown that BNDC guarantees non interference only in static con-
texts. To guarantee non interference in completely dynamic hostile environments,
the property of Persistent BNDC has been defined.
Definition 3. A process E enforces the property of Persistent BNDC, written
E is P BNDC, iff

for each process E′ ∈ E , E =⇒ E′ implies that E′ is BNDC

P BNDC requires that each state that is reachable from E is BNDC.
We recall also the property SBSNNI [6,7,8], which is equivalent to P BNDC

and does not require universal quantification over high level processes.
Definition 4. A process E enforces the property of Strong Bisimulation Strong
Non-deterministic Non Interference, written E is SBSNNI, iff

for each process E′ ∈ E , E =⇒ E′ implies that E′ \H ≈ E′/H
Finally, we recall the property SBNDC [6,7,8].

Definition 5. A process E enforces the property of Strong BNDC, written E
is SBNDC, iff

for processes E′, E′′ ∈ E , E =⇒ E′ h−→ E′′ implies that E′ \H ≈ E′′ \H
SBNDC requires that before and after each high action, the system appears to
be the same, for a low level perspective.

The following results on non interference properties were proved in [6,9].
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Proposition 1. If a process is SBNDC then it is SBSNNI. A process is SBSNNI
if and only if it is P BNDC. If a process is SBSNNI then it is BNDC.

Both SBSNNI and SBNDC are preserved by operators “|” and “\” (see [6]).
Unfortunately, they are not preserved by operator “+”, as it is shown below.
Example 1. Let E ≡ h1·l1·0+l1·0 and F ≡ h2·l2·0+l2·0. Both processes E and F
are SBSNNI and SBNDC. Intuitively, in both processes, the high action guards
a low action that can be performed also without performing the high action.
The process E + F is neither SBSNNI nor SBNDC. Intuitively, by performing
the high action h1, E + F reaches a state in which it has no choice and it can
perform only action l1. Analogously, by performing the high action h2, E + F
reaches a state in which it has no choice and it can perform only action l2. Now,
without performing any high action, E + F is in a state in which it can choose
between performing l1 or l2. So, such a state cannot be simulated by the two
states reached by performing h1 or h2. Formally, the process E′ reachable from
E that violates conditions of Def. 4 is E itself. The processes E′ and E′′ that
violate conditions of Def. 5 are E and the process reachable through h1 (or that
reachable through h2), respectively.

3 The Format SBSNNI

In this section we present the format SBSNNI.
Let us return to Example 1. The reason for which process E + F is neither

SBSNNI nor SBNDC is that the high action h1 of E forces E + F to discard F
(and, symmetrically, the high action h2 of F forces E + F to discard E).

We note that a quite similar reason implies another well know problem of
operator +, i.e. that it does not preserve weak bisimulation (see [13]). In fact,
notwithstanding τ · a · 0 ≈ a · 0, it holds that τ · a · 0 + b · 0 �≈ a · 0 + b · 0. Here
the problem is that action τ of τ · a · 0 + b · 0 forces τ · a · 0 + b · 0 to discard b · 0.
To preserve weak bisimulation, operator + must be patient, meaning that, given
any process E+F , the performance of some action τ by E (resp. F ) should not
imply discarding F (resp. E). To this purpose, as it has been observed in [5,18,
10], SOS transition rules of Table 1 for operator + must require that µ is not
action τ , and, moreover, patient rules for operator + must be added as below:

E
τ−→ E′

E + F
τ−→ E′ + F

F
τ−→ F ′

E + F
τ−→ E + F ′

In order to preserve SBSNNI and SBNDC, operator + must have rules for high
actions similar to the patient rules above.

Before introducing our format, we recall that, in general, the abstract syntax
of a process algebra is given by a signature Σ, i.e. a set of function symbols
with their arities. The algebra of (open) terms freely constructed over a set
of variables Var (ranged over by E,F, . . .) by applying function symbols in Σ
is ranged over by t, s, r. Terms that do not contain variables are called closed
terms, or processes, and are ranged over by p, q. A SOS transition rule (with
only positive premises and without predicates) ρ has the form H

α , where:
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– H is a collection of premises of the form t
µ−→ t′

– α is a conclusion of the form s
µ1−→ s′, where term s is called the source of

ρ, term s′ is called the target of ρ, and µ1 is called the action of ρ.

Definition 6. A Process Algebra having operator “·” of CCS and defined by
SOS transition rules is SBSNNI if:

1. For each high action h ∈ H, the following transition rule is admitted:

h · E h−→ E

2. Transition rules ρ of the following form are admitted:

{Ei li−→ Fi | i ∈ I(ρ)}
f(E1, . . . , En)

µ−→ t
, where:

– I(ρ) ⊆ {1, . . . , n}
– li ∈ L for each i ∈ I(ρ), and µ ∈ L ∪ {τ}
– E1, F1, . . . , En, Fn are the only variables occurring in ρ, and no variable
Ei with i ∈ I(ρ) occurs in the target t

– no subterm h · s appears in t, for any h ∈ H.
3. Transition rules ρ of the following form are admitted:

{Ei hi−→ Fi | i ∈ I(ρ)}
f(E1, . . . , En)

µ−→ f(F ′1, . . . , F
′
n)
, where:

– I(ρ) ⊆ {1, . . . , n} and I(ρ) �= ∅
– hi ∈ H for each i ∈ I(ρ), and µ ∈ H ∪ {τ}
– for each i ∈ {1, . . . , n}, F ′i ≡

{
Fi if i ∈ I(ρ)
Ei otherwise.

4. For all transition rules ρ, and all i ∈ I(ρ), there is a patient transition rule

Ei
τ−→ Fi

f(E1, . . . , En) τ−→ f(E1, . . . , Ei−1, Fi, Ei+1, . . . , En)

and, moreover, for each action h ∈ H, there is a H-patient transition rule

Ei
h−→ Fi

f(E1, . . . , En) h−→ f(E1, . . . , Ei−1, Fi, Ei+1, . . . , En)

5. No further transition rule is admitted.

Notice that, on one hand, clause 1 above implies that high prefixing cannot
preserve SBSNNI and SBNDC. On the other hand, clause 1 is reasonable and is
needed to let processes perform high actions. So, we require that all operators
except “·” preserve SBSNNI and SBNDC.
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SPA becomes SBSNNI if we modify Table 1 as follows:

– in the transition rules for operator “+” we require that µ �∈ H ∪ {τ}, and
we add the patience and H-patience transition rules for “+”

– in the transition rule for E[f ] we require that f(h) ∈ H ∪ {τ}, for each
h ∈ H, and that f(l) ∈ L ∪ {τ}, for each l ∈ L, and we add the H-patience
transition rules for E[f ]

– in the transition rule for “\” we require that A ⊆ L
– no modification for transition rules for operators “·” and “|” is needed.

Let SPA′ be SPA with these modifications. One could ask whether Def. 2 is well
defined for SPA′, since it considers process (E|F )\H and the operator \ of SPA′

admits process G \ A only if A ⊆ L. We have two (independent) explanations
that this is not a contradiction. The first explanation is that the classic \ used
in Def. 2 is defined outside the format, and Def. 2 is valid also for languages
in which the classic \ is not defined. The idea is that, also for these languages,
Def. 2 simply says that E is BNDC iff “what a low lever observer sees of E
is not modified by composing any high level process F in parallel with E and
by forcing synchronization on high actions between E and F”, even if forcing
synchronization on high actions is not admitted inside E. Here, classic \ is simply
a tool that is used to discover whether there is some information flow in systems
(that are specified without such a tool). The second explanation is that we could
consider SPA′ with the classic operator \ and require that all operators except
\ and, obviously, · preserve non interference properties.

In the following, let us denote with ⊕ the operator + with patience and
H-patience transition rules, and with + the classic operator defined in Table 1.

We conclude by observing that the formats in the literature that are closer to
our format are simply WB format [5] and de Simone format [17]. Our format is
more restrictive than simply WB format since simply WB does not distinguish
between high and low actions and, therefore, it does not impose H-patience rules.
As de Simone format, our format admits neither premises of the form E � µ−→
(negative premises), nor variables appearing both in the left hand side of a
premise and in the right hand side of another premise (look ahead), nor variables
appearing in the left hand side of two premises (double testing), nor variables
appearing both in the left hand side of a premise and in the target. Moreover,
on one side, our format imposes H-patient rules, which are not considered by de
Simone format, since it does not distinguish between high and low actions. On
the other side, de Simone format does not admit variables to appear more than
once in the target of transition rules, which is allowed by our format.

4 Necessity of Restrictions

In this section we show that all constraints of the SBSNNI format are needed.
The necessity for having H-patience transition rules follows by Example 1.

First of all we show that SBSNNI format cannot admit transition rules where
either high actions appear in premises and the action of the rule is low, or low
actions appear in premises and the action of the rule is high.
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Example 2. Let p ≡ l1 · l2 · 0. Process p is trivially SBSNNI and SBNDC. Let f
be the function whose semantics is described by the following transition rules

E
l1−→ E′

f(E) h−→ f(E′)

E
l2−→ E′

f(E) l2−→ f(E′)

and by the patience and H-patience transition rules. Process f(p) is isomorphic
to h · l2 · 0 and is neither SBSNNI nor SBNDC, since action h guards action l2.

Let p ≡ h1 ·0 and q ≡ h2 ·0. Processes p and q are SBSNNI and SBNDC. Let
f be the function whose semantics is described by the following transition rule

E
h1−→ E′ F

h2−→ F ′

f(E,F ) l−→ f(E′, F ′)

and by the patience andH-patience transition rules. Process f(p, q) is isomorphic
to h1 · h2 · 0 + h2 · h1 · 0 + l · 0, and it is neither SBSNNI nor SBNDC. In fact
both actions h1 and h2 guard subprocesses that cannot perform the low action
l, which can be performed in the initial state.

We show now that negative premises cannot be admitted in SBSNNI format.

Example 3. Let p ≡ h · l1 · τ · l2 · 0 ⊕ l1 · l2 · 0. Process p is isomorphic to
h · (l1 · τ · l2 · 0 + l1 · l2 · 0) + l1 · l2 · 0. It can be proved that p is SBSNNI and
SBNDC. Intuitively, the reason is that the subprocess l1 · τ · l2 · 0 + l1 · l2 · 0 that
is guarded by h is weakly bisimilar to the subprocess l1 · l2 ·0 that is not guarded
by h. Let f, g be the functions whose semantics is described by the rules

E
l1−→ E′

f(E) l1−→ g(E′)

E
l2−→ E′

g(E) l2−→ E′
E � l2−→

g(E) l3−→ 0

and by the patience and H-patience transition rules. Process f(p) is neither
SBSNNI nor SBNDC. In fact, f(p) can perform l3 only in the branch guarded
by h. So, process E′ violating conditions of Def. 4 is f(p), and processes E′and
E′′ violating conditions of Def. 5 are f(p) and that reachable from f(p) through
h. Note that the subprocess l1 · τ · l2 · 0 + l1 · l2 · 0 in p that is guarded by h is
weakly bisimilar to the subprocess l1 · l2 ·0 that is not guarded by h since ≈ does
not distinguish l1 · τ · l2 · 0 and l1 · l2 · 0. On the contrary, f(l1 · τ · l2 · 0 + l1 · l2 · 0)
and f(l1 · l2 ·0) are not weakly bisimilar. In fact, the former process can perform
l1 and reach g(τ · l2 · 0), whereas if the latter process performs l1, it can reach
only g(l2 ·0). So, τ · l2 ·0 cannot perform l2, and, therefore, g(τ · l2 ·0) can perform
l3, whereas l2 · 0 can perform l2, and, therefore, g(l2 · 0) cannot perform l3.

We show now that double testing cannot be admitted in SBSNNI format.

Example 4. Let q ≡ ((l1 ·l3 ·0⊕l2 ·l4 ·0) | (l1 ·0⊕l2 ·0))\{l1, l2, l1, l2} . Process q is
isomorphic to τ · l3 ·0+τ · l4 ·0. Let p ≡ ((h ·(l3 ·0⊕ l4 ·0)⊕ l ·q) | l)\{l, l}. Process
p is isomorphic to h · (l3 ·0+ l4 ·0+τ · (τ · l3 ·0+τ · l4 ·0))+τ · (τ · l3 ·0+τ · l4 ·0). It
can be proved that p is SBSNNI and SBNDC. The reason is that the subprocess
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l3 · 0 + l4 · 0 + τ · (τ · l3 · 0 + τ · l4 · 0) that is guarded by h is weakly bisimilar
to the subprocess τ · (τ · l3 · 0 + τ · l4 · 0) that is not guarded by h. Let f be the
function whose semantics is described by the following transition rule

E
l3−→ E′ E

l4−→ E′′

f(E) l5−→ 0

and by patience and H-patience rules. Process f(p) is neither SBSNNI nor SB-
NDC, since it can perform l5 only in the branch guarded by h. As seen above,
the subprocess l3 · 0 + l4 · 0 + τ · (τ · l3 · 0 + τ · l4 · 0) in p guarded by h is weakly
bisimilar to the subprocess τ · (τ · l3 · 0 + τ · l4 · 0) that is not guarded by h. On
the contrary, f(l3 · 0 + l4 · 0 + τ · (τ · l3 · 0 + τ · l4 · 0)) and f(τ · (τ · l3 · 0 + τ · l4 · 0))
are not weakly bisimilar. In fact, since l3 · 0 + l4 · 0 + τ · (τ · l3 · 0 + τ · l4 · 0) can
perform both l3 and l4, the former process performs l5, whereas no subprocess
reachable by τ · (τ · l3 · 0 + τ · l4 · 0) can perform both l3 and l4 and, therefore,
the latter process cannot perform l5.

We show now that look ahead cannot be admitted in SBSNNI format.

Example 5. Let p ≡ h · l1 · l2 · 0 ⊕ l1 · τ · l2 · 0. Process p is isomorphic to
h · (l1 · l2 · 0 + l1 · τ · l2 · 0) + l1 · τ · l2 · 0 and is SBSNNI and SBNDC. Intuitively,
the reason is that the subprocess l1 · l2 · 0 + l1 · τ · l2 · 0 guarded by h is weakly
bisimilar to the subprocess l1 · τ · l2 · 0 not guarded by h. Let f be the function
whose semantics is described by the following transition rule

E
l1−→ E′ E′ l2−→ E′′

f(E) l3−→ 0

E
l−→ E′

f(E) l−→ E′
for any l ∈ L

and by patience and H-patience rules. The process f(p) is neither SBSNNI nor
SBNDC. In fact, f(p) can perform l3 only in the branch guarded by h. Note that
the subprocess l1 · l2 ·0+ l1 ·τ · l2 ·0 in p that is guarded by h is weakly bisimilar to
the subprocess l1 · τ · l2 · 0 that is not guarded by h since ≈ does not distinguish
between l1 · l2 · 0 and l1 · τ · l2 · 0. On the contrary, f(l1 · l2 · 0 + l1 · τ · l2 · 0) and
f(l1 · τ · l2 · 0) are not weakly bisimilar. In fact, since l1 · l2 · 0 can perform action
l1 followed by l2, the former process can perform l3, whereas actions l1 and l2 in
l1 · τ · l2 · 0 are separated by τ and, therefore, f(l1 · τ · l2 · 0) cannot perform l3.

Finally, we show that in SBSNNI format variables appearing in left hand side
of premises cannot appear in the target of the transition rule.

Example 6. Let p be the SBSNNI and SBNDC process of Example 4. Let f be
the function whose semantics is described by the following transition rule

E
l−→ E′

f(E) l−→ f(E)
for any l ∈ L

and by patience and H-patience rules. The process f(p) is neither SBSNNI nor
SBNDC, since it can perform infinite sequences of actions l3 and l4 only in
the branch guarded by h. As we have seen in Ex. 4, the subprocess l3 · 0 +
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l4 · 0 + τ · (τ · l3 · 0 + τ · l4 · 0) in p guarded by h is weakly bisimilar to the
subprocess τ · (τ · l3 · 0 + τ · l4 · 0) that is not guarded by h. On the contrary,
f(l3 ·0+ l4 ·0+ τ · (τ · l3 ·0+ τ · l4 ·0)) and f(τ · (τ · l3 ·0+ τ · l4 ·0)) are not weakly
bisimilar. In fact, since l3 ·0 + l4 ·0 + τ · (τ · l3 ·0 + τ · l4 ·0) can perform l3 and l4,
the former process can perform l3 and l4 and can remain in the same state, i.e.
it can perform an infinite sequence with both l3 and l4, whereas no subprocess
reachable by τ · (τ · l3 · 0 + τ · l4 · 0) can perform both l3 and l4 and, therefore,
the latter process cannot perform an infinite sequence with both l3 and l4.

5 The Soundness of SBSNNI Format

In this section we prove that SBSNNI operators except high prefixing preserve
SBSNNI and SBNDC. Since at first glance it could seem that SBSNNI and SB-
NDC coincide under the assumption of patience and H-patience rules, we show
that this is not the case, thus requiring a proof for each of the two properties.
Example 7. For process p ≡ h · l · 0 and the function f such that

E
µ−→ E′

f(E)
µ−→ f(E′)

for any µ ∈ Act E
h−→ E′

f(E) τ−→ f(E′)

E
h−→ E′

f(E) l−→ f(E′)
,

f(p) is isomorphic to τ · l · 0 + l · l · 0 +h · l · 0 and it is SBSNNI but not SBNDC.
As usual, a context C(t1, . . . , tn) is a term where terms t1, . . . , tn can appear.

For context C(E1, . . . , En) and terms s1, . . . , sn, C[s1, . . . , sn \E1, . . . , En] is the
term obtained by replacing in C(E1, . . . , En) each variable Ei with si.

The second sentence of the theorem below implies that SBSNNI is preserved
by operators defined by SBSNNI format.
Theorem 1. Let R be the set of pairs

(C[r1, . . . , rk \ E1, . . . , Ek] \H,C[r′1, . . . , r
′
k \ E1, . . . , Ek]/H)

where C(E1, . . . , Ek) is a context that does not contain any term h·s with h ∈ H,
and, for each 1 ≤ i ≤ k, ri, r′i are SBSNNI and ri \H ≈ r′i/H. It holds that:

– The set R is a weak bisimulation.
– Terms C[r1, . . . , rk \E1, . . . , Ek] and C[r′1, . . . , r

′
k \E1, . . . , Ek] are SBSNNI.

Proof. For readability, in this proof we write E A=⇒ E′, with A ⊆ Act, to denote
that there is a sequence E

µ̂1=⇒ . . .
µ̂n=⇒ E′ with µ1, . . . , µn ∈ A.

We prove by induction over the syntactic structure of context C(E1, . . . , Ek)
the first sentence of the thesis. The second sentence follows from the first one.
In fact, each process r̂ reachable from C[r1, . . . , rk \ E1, . . . , Ek] has the form
C ′[r̂1, . . . , r̂k\E1, . . . , Ek], for some context C ′(E1, . . . , Ek) that does not contain
any subterm h · q with h ∈ H and for some terms r̂1, . . . , r̂k that are reachable
from r1, . . . , rk, respectively (this fact can be immediately proved by induction
over the number of transitions needed to reach r̂). Now, since r̂i is reachable from
ri and since ri is SBSNNI, it holds that also r̂i is SBSNNI, and, therefore, r̂i\H ≈
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r̂i/H. So, we can consider the first sentence of the thesis and we can instantiate,
for each 1 ≤ i ≤ k, ri and r′i with the same SBSNNI term r̂i, thus obtaining that
r̂\H ≡ C ′[r̂1, . . . , r̂k\E1, . . . , Ek]\H ≈ C ′[r̂1, . . . , r̂k\E1, . . . , Ek]/H ≡ r̂/H. So,
since each term r̂ reachable from C[r1, . . . , rk \E1, . . . , Ek] satisfies r̂\H ≈ r̂/H,
it holds that C[r1, . . . , rk \ E1, . . . , Ek] is SBSNNI. Analogously, we can prove
that C[r′1, . . . , r

′
k \ E1, . . . , Ek] is SBSNNI.

So, let us prove by induction the first sentence of the thesis.
The base case C(E1, . . . , En) ≡ c for a constant c is immediate, since clauses

of SBSNNI format imply that each process reachable from c is a constant and
that constants cannot perform high actions, thus ensuring that c \H ≈ c/H.

Also the base case C(E1, . . . , Ek) ≡ Ei is immediate, since Ei[r1, . . . , rk \
E1, . . . , Ek] ≡ ri, Ei[r′1, . . . , r

′
k \ E1, . . . , Ek] ≡ r′i, and ri \ H ≈ r′i/H by the

hypothesis.
As regards the inductive step, we assume the thesis for C1(E1, . . . , Ek), . . .,

Cn(E1, . . . , Ek), and we prove it for f(C1(E1, . . . , Ek),. . .,Cn(E1, . . . , Ek)). To
this purpose, for each 1 ≤ i ≤ n, let us denote with ti the term Ci[r1, . . . , rk \
E1, . . . , Ek], and with si the term Ci[r′1, . . . , r

′
k \E1, . . . , Ek]. We must prove that

f(t1, . . . , tn) \H ≈ f(s1, . . . , sn)/H follows from ti \H ≈ si/H, for 1 ≤ i ≤ n.
It suffices to prove the following properties:

1. f(t1, . . . , tn) \H µ−→ t implies f(s1, . . . , sn)/H
µ̂−→ s, for some term s such

that (t, s) ∈ R
2. f(s1, . . . , sn)/H

µ−→ s implies f(t1, . . . , tn) \H µ̂
=⇒ t, for some term t such

that (t, s) ∈ R.

We should prove both properties, since the proofs are not perfectly symmetric,
but for lack of space we prove only the first.

Let us assume that f(t1, . . . , tn)\H µ−→ t. We have one of the following three
cases:

1. Transition f(t1, . . . , tn)\H µ−→ t is inferred by means of the following proof:

{ti li−→ t′i | i ∈ I(ρ)}
f(t1, . . . , tn)

µ−→ G(t̂1, . . . , t̂n)

f(t1, . . . , tn) \H µ−→ G(t̂1, . . . , t̂n) \H

where li ∈ L for each i ∈ I(ρ), µ ∈ L ∪ {τ}, t ≡ G(t̂1, . . . , t̂n) \ H and

t̂i ≡
{
t′i if i ∈ I(ρ)
ti otherwise. For each index i ∈ I(ρ), ti

li−→ t′i with li ∈ L implies

ti \ H li−→ t′i \ H, which, in turn, implies that there is a term s′i such that

si/H
l̂i=⇒ s′i/H and t′i \ H ≈ s′i/H. Therefore, there are terms s′′i and s′′′i

such that si
H∪{τ}
=⇒ s′′i

li−→ s′′′i
H∪{τ}
=⇒ s′i. Now, by patience and H-patience

rules we obtain that
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{si H∪{τ}=⇒ s′′i | i ∈ I(ρ)}
f(s1, . . . , sn)

H∪{τ}
=⇒ f(ŝ′′1 , . . . , ŝ

′′
n)

f(s1, . . . , sn)/H τ̂=⇒ f(ŝ′′1 , . . . , ŝ
′′
n)/H

where ŝ′′i ≡
{
s′′i if i ∈ I(ρ)
si otherwise. Now, it holds that

{s′′i li−→ s′′′i | i ∈ I(ρ)}
f(ŝ′′1 , . . . , ŝ

′′
n)

µ−→ G(ŝ′′′1 , . . . , ŝ
′′′
n )

f(ŝ′′1 , . . . , ŝ
′′
n)/H

µ−→ G(ŝ′′′1 , . . . , ŝ
′′′
n )/H

where ŝ′′′i ≡
{
s′′′i if i ∈ I(ρ)
si otherwise. Finally, by patience and H-patience rules we

obtain
{s′′′i

H∪{τ}
=⇒ s′i | i ∈ I(ρ)}

G(ŝ′′′1 , . . . , ŝ
′′′
n )

H∪{τ}
=⇒ G(ŝ′1, . . . , ŝ

′
n)

G(ŝ′′′1 , . . . , ŝ
′′′
n )/H τ̂=⇒ G(ŝ′1, . . . , ŝ

′
n)/H

where ŝ′i ≡
{
s′i if i ∈ I(ρ)
si otherwise. Summarizing, it holds that f(s1, . . . , sn)/H

µ̂
=⇒

G(ŝ′1, . . . , ŝ
′
n)/H. The term G(ŝ′1, . . . , ŝ

′
n)/H is the term s we were looking

for. In fact, (G(t̂1, . . . , t̂n) \ H,G(ŝ′1, . . . , ŝ
′
n)/H) is a pair in R, since, for

each 1 ≤ i ≤ n, t̂i and ŝ′i are reachable from ti and si, respectively, and are
SBSNNI, and since, for each i ∈ I(ρ), it holds that t̂i \H ≡ t′i \H ≈ s′i/H ≡
ŝ′i/H, and, for each i �∈ I(ρ), it holds that t̂i \H ≡ ti \H ≈ si/H ≡ ŝ′i/H.

2. Transition f(t1, . . . , tn)\H µ−→ t is inferred by means of the following proof:

{ti hi−→ t′i | i ∈ I(ρ)}
f(t1, . . . , tn) τ−→ f(t̂1, . . . , t̂n)

f(t1, . . . , tn) \H τ−→ f(t̂1, . . . , t̂n) \H
where hi ∈ H for each i ∈ I(ρ), µ = τ , t ≡ f(t̂1, . . . , t̂n) \ H, and t̂i ≡{
t′i if i ∈ I(ρ)
ti otherwise. For each i ∈ I(ρ), ti

hi−→ t′i with hi ∈ H implies ti/H
τ−→

t′i/H. Since ti is SBSNNI, this last fact implies that ti \ H τ̂=⇒ t′′i \ H for
some term t′′i such that t′′i \ H ≈ t′i/H. It follows that there is a term s′i
such that si/H

τ̂=⇒ s′i/H and t′′i \H ≈ s′i/H. Now, si/H
τ̂=⇒ s′i/H is due to

a sequence of transitions si
H∪{τ}
=⇒ s′i. By patience and H-patience rules we

obtain that
{si H∪{τ}=⇒ s′i | i ∈ I(ρ)}

f(s1, . . . , sn)
H∪{τ}
=⇒ f(ŝ1, . . . , ŝn)

f(s1, . . . , sn)/H τ̂=⇒ f(ŝ1, . . . , ŝn)/H
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where ŝi ≡
{
s′i if i ∈ I(ρ)
si otherwise. Term f(ŝ1, . . . , ŝn)/H is the term s we were

looking for. In fact, (f(t̂1, . . . , t̂n) \H, f(ŝ1, . . . , ŝn)/H) is a pair in R, since,
for each 1 ≤ i ≤ n, t̂i and ŝi are reachable from ti and si, respectively,
and are SBSNNI, and since, for each i ∈ I(ρ), it holds that t̂i \ H ≡ t′i \
H ≈ (since t′i is reachable from t′i and is SBSNNI) t′i/H ≈ t′′i \H ≈ s′i/H ≡
ŝi/H, and, for each i �∈ I(ρ), it holds that t̂i \H ≡ ti \H ≈ si/H ≡ ŝi/H.

3. Transition f(t1, . . . , tn)\H µ−→ t is inferred by means of the following proof:

ti
τ−→ t′i

f(t1, . . . , tn) τ−→ f(t1, . . . , ti−1, t
′
i, ti+1, . . . , tn)

f(t1, . . . , tn) \H τ−→ f(t1, . . . , ti−1, t
′
i, ti+1, . . . , tn) \H

where µ = τ and t ≡ f(t1, . . . , ti−1, t
′
i, ti+1, . . . , tn) \ H. Since ti

τ−→ t′i,
it holds that ti \ H τ−→ t′i \ H, which implies that there is some term s′i
such that si/H

τ̂=⇒ s′i/H and t′i \ H ≈ s′i/H. The sequence of transitions

si/H
τ̂=⇒ s′i/H is inferred by a sequence si

H∪{τ}
=⇒ s′i. By patience and H-

patience rules we obtain

si
H∪{τ}
=⇒ s′i

f(s1, . . . , sn)
H∪{τ}
=⇒ f(s1, . . . , si−1, s

′
i, si+1, . . . , sn)

f(s1, . . . , sn)/H τ̂=⇒ f(s1, . . . , si−1, s
′
i, si+1, . . . , sn)/H

The term f(s1, . . . , si−1, s
′
i, si+1, . . . , sn)/H is the term s we were looking

for. In fact, the pair (f(t1, . . . , ti−1, t
′
i, ti+1, . . . , tn) \H, f(s1, . . . , si−1, s

′
i,

si+1, . . . , sn)/H) is in R, since t′i \H ≈ s′i/H, t′i and s′i are reachable from
ti and si, respectively, and are SBSNNI, and, for each j �= i, tj \H ≈ sj/H.

�
The second sentence of the theorem below implies that SBNDC is preserved

by operators defined by SBSNNI format.
Theorem 2. Let R be the set of pairs

(C[r1, . . . , rk \ E1, . . . , Ek] \H,C[r′1, . . . , r
′
k \ E1, . . . , Ek] \H)

where C(E1, . . . , Ek) is a context that does not contain any term h·s with h ∈ H,
and, for each 1 ≤ i ≤ k, ri, r′i are SBNDC and ri \H ≈ r′i \H. It holds that:

– The set R is a weak bisimulation.
– Terms C[r1, . . . , rk \E1, . . . , Ek], and C[r′1, . . . , r

′
k \E1, . . . , Ek] are SBNDC.

6 Conclusions

We have presented the SBSNNI format. It guarantees that all operators, except
high prefixing, preserve SBSNNI and SBNDC [6,7,8], which are successful non
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interference properties for systems running into dynamic environments (systems
migrating on the network). Compositionality of non interference properties is
useful since by composing secure (according to the property chosen) processes,
one obtains secure processes. Moreover, compositionality can be exploited also
to check non interference inductively with respect to the structure of the system.

We have compared our format with those in the literature. We have shown
by some examples that all the restrictions imposed by the format are needed.

Our next aim is to extend our results by proposing formats for other non
interference properties. We shall consider BNDC [6,7,8], which is a successful
property for systems running into static environments, and the properties defined
in [3,15,16]. Finally, we aim to understand what addition to our format is needed
to have compositionality also w.r.t. high prefixing. Our starting point is that it
seems natural to think that if E is secure, then h · E + τ · E is also secure, i.e.
that high prefixing could be admitted provided that a duplicate of its derivative
can be reached also through a silent action.
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