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Abstract. In this paper, we examine the application of active networking
technology to future mobile networks. We first introduce an architecture for
programmable 4th generation (4G) mobile networking, including all system
layers on the network and terminal side. Based on this architecture, we discuss
programmability in future mobile networks. We investigate the main driving
forces and obstacles for the application of active networks. In particular, we
show that flexible component installation and cross-layer interfaces are a main
motivation for programmable mobile networks. This is illustrated by a number
of applications for future mobile networks, including context-aware mobility
management and paging, where flexibility is a key requirement for future
mobile services.

1 Introduction

In this paper, we present the driving forces for applying active network technology to
future mobile networks. Active networks introduce flexibility into network elements
by adding programmable execution environments for deploying new software. For the
successful adaptation of active networks in future mobile networks, we think that
there has to be a clear common vision. For this purpose, we first introduce an
architecture for programmable 4th generation (4G) mobile networking, addressing
networking on both terminals and network elements. Based on this, we discuss
requirements regarding flexibility and programmability for 4G.

In our view, a main impediment for the usage of active networks is that active
networks are, to some degree, a disruptive technology [7]. Active networking forms a
significant change in the software architecture of commercial network elements. In
particular, active networks are likely to be more expensive in the beginning. This is
mainly due to the overhead of execution environment regarding performance,
memory usage and code deployment infrastructure. We hence examine the main
driving forces and obstacles for the application of active networks. In particular, we
show that flexible component installation and cross-layer interfaces are a main
motivation for programmable networks. In order to enable this programmability,
active networking has to support reconfiguration and changing interfaces in different
layers.

In the following, we first introduce active networking and examine different
classes of programmability. Then we present in Section 2 an architecture for mobile
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networks with the focus on programmable technologies. This shows that
programmability is a pervasive concept in future mobile networks. In Section 3 we
discuss the driving forces for programmability, with the special focus on mobile
networks. This is illustrated in Section 4 by a number of application areas for future
mobile networks, including context-aware mobility management.

1.1 Active Networking and Programmability

Active networking is a promising technology, in which the network nodes are
programmed to perform customized operations on the packets that pass through them.
A programmable node will enable the fast deployment of new services by using open
interfaces to the network resources. With this technology, new protocols can be
installed on the network elements which use the lower layer resources for creating
new services. Active network technology typically provides an execution
environment which is operating system and hardware independent. There are several
approaches on active networks, which include AMNet [22], ANTs [1], ANN [23],
CANEs [24], Mobiware [4]. They focus on different architectural domains (for
instance quality of service (QoS) control, signalling, management, transport, and
applications). Some approaches aim for high performance needed for flexible, per-
packet processing, while others only aim at flexibility in the control path.

Another, related technology for programmability is software defined radio in
reconfigurable terminals [3] or base stations. This technology will add flexibility to
the lower layers, including RF, base band and networking protocols. For instance,
terminals will not only have platforms for installing new applications, but also the
radio hardware and the stacks will be programmable.

To classify these technologies, we consider the following different classes of
programmability:

1. Parameterization of software or hardware modules is the classical way to introduce
flexibility without the need for software updates.

2. Complete SW update or exchange. This is typically a firmware update of a device,
e.g., a mobile phone or hardware module software update. This kind of update
often requires that the device has to be disabled for some time period, which is
clearly not desirable.

3. Partial SW update of a component or a software module in a complex software
system. In this case, there are no open interfaces and the correct functioning of the
complete software has to be reconsidered. The update may also lead to service
interruptions.

4. Installation of a software module in an open, preferably virtual, execution
environment. In this case, the environment and the interface design should ensure
proper functionality, if the component behaves properly. In this case, a software
update should not lead to service disruptions.

5. In the capsule approach (e.g., [1]), the program code is contained in packets. This
approach is possible in some active networks environments where the packets
include the code needed to handle these packets.

For active networks, we consider typically the classes 4-5 above, while software radio
[3] also employs update of classes 1-3 for internal hardware modules. Currently,
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network equipment and mobile terminals are mostly capable of class 1 and 2 updates,
and may in future be capable of some class 3 or 4 updates.

In the following section, we present an abstract model for mobile network elements
and devices. While this model presents a very homogenous view of the different
layers, the platforms on these layers may use different classes of programmability.

2 4G Programmable Mobile Network Architecture

In this section, we introduce a high-level architecture for future mobile systems with
the focus on programmability. To address the creation and provisioning of
unanticipated services, the whole system has to be designed to be as flexible as
possible. Openness and configurability, not only at the service level but also with
respect to the whole system architecture, will invite third party vendors to evolve the
system as it unfolds and is therefore the key to viable solutions.

There exist many visions on fourth generation mobile networks (4G) [1] and the
WWRF [6] is currently working on a combined vision and research agenda. 4G
systems are expected to provide an integration platform to seamlessly combine
heterogeneous environments, e.g., see [2]. Core abstraction layers cover hardware
platform, network platform, middleware platform, and applications

The abstraction layers can interact with each other using well-defined interfaces.
Besides their regular cooperation in an operational setting, each layer can be
configured separately and independently via configuration interfaces.

Firm
ware Drivers Param

eters

NW Interface Modules

Firm
ware Drivers Param

eters

NW Interface Modules

Filter
ing

Secu
rity

QoS
Enf.

Forwarding Engine

Filter
ing

Secu
rity

QoS
Enf.

Forwarding Engine

Rout
ing
Prot.

QoS
Prot.

Policy
Mngr

Computing Platform

Rout
ing
Prot.

QoS
Prot.

Policy
Mngr

Computing Platform

Middle
ware

Network
ing

Active
Net

Service

MW Platform(s)

Active
Net

Service

MW Platform(s)

Virtual Execution Env.
Active Network
Service Components

Protocol Engine
Support for Active
Networks

Programmable
Packet Forwarding
Engine

Programmable
SDR HWTrans

mission

Fig. 1. Programmable Network Element Model



Active Networks for 4G Mobile Communication           135

2.1 Network Element Architecture

Our generic architecture for the network elements of a mobile network is shown in
Fig. 1 (excluding applications). In this architecture, we consider the following
abstraction layers, each programmable with configurable components:

− Middleware platform, typically with a virtual execution environment for platform
independent distributed processing.

− The computing platform serves as a general purpose platform for processing
stateful protocols,  e.g., routing, QoS signaling or connection management.

− The forwarding engine is in the data path of a network node and it connects the
interface modules,  e.g., by a switch matrix. This engine can be implemented as
dedicated hardware or as a kernel module of common operating systems. The
forwarding engine is programmable for performance-critical tasks which are
performed on a per-packet basis.

− The interface modules are medium specific for different wireless or wired
standards. They can be configured or programmed to adapt to new physical layer
protocols or for triggering events in higher layers.

It is instructive to discuss the different approaches to active networking in this
architecture. Some approaches offer a virtual execution environment,  e.g., a Java
virtual machine, on the middleware layer. Some approaches also include native code
in the computing platform,  e.g., for flexible signaling. Others employ programmable
hardware for forwarding [22]. A key ingredient in these approaches is interfaces to
the lower layers and programmable filters for identifying the packets to be processed
in the active networking environment.

2.2 Mobile Terminal Architecture

In the following, we discuss an architecture for mobile terminals. Although active
networking traditionally refers to network elements and less on terminals, we think
that the terminals have to be included as well for end-to-end services. Furthermore,
with upcoming ad-hoc or multi-hop networks, the (conceptual) distinction between
network elements is blurred. The main components of the terminal architecture shown
in Fig. 2 are

− Middleware platform, typically with a limited virtual execution environment.
− Smart Card,  e.g., USIM for UMTS, which includes subscriber identities and also a

small, but highly secure execution environment. This can be used ideally for
personal services like electronic wallet.

− Programmable hardware, which is designed for one or more radio standards.
− Native operating system which provides real time support, needed for stacks and

certain critical applications,  e.g., multimedia codecs.

Compared to network elements, the SmartCard is a new, programmable component.
Due to resource limitations, the Forwarding Engine and Computation Platform just
collapse to one operating system platform. Also, the middleware layers are typically
quite restricted.

Service deployment and control of reconfigurations are complex since there is a
split of responsibility between operator and manufacturer. For instance, the
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manufacturer has to provide or digitally sign appropriate low-level code for
reconfigurations. On the other hand, the operator is interested in controlling the
configuration to fit the user and network needs.
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Fig. 2.  Mobile Terminal Architecture

3 Driving Forces for Active Network Technology

Active networking technology is a major step towards flexibility in networking. This
follows a long-term technology trend towards open, virtual execution platforms in
many application areas. While there has been extensive research on active networks,
their commercial application is still in its infancy. The vision of a fully programmable
network is difficult to achieve, since one has to balance the additional costs for active
networks with their benefits. The main cost factors are more expensive hardware,
development of a reliable active networking platform, integration with existing
software etc. The main benefits are increased flexibility for new software and more
efficient software development, including maintenance.

Since this increased flexibility is the main stronghold of active networks, we focus
in the following on this. Typically, one assumes that more flexibility is needed on the
application and middleware layers or higher, and less on the networking layer. For
mobile networks, we argue that flexibility in networking is needed as well for the
following reasons:

− Mobile networks are very fragile, due to wireless links and mobility
− Mobile networks are more expensive than wired networks, hence optimizations

pay off more easily
− Considerable innovation in air interfaces will require adaptation for new

technologies
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We show in the following that flexible component installation and cross-layer
interfaces are a key ingredient for wireless network and can be ideally supported by
active networks.

3.1 Cross-Layer Interfaces and Active Networks

Networking protocols are traditionally classified in layers, based on the ISO/OSI
classification of layers. This is an important abstraction needed for modularity and for
managing the complexity of current networking systems. However, in mobile
networking, one often needs specific and possibly medium-dependent interfaces
between the layers, as e.g., discussed in [8]. Cross layer interfaces define APIs
between modules in different layers which exchange information beyond the standard
interfaces between the layers.

In the classical view, cross-layer interfaces may break modularity and the
important concept of abstraction. The main benefit of this abstraction is that layers
can be exchanged modularly, e.g., a different air interface should not impact the
higher layers. However, in wireless networks, the layer 3 and above often need direct
interfaces to the layer 2, e.g., for hand-over support. More examples are discussed in
[10][11]. These cross-layer interfaces can be classified as follows:

− Additional information about the network,  e.g., bandwidth or delay variations
− Notification of imminent changes in the network services,  e.g., hand-over or QoS

degradation
− Notification of actual changes in the network service
− Configuration APIs,  e.g., setting parameters for wireless interfaces and also the

updating of the components (reconfiguration)
− Information from the applications including user context

The problem is that standardizing cross-layer interfaces is inherently difficult.
Furthermore, once standards have been established, these interfaces have to be
supported once and for all, even if they are outdated or not suitable any more. In
summary, cross-layer interfaces are difficult to maintain because cross-layer
interfaces are often media or application specific and evolve fast.

We claim that active networks are an important technology to install components
with cross-layer interfaces. Programmable networks can resolve the above problems
by introducing �dynamic� cross-layer interfaces. Instead of static, built-in cross-layer
interfaces, the components providing the interfaces are installed when needed.

By dynamically installing APIs, we can avoid many problems with static interfaces
as described above. This concept is ideal for medium specific API, since the
components can be installed in a medium specific way. For instance, different APIs
can be installed for each medium, depending on the desired services. This notion of
service deployment architecture has been investigated for active networks in [9], but
not in the context of cross layer interface.

From this discussion, we argue that active networking and programmability on
other layers has to be integrated. Lower layer reconfiguration,  e.g., software radio,
may not use an open execution platform but often use simpler forms of software
deployment. However, this programmability has to be combined with active
networking to offer a full solution.
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4 Application Examples

In this section, we will sketch a number of examples to show the importance of
flexible networking protocols and the need of dynamic cross layer interfaces in future
mobile networks. Mobility management and hand-over optimization are central
services of mobile networks. Theses services can often be optimized in many ways,
for instance by using the context information available on other layers. Furthermore,
applications can be optimized with mobility management. For instance, flexible
quality of service and adaptation of services is a common example of active
networking, as discussed below.

4.1 Context-aware Hand-Over

In this example we show that hand-over can be optimized by information about the
user context. As an example, we consider the optimal selection of a new access point
during hand-over, as shown in Fig. 3. In this scenario, the terminal moves into an area
covered by both AP2 and AP3. The problem is to decide which Access Point (AP) to
choose. State of the art are many algorithms based on signal strength analysis or on
available radio resources. Even if one AP is slightly better regarding these local
measurements, the decision may not be the best. For instance, if the terminal in Fig. 3
is on the train, it is obviously better to hand-over to AP3, even if AP2 is better
reachable for a short period of time.

In many cases, the hand-over can be optimized by knowledge of terminal
movement and user preferences. For instance, if the terminal is in a car or train, its
route may be constrained to certain areas. Also, the terminal profile may contain the
information that the terminal is built in a car. Alternatively, the movement pattern of a
terminal may suggest that the user is in a train.

A main problem is that hand-over decisions have to be executed fast. However, the
terminal profile and location information is often available on a central server in the
core network. Retrieving this information may be too slow for hand-over decisions.
Furthermore, the radio conditions during hand-over may be poor and hence limit such
information exchange.

The idea of the solution is to proactively deploy a context-aware decision
algorithm onto the terminal which can be used to assist hand-over decisions. A typical
example is the information about the current movement pattern, e.g., by knowledge of
train or road routes. For implementation, different algorithms can be deployed by the
network on the terminal, depending on the context information. This implementation
needs a cross layer interface, which collects the context information from different
layers and makes an optimized decision about deploying a decision algorithm.

Similar ideas have already been investigated in [12], where a middleware was
presented which provided a hook for a function which determines the best next access
point. In [13], algorithms based on a static user profile are presented which select
among different networks for hand-over.
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4.2 Customized Paging

In mobile networks, the network needs to know the location of the mobile terminal
(MT) in order to keep the connection with it. This requires the mobile terminal to
send the network a location update continuously. A fast moving MT has to send the
location update frequently, which causes considerable signaling overhead. For this
reason, paging is used instead to save the energy and decrease the signal overhead of
location update when a MT is in idle state [15].

With paging, the complex location registration to the networks needs to be
performed only when the idle MT moves to another paging area. One paging area
consists of several cells with access points. In order to receive an incoming call, the
paging process is used to find the exact location of MT in the paging area. The paging
strategy can be �Blanket Polling� or �Sequential Paging�. In the first strategy, a
paging request is sent to all the wireless APs in the paging area simultaneously, then
the AP in the cell where the MT located reply the paging request. In the second
strategy,  paging requests are sent to the APs sequentially in decreasing order of the
likelyhood that the MT is located in that cell.
 The size and shape of the paging area are essential for the paging efficiency. If large
paging areas are chosen, the cost of the paging process will increase, otherwise the
rate of registrations and battery consumption will increase. In current systems, a fixed
paging area size is used. It is of course not optimal. Active network technology
facilitates the customization of the paging area, thus improving the paging
performance. Similar to the customized handover, a customized paging also employs
the user profile and mobility information to dynamically adjust the paging area.

Fig. 4 gives an example of customized paging area. Suppose the MT is on the train,
then the direction and speed of its movement can be determined. In this case, the
paging area outside the train route is not necessary. The optimized paging area should
be along the railway track as shown in Fig. 4. Because normally trains move very
fast, a bigger paging size is preferred to avoid the frequent location registration.
Otherwise, if the MT�s movement is slow and unpredictable (e.g., pedestrian�s mobile
phone), the optimal paging area should be centered around the MT and has smaller
size (because the registration cost is low). From the above examples, we can see that
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it will be more efficient to use an adaptive paging area according to the mobility
information of the MT.
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Fig. 4.  Example of Different Paging Areas for Different MTs

Using active network technology, a program for the paging area calculation can be
loaded to the paging area control node according to different scenarios (e.g., the
algorithm and input parameters can be changed). The program can be loaded to the
computing platform or execution environment in the networking platform. The local
context of the MT decides which computation program to load. For example, the user
profile may be obtained from the smart card.

There is some literature on the optimization of paging areas. For instance, [16]
estimates the movement of the MT by sending samples. Parameters such as speed,
direction are computed based on the samples received. Then the paging area is
calculated from the movement parameters. In [17], a behavior-based strategy (BBS) is
proposed to estimate the mobile�s location by collecting the mobile�s long term
moving logs. A similar approach is discussed in [18]. With the active networks
solution, we have the flexibility to load different algorithms. The input parameters can
be changed dynamically according to different user profiles. Obviously, interaction
between network layer and the application layer are needed in this application as well.

In the following, we use blanket polling as an example to describe an
implementation of customized paging area using our architecture, as shown in Fig. 5.

1. The network side selects blanket polling as the paging protocol in the computing
platform and informs the MT of the selected paging protocol.

2. The network side installs the appropriate interface between the paging protocol and
customized paging area selection service.

3. The customized paging area selection service component in the MT side retrieves
the user profile from Smart Card, and sends this information to the customized
paging area selection service component in the network side. The user profile and
other location information from the network side are used to decide which
algorithm will be used to calculate the customized paging area. E.g., if the MT is
installed in the car, the algorithm will be based on the road information and car
speed.
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4. The algorithm selected above interacts with some location related applications,
(e.g., train route service or road map service) to compute customized paging area.

5. The specifications of the customized paging area are sent to both the paging
protocol in the network side and the paging protocol in the MT side. This
information is used in the network for paging process and is used in MT for
location update when the MT crosses the border of the customized paging area.

In addition, if the MT changes its profile (e.g., get off the train), the example will
continue from step 3. When the MT leaves the customized paging area, the example
will continue from step 4.
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Fig. 5.  Reference Architecture for Customized Paging Area

Similarly, we can also use sequential paging as the paging protocol. The use of
different paging protocols does not only require the capability of loading different
components into the computing platform, but also asks for a facility to adapt the
interfaces between the MW and the NW layers.

4.3 Concatenated Location Management

Currently, location management is designed for individual mobile terminals, provided
that each MT moves independently. Such independent location management will need
a lot of signaling for handover and location registration. This signaling causes
bandwidth waste in the case that MTs are moving in a group (in the same train or car).
A novel concept was introduced in [2] to group individual MTs which are moving in
the same manner into a given movement class.

The procedure of concatenated location registration is briefly described as follows.
Each group of MTs performs a concatenated location registration as a group, and not
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each individual terminal, i.e. only one selected MT in this group needs to register to
the network. When a new MT joins the group or when one MT leaves the group,  e.g.,
when entering or leaving a train, the network is informed as well. This registration
triggers the network to associate the mobility information of the new MT to the group.
There are different ways to organize the group,  e.g., by local communication within
the group or by some extended node which is in charge of the group management
e.g., which resides in the train. For this procedure, we argue to use active networks
technology for the following reasons:

− Flexibility is needed for group management. When and how to form or to release a
concatenation is a difficult question but quite essential for mobility management.
Using active network technology, different algorithms can be loaded to make the
decision according to different scenarios. With the emerging of new scenarios or
new transportation methods, new algorithms can be offered. Active networks
technology facilitates the flexible loading and update of the algorithm.

− Dynamic interfaces between the group management (typically middleware layer)
and the location registration protocol are needed. Since we expect to have different
group management solutions, their interfaces to the lower-layer protocols can also
be different. The implementation of the algorithm may involve the programmable
hardware interfaces, the OS (including drivers and stacks) and the middleware
layer.

− Localized calculation. The group management functions can be loaded to
appropriate access point or terminals when needed. Therefore, the active network
approach may avoid communication overhead and has good scalability.

4.4 Customized QoS

Quality of Service is designed for the purpose of performance assurance and service
differentiation. The networks should be able to offer different QoS according to the
user requirements. For example, a television station is broadcasting some important
news. For users with wired networks connections, they would like to receive both the
video and audio streams with high quality. For users with their mobile device, only
low quality video clips or only audio with text can be received in real time. Also the
available wireless capability may change during the connection because of the
mobility. E.g., after handover, only lower capacity is available. In this case, the user
may prefer some lower quality media service to service interruption. This requires the
networks to offer differentiated, dynamically adapted service. In this case, the
networks should support multi-resolution scalable media.

An active architecture gives a flexible way to scale the media on demand. The MT
sends the user scaling preference and radio profile to the access node. Based on this
information, the corresponding access node loads suitable media filers or defines the
parameters of the filers. A similar idea is implemented in [4], in which filters are
dynamically uploaded to adapt to the capabilities of the visited networking
environment.

In mobile and wireless environments, not only the capacity of the connection
changes frequently, which make the performance assurance difficult, but also the
handoff latency greatly affects the QoS. A lot of approaches are deployed to decrease
the handover latency (e.g., fast handover, cellular IP, hierarchical IP, dynamically
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change the anchor point [2] [19]). Different handover strategies have different
characteristics. Using active networks, the most suitable handover strategy can be
chosen to fulfill the individual QoS requirement of the application.

4.5 Other Application Areas

There exist many other applications of active networks in the area of mobile
networks. We list a number of them in the following:

Hand-Over Triggers
An interesting application area is hand-over optimization based on layer 2 triggers. In
the hand-over procedure, a MT first needs to setup a new layer 2 connection, then gets
a new address in a foreign network (often called Care-of-Address), then performs the
layer 3 binding update. This procedure causes a hand-over latency which might be
unacceptable for some delay sensitive applications.

Several handoff schemes have been suggested to eliminate the hand-over delay by
using cross-layer interfaces between layer 2 and layer 3. One of them is proactive
handoff, where link layer triggers assist the MT in determining that a handoff is
imminent and establish packet flow to the target AP prior to the handoff event [20].
This hand-over scheme needs the coupling of the layer 2 and layer 3, which fits nicely
with our architecture.

Software Radio
Another important application area is the control of terminal reconfiguration in
software radio [3]. Note that software radio can be applied to both terminals and base
stations. Since software radio often aims at simpler forms of software deployment, a
local control module is important. This control of the software radio reconfiguration,
in both base stations and terminals, can be provided by active networks. Since new
software may implement un-anticipated new features, the software reconfiguration
process should be as flexible as possible. Hence active networking can be an ideal
implementation platform for software radio control mechanisms.

Ad-Hoc Networks
In ad-hoc networks, mobile terminals can be networking nodes as well. The
connectivity among them may change frequently, depending on their mobility.
Therefore, it is difficult to find the best ad-hoc routing protocol suitable for all
circumstances. For instance, [21] uses active networks to support customization of
routing protocols, where the most suitable routing protocol can be chosen from
multiple routing protocols according to the QoS requirements, security concerns, link
characteristics, speed of the ad hoc nodes and number of nodes in this ad hoc
networks. Since there is potentially a large variety of ad-hoc technology and
applications, it is important to devise a flexible architecture which is suitable for the
integration of ad-hoc networks with cellular mobile networks.
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5 Conclusions

We have discussed active networking and programmability in a complete architecture
for future mobile networks. We have shown that a clear, common vision is needed to
introduce active networking. In particular, we have shown that active networking
must consider the configurability of different system components. Another issue is
that well-accepted standards are needed for a smooth migration to active networks.

We think that future mobile networks can be the ideal target for the adoption of
active networks. The main benefit of active networks is the added flexibility. This
flexibility is mainly needed for two reasons. First, applications will evolve rapidly and
adaptation of lower layer infrastructure will be needed to optimize these applications.
Secondly, new wireless technologies and ad-hoc networks will require continuous
adaptation of the networking layer.

We have shown that flexible cross-layer interfaces are needed for these
applications. Active networks can be the key enabling technology for this.
Furthermore, active networking also supports the separate evolution of different
networking layers. This is in contrast to current mobile networks, where often the
wireless technology sets the pace for introducing new networking infrastructure.
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