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Abstract. Most gesture recognition systems are based only on hand
motion information, and are designed mainly for communicative ges-
tures. However, many activities of everyday life involve interaction with
surrounding objects. We propose a new approach for the recognition of
manipulative gestures that interact with objects in the environment. The
method uses non-intrusive vision-based techniques. The hands of a per-
son are detected and tracked using an adaptive skin color segmentation
process, so the system can operate in a wide range of lighting conditions.
Gesture recognition is based on hidden Markov models, combining mo-
tion and contextual information, where the context refers to the relation
of the position of the hand with other objects. The approach was im-
plemented and evaluated on two different domains: video conference and
assistance, obtaining gesture recognition rates from 94 % to 99.47 %. The
system is very efficient so it is adequate for use in real-time applications.

1 Introduction

In everyday life, humans make intensive use of their hands to communicate with
other humans, or to manipulate their environment. We denote such hand mo-
tions as gestures. The automatic recognition of human gestures is useful for many
applications, such as human computer interaction (HCI), surveillance, collabo-
rative environments, training and entertainment systems, and medical support.
In many domains, gestures are characterized by the spatio-temporal structure
of their motion patterns. These structures are intrinsically probabilistic and of-
ten ambiguous. In general, they can be treated as temporal trajectories in a
high dimensional feature space representing closely correlated measurements on
visual observations. For example, the spatio-temporal structure of a simple be-
havior such as moving the hand towards a key, could be represented by the
trajectory of an observation vector given by the position and displacement of
the hand centroid (Fig. ). However, there are many gestures, in particular ma-
nipulative gestures [6], where the motion trajectory information is not sufficient
to discriminate the gestures; for example, gestures realized with the same ob-
ject (erasing/writing on a notebook). In these cases it is necessary to use addi-
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Fig. 1. Trajectory described by the hand centroid while realizing the gesture opening
the key

tional information relative to the interacting objects (context) so the recognition
process is more reliable.

An adequate selection of the visual features is very important for the success
of gestures recognition systems. Current non intrusive approaches use a single
camera (or a stereo system) to extract relevant features while detecting and
tracking the hands, or other parts of the body of a person; which are used as
input to a recognition system. The most commonly used methods for feature
representation are: trajectory-based features [6], optical flow, and region-based
features [I1]. The choice is closely related to application and environmental
conditions, and as mentioned before, this type of features are not enough for
manipulative gestures.

The task of gesture recognition is a very challenging problem in computer
vision. In most previous approaches, the gestures are confined to a predefined
set, which requires that the subjects are well trained and the motions are uni-
form. The features and recognition algorithms are totally data-driven without
any high level context information. For example, in [3], functions of different
coordinates (cartesian, polar, angular) are used as feature vectors and applied
in the recognition of six Tai Chi movements. Joint arm angles have been used
by Quan, as a feature vector for human activities recognition [8]. However, the
gestures realized in many real environments (office, washstand) where the person
interacts with surrounding objects, are much more difficult than the above. In
these cases, the motion is more natural, complex and dependent on the scenario.
Then, it is necessary to use context information.

Hidden Markov Models (HMMs) are widely used for modeling temporal struc-
tures. They have been applied to speech recognition [0], learning and more
recently to gesture recognition [6]. In this work we propose a novel approach
that integrates motion and context features using HMMSs to recognize manipula-
tive gestures. These features are obtained using a single ceiling mounted camera
observing the user hand interacting with surrounding objects. The motion or
trajectory-based features selected are based on a previous study performed by
the authors [I2], and consist of the orientation and the magnitude in polar
coordinates. The context features consider the relative position of the objects
that interact with the user hand. We use these features to train HMMSs and per-
form recognition. We evaluated experimentally the gesture recognition system in
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two different domains: a video conference environment and a scenario in which a
someone is washing his hands (for assisting senior or disabled persons). We focus
our attention on human gestures performed by the hand that include interaction
with surrounding objects and do not have a characteristic trajectory.

Given that the features are continuous, we discretized them into a set of
symbols using vector quantization [4]. We then tested the recognition rate using
HMMs with different number of hidden states and different number of training
data. The results show a variation on the recognition rate depending on these
parameters, ranging from 94 % to 99.47 %. We contrasted our models to those
based only on motion information.

This paper is organized as follows. In Section 2 we describe hand localization
and tracking using color-based, adaptive histograms techniques. Section 3 de-
scribes the feature extraction process. In Section 4 we present the learning and
recognition system using HMMs. Section 5 includes the experimental results. We
conclude with a summary and directions for future work.

2 Hand Detection and Tracking

For this work we consider hand gestures performed in two environments (office
and washstand). Hand gestures are made on a planar space. The view of the
scene is provided by a downward pointing, ceiling-mounted camera which offers
several advantages for hand and object tracking, such as a less unobstructed
perspective of the gestures. Our hand detection and tracking approach is divided
in two phases. The first phase is the hand localization process that obtains the
hand region using an adaptive color histogram. The second phase consists of
the tracking algorithm, that generates the gesture trajectory by connecting the
hand centroid along the continuous time sequence.

2.1 Hand Detection

For detection of the hand region in an image we use a color-based approach
[10]. The human skin color is usually more distinctive and less sensitive to il-
lumination changes if we use the rgy normalized color space proposed by [5].
Table[ll compares the rgy color space with others models for skin detection. Color
histograms is the technique used to model the skin color space. To determine
if a blob in the image contains skin pixels we apply the technique proposed by
Ballard and Swain known as histogram intersection [10]. However, to improve
the constraint of a fixed threshold value used by Swain, we are using Otsu’s
algorithm [7]. Based on Otsu’s algorithm, our method incorporates adaptive
thresholding, so it is able to tolerate changes in lighting conditions. Initial de-
tection of the hand combines the color-based approach with motion information
(Fig. @), to make it more robust with respect to occlusions and illumination
changes in real environments.

2.2 Hand Tracking

Once we have detected skin regions in an image sequence, the next step consists
on tracking the hand using only color information. (Currently we assume that
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Table 1. Average recognition obtained with the Bayesian classifier used to determine
the skin class on different colors spaces

Color Average
Space Recognition
RGB 94.42

HSV 93.50

Ye, e 91.46

RGY 97.20

(b)

(d)

Fig. 2. Detection of human body parts using integration of color and motion infor-
mation. (a) image original, (b) image segmented using color information, (c) image
segmented using motion information, (d) integration of regions using color and motion
segmentation.

the person performs all the gestures with the right hand.) For hand tracking, we
first have to decide if the skin regions in the image are the face or the hand of
a person. Hand/face detection is based on three rules. The first rule considers
that only the hands and face of the person cause a significant movement in the
images sequence. The second rule establishes a minimum threshold (number of
skin labeled pixels) than a region must have to be considered a hand or face of
a person. Experimentally we found that the region with the biggest skin area
corresponds to the face of the person. The third rule indicates that the person is
near the objects of interest, and his hand is the only skin region that establishes
contact with the objects.

Based on these rules we detected the user hand in an image sequence, so the
system starts tracking it. During tracking, we obtain the center points of the
hand region. The center point of an object is defined using the centroid (X, Y.):

_ 2a 2y Blay)e v > 2y B@y)y

XC A ) C A * (1)



768 J.A. Montero and L.E. Sucar

where A is the number of pixels in the object and B is the binarized input object
which takes two values, 1 for the hand and 0 for the background. Then we adjust
a search window over the region defined by X, Y.

Hand tracking is realized by applying the hand detection process over the
search window based on motion heuristics (maximum motion between frames),
in the images sequence. The sequences of centroid points are detected by the
hand localization algorithm, and thus, the gesture trajectory, G, is produced by
connecting centroid points (see Fig. [l):

G=(21,91), s (Tn,yn) - (2)

Our system detects the gestures realized by a person in real environments
when his hand interacts with relevant objects.

3 Object Detection and Tracking

Context information for supporting gesture recognition has been used in others
works [IUTTJ6], but their methods impose many restrictions or are computa-
tionally complex, so it difficult apply them to real environments. We propose a
simple approach based on the color and position of relevant objects in a domain.
We use this information to support the gesture recognition process. The object
detection and tracking process is a color-based approach. The objects existing in
a scenario represent the contextual information that supports the gesture recog-
nition process. The detection and localization of relevant objects is done using
an adaptation of the work of Swain [I0] and Bradsky [2]. Objects are modeled
using color histograms for hue-saturation in the hsv color space. Training images
are used to generate color histograms for each object using 30232 bins. Initially
each object is searched over the full image, and then only in a search window
(Bradsky applies the search over the entire image). Objects are detected using
histogram intersection [I0], so we obtain an image in gray scale where pixels
close to 255 are from the object detected. Once an object is detected, we use a
tracking algorithm proposed by Bradsky [2] over an appropriate search window

Fig. 3. Objects detected in two domains. Left image: towel, soap and key in a wash-
stand. Right image: screen, book, mouse and note pad in an office environment.
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for each object. The system maintains the position of each object in the scene.
Figure Blillustrates the object detection process in two domains: washstand and
office environment. Objects detected in the washstand domain are: (1) a towel
(pink rectangle), (2) a soap (green rectangle), and (3) a key (blue rectangle). Ob-
jects detected in the office environment are: (1) a notepad (blue rectangle), (2)
a book (red rectangle), (3) a mouse (green rectangle), (4) a screen (aquamarine
rectangle).

Objects interacting with the hand of a person represent contextual informa-
tion. The gesture recognition system integrates this information with the motion
attributes from the hand trajectory.

4 Recognition System

Gesture recognition is based on hidden Markov models (HMMs), integrating
motion and contextual features.

4.1 Feature Selection

Motion features are obtained from the trajectory described by the right hand
centroid when interacting with surrounding objects. In a previous analysis, we
found that magnitude and orientation in polar coordinates are the best motion
features for describing this type of gestures [12]. Context features include the
distance from the hand centroid to each of the relevant objects that are detected
in the scene. An example is shown in Fig.[dl Thus, we use the following set of fea-
tures: (i) orientation, p, (normalized value) in polar coordinates, ii) magnitude,
¢, (normalized value) in polar coordinates, and iii) context information (rela-
tive position of the objects in the scene). To obtain those features the following
procedure is applied.
The center point, (Cy, Cy), of the gesture trajectory is obtained:

(€0 = (3% T3 (3)
t=1 t=1

Based on this center point, the angle, 6;, and distance, r;, of each sample in the
trajectory is obtained, relative to the center point:

0, = tan_l(;;tt__%;) . (4)
re= /(X = G2+ (Y~ G2 (5)

By calculating the longest distance from the center point to any point in one
gesture, Tmaz:
Tmaz = mazy_1(r) . (6)

the normalized (0 — 1) distance, p;; and normalized angle, ¢;, are:

(7)
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By integrating the motion and context parameters, we obtain the following
feature vector:
F = (p, ¢, Context) . (8)

Given that these are continuous variables and we are using discrete models,
these features are codified in 64 discrete observation symbols using the k-means
algorithm [4].

Fig. 4. The distance between the user hand and objects determine the context. In this
case, the red line shows the closest object.

4.2 Hidden Markov Models

HMMs have the ability to accurately characterize data exhibiting sequential
structure in the presence of noise, such as human gestures, finding the most
likely sequence of states that may have produced a given sequence of observa-
tions. The HMM topology used in this paper is the classical left-right structure,
which is typical for motion ordered paths. As usual, one model was trained for
each gesture class, and for recognition we selected the model with the highest
probability. The complete parameter set of the HMM can be expressed com-
pactly as A = (A, B, IT), where A is the probability transition matrix, B is the
observation probability matrix, and II is the initial probability vector. Three
basic problems must be solved for the application of HMMs: evaluation (clas-
sification), decoding, and training. We approach the above problems with the
standard techniques [9]: forward algorithm, Viterbi algorithm, and the Baum-
Welch algorithm.

5 Experimental Results

In this study, we focus our attention on human gestures performed by the hand
that include interaction with known objects. The type of gestures considered in
the experiments are the realized in two domains: office environment and wash-
stand room. The gestures that recognition system will try to identify are the
following: erasing, writing, using the mouse and turning the leaves of a book, in
the office environment (see Fig. [); and using soap, opening the key, closing the
key, drying the hands, taking the towel, and washing hands, in the washstand
domain (see Fig. [l).
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Fig. 5. Example of gestures recognized in the two domains: left image office environ-
ment, right image washstand
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Fig. 6. Gesture recognition rates with and without context information vs. number of
hidden states for the office domain

5.1 Training

We use two different training data set: one set for the office domain and another
for the washstand domain. In the office domain a data base with 4200 data points
was generated for training and testing. Data stored in the DB was obtained from
100 gestures sequences with 5 different gestures realized by a person in a sitting
position and interacting with objects in the office environment. We used 2100
data points for training and 2100 for testing. In the washstand domain, we use a
data base with 3600 data points generated for training and testing. These data
were obtained from 50 gestures sequences with 6 different gestures realized by a
person in a standing position and interacting with surrounding objects. In this
case, we used 2560 data points for training and 1040 data points for testing.
In both cases, gesture data was captured by a ceiling mounted camera pointed
downward, under normal illumination conditions in an office and in a bathroom.

5.2 Results

We tested the gesture recognition system for the 11 different types of gestures,
related to the manipulation of each object in the two scenarios.
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For the office environment, we compared the recognition rate with only motion
information vs. motion and context, for different number of hidden states in the
HMM. Figure [l shows graphically the difference between both schemes. With
only motion, the recognition rate varies from 75% for 3 hidden states to 97%
for 10 hidden states. In the other case, when we integrate motion and context,
the recognition rate varies from 88% using 3 hidden states to 99.47% using 10
hidden states. There is a significant improvement by incorporating context.

For the washstand domain, we only show the results with motion and context
features. The confusion matrix is depicted in Table[2l The recognition rate varies
from 80% to 100%. The average recognition in this domain is 94%.

Table 2. Confusion matrix for the washstand domain

Open/close Washing Take Soaping Take Dry Av %

Key hands  soap towel hands
Open/close Key 15 0 0 0 0 0 100.00
Washing hands 0 14 0 0 1 0 99.33
Take soap 0 1 12 0 1 1 80.00
Soaping 0 0 0 14 1 0 93.33
Take towel 0 0 0 0 14 1 93.33
Dry hands 0 0 0 0 0 15 100.00

5.3 Implementation

The system was implemented in a personal computer, Intel Pentium 4, with a
1.3 Ghz processor; and a Sony TRV19 CCD color video camera. The video card
(PixelView) captures 30 frames of 320x240 pixels per second. The processing
rate of the recognition system is between 12 and 15 fps. The system is codified
in Visual C++ 6.0 over Windows XP.

6 Conclusions

In this work we propose a novel approach that integrates motion and context
features using HMMs to recognize manipulative gestures. These features are ob-
tained using a single ceiling mounted camera observing the user hand interacting
with the surrounding objects. The motion features consist of the orientation and
the magnitude in polar coordinates. The context features consider the relative
position of the objects that interact with the user hand. We evaluated experi-
mentally the gesture recognition system in two different domains: a video con-
ference environment and a scenario in which a someone is washing his hands.
The results in both domains are very good, showing a significant improvement in
relation to using only motion features. We believe that using additional context
information, such as the relation between hands, or hands and face, could pro-
vide another important set of features to improve gesture recognition for more
complex scenarios.
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