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Abstract. Based on a system model consisting of processes describing the ma-
chine, the honest users and the adversary, this paper introduces an abstract frame-
work of refinement relations preserving existential confidentiality properties for
nondeterministic, probabilistic systems. It allows a refinement step to trade func-
tionality between the machine and its environment, thus shifting the concep-
tual boundary between machine and environment. A refinement also permits the
realization to extend the observational means of an adversary. A confidentiality-
preserving refinement relation is defined in terms of another, more basic rela-
tion that considers deterministic probabilistic processes. An instantiation with an
entropy-based confidentiality property illustrates the use of this framework. The
relationship to other concepts of secure refinement, in particular to reactive sim-
ulatability, is discussed.

1 Introduction

The paradigm of system and software development by stepwise refinement is a long
standing one. Although rarely practiced rigorously, it provides the formal semantical
justification for modern techniques such as behavioral subtyping for object-oriented
inheritance [[15]], design by contract [21], and model-driven development. In its rigorous
form, it has been applied, among others, in safety-critical applications [4]].

The general idea of stepwise refinement is to first capture the essential requirements
on a system in a concise model, the initial specification, that abstracts from all unnec-
essary detail and leaves room for subsequent design decisions. In a refinement step,
two models, the (abstract) specification and the (concrete) realization are related by a
preorder on models, the refinement relation. Compared to the specification, the refine-
ment relation may admit to reduce nondeterminism, change the types of data, or replace
atomic actions by sequences of “more primitive” actions. This process terminates with
a completely refined model, the implementation, which is supposed to be easily trans-
formable to a conventional program. A refinement relation should preserve the essential
properties of the specification, be a preorder, and be compositional, which means that
replacing a sub-specification by a realization in the context of a model yields a realiza-
tion of that model, i.e., contexts are monotonic functions with respect to the refinement
preorder.

Starting with [[L1], there is a vast body of research (e.g., [[L} [7, [13]]) investigating re-
finement relations that preserve functional properties such as deadlock freedom or the
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observational behavior of an abstract data type. The preservation theorems for those
refinement relations are universal in the following sense: they guarantee that any real-
ization refining a given specification has the same (suitably rephrased) properties as the
specification.

Considering the development of secure systems, confidentiality poses particular
problems. It is well-known that refinement relations which allow one to reduce nondeter-
minism [12] do not preserve confidentiality properties, such as possibilistic information
flow properties, of nondeterministic specifications. Roscoe [24] called this the refinement
paradox. Several approaches to deal with this deficiency of classical refinement relations
have been proposed. Roscoe et al. [26] avoid the problem by requiring the adversary’s
view of the system to be deterministic. Similarly, Juirjens [[14] distinguishes specifica-
tion nondeterminism from implementation nondeterminism, and disallows specification
nondeterminism whenever it influences the validity of a security property. Mantel [18]]
shows how refinement operators tailored for specific information flow properties can
modify an intended realization such that the resulting realization preserves the given flow
property. Ryan and Schneider [27]] discuss the effects of nondeterminism on information
flow properties in depth. They conceptually distinguish High nondeterminism and sys-
tem nondeterminism to show where nondeterminism may influence information flow.
That distinction somehow reflects the distinction between nondeterminism for speci-
fication purposes and the kind of nondeterminism induced by probabilistic choices at
run-time.

Contributions. In the present paper, we take a different view to the problem. Accept-
ing that the particular way of resolving nondeterminism influences the confidentiality
properties of the resulting realization, we investigate refinement relations that preserve
the existence if a secure implementation: they keep invariant the existence of a deter-
ministic realization of the given model that satisfies a given confidentiality property.

We consider a system model including the machind] to be built as well as its envi-
ronment. The environment consists of a model of the honest users and a model of the
adversary. This allows one to model systems whose security depends on assumptions
of user and adversary behavior, i.e., to make these assumptions explicit. This system
model is an extension of the one we proposed before [10} 29]]. It has some similarity
with the one proposed by Backes et. al [3]], which we discuss in Section[7l

Our models may use three kinds of choice: External choice, nondeterministic choice,
and probabilistic choice. Jiirjens’ implementation nondeterminism basically is an ab-
straction of probabilistic choice. We consider it important to explicitly model the prob-
abilistic behavior of systems because confidentiality is inherently probabilistic: a sys-
tem keeps confidential which one of alternative system behaviors that produce the same
observations for an adversary not by just producing the same observations, but their
relative probabilities also must be approximately equal. Otherwise the adversary’s risk
of making a false guess would be (unacceptably) low. The underlying assumption of
possibilistic models is that the (unknown) stochastic behavior of the system is such
that it produces a sufficiently high risk for the adversary of guessing wrong. To include

! Following Jackson [32], we call the “system to be implemented” machine in order to distin-
guish it from the system comprising the machine and its environment.
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probabilities in the analysis, however, does not mean that one needs to exactly know the
stochastic behavior of the system: Realistic assumptions together with a robustness of
the confidentiality properties that allows for a range of probabilities without destroying
security are sufficient.

(Specification) nondeterminism, on the other hand, is important for abstract models,
in which specifiers cannot or do not want to prematurely choose between alternative be-
havior. Furthermore, certain modeling operators in general introduce nondeterminism.

We propose an abstract notion of confidentiality preserving refinement. It builds
on behavior refinement, which allows a realization to reduce nondeterminism and to
change the data types of input / output data. The realization may also provide additional
means for the adversary to observe the machine. The refinement relation is parame-
terized by another preorder, the information flow refinement order, which ensures the
existential preservation of a given confidentiality property.

Since the data space and the means of observation may change, the preservation
property refers to a point of reference describing the model to which the confidential-
ity property directly refers. In a sequence of refinement steps, the initial specification
usually is the point of reference.

The system model and the refinement framework allow for different environments
in the specification and the realization. Thus, trading of functionality between the envi-
ronment and the machine can be accomplished in a refinement step.

The initial specification will usually be concise and the machine model may even be
deterministic. Data refinements or trading can then produce nondeterminism in more
detailed models, which will be resolved by implementation choices in subsequent re-
finement steps.

Finally, we instantiate the framework with a confidentiality property based on the en-
tropy of classes of indistinguishable behavior, and with an information flow refinement
order defined in terms of mutual information.

Overview. Section [2] sketches probabilistic CSP, the process calculus on which our
framework is based. Section[3lintroduces our general system model, consisting of pro-
cesses describing the machine and its environment, as well as the adversary capabili-
ties of observing the system. The structure of confidentiality properties is the topic of
Section ] and Section [3] presents the main result of this paper: the abstract definition
of confidentiality-preserving refinement and the corresponding preservation theorem.
Section [6linstantiates that framework for a specific confidentiality property. The reader
may wish to browse this section first to aid understanding the abstract discussions in
Sections [3] through [3l Section [/] discusses related work, before the conclusion gives
some pointers to ongoing and future research.

2 Probabilistic Communicating Sequential Processes

To formally model the systems we reason about, we use the probabilistic extension
PCSP of the process algebra CSP [25] which Morgan et al. [22]] have proposed. We
use PCSP because it integrates probabilistic choice with nondeterministic and external
choice, and its semantics, in particular the semantics of probabilistic choice, is centered
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around the concept of refinement. This supports well our investigation of the relation-
ship of refinement and confidentiality.

CSP. A process P produces sequences of events, called traces. An event c.d consists
of a channel name ¢ and a data item d. Two processes can synchronize on a channel
¢ by transmitting the same data d over c. If one process generates an event c.d and
the other generates an event c.x, where x is a variable, both processes exchange data
when synchronizing on channel c: the value of x becomes d. The set of traces of P is
traces(P). The length of a trace ¢ is #1.

The process e — P first generates event e, and behaves like P afterwards. The pro-
cess P |[X]| Q is a parallel composition of P and Q synchronized on the channels in X:
if P or Q generate events on channels not in X, then those events appear in an arbitrary
order; if a process generates an event on a channel in X, it waits until the other process
also generates an event on the same channel; if the data transmitted by both processes
are equal (or can be made equal because an event contains a variable), then the par-
allel composition generates that event, otherwise the parallel composition deadlocks.
The composition P ||, Q asynchronously transmits data from P to Q and synchronizes
the processes on the remaining channels, such that the behavior of Q on X cannot in-
fluence P. The definition of P ||, Q involves a buffering process that collects events
from P on X and forwards them to Q while blocking any flow of events from Q to
P through X.

Although not uniformly definable in terms of the standard CSP operators, P ||, O
can be constructed for any given P, O, and X.

In the notion of refinement we use, we are interested in changing data representations
of the communicated data (I/O refinement), because many effects compromising confi-
dentiality can be described by distinguishing data representations in an implementation
that represent the same abstract data item (e.g., different representations of the same
natural number). For a relation R on data, the process@ P[R],, is the process P where
each data item a in events of P is replaced by a data item b that is in relation with a, i.e.,
a R b holds.

The process P \ X is distinguished from P by hiding the channels in X C aP, where
aP is the set of channels used by P. The traces of P \ X are the traces of P where all
events over channels in X are removed. The external choice P O Q is the process that
behaves like either P or O, depending on the event that the environment offers. For a
family of processes P(x), the process [ ] P(x) nondeterministically behaves like one of
the P(x). The process P 1 Q nondeterministically behaves like P or like Q.

There are several refinement relations for standard CSP. Most commonly, one uses
the failures/divergences refinement. Informally, the process Q refines the process P,
written P C Q, if Q is more deterministic and less diverging than P. For details, see
[25].

For n € N, the finite approximation P | n of P behaves like P for the first n events
and diverges afterwards. Any process P is characterized by its finite approximations. It

2 The subscript D indicates that this variant of relational renaming does not change the channel
names but only the communicated data.
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is their least upper bound with respect to the refinement order: P =| [n: Ne P [ n. A
process F' that diverges after n events is called a finite process.
The cone P 7 of a process P is the set of all refinements of P, P1= {Q : CSP | P C

0}

Probabilistic CSP. Morgan et al. [22] extend standard CSP by a probabilistic choice
operator: The process P ,@& Q behaves like P with a probability of p, and it behaves like
Q with a probability of 1 — p. This view of probabilistic processes does not appeal to the
intuition that a process chooses particular behavior (a trace or a failure) probabilistically.
It rather emphasizes that a probabilistic process behaves like a standard process with a
certain probability. Although it may seem unfamiliar at first sight, this view leads to a
smooth integration of probabilistic choice with the other operators of CSP, in particular
with nondeterministic choice.

The semantics of PCSP relies on continuous evaluations over a Scott topology of the
inductive partial ordering (CSP, C). We can only present the essential concepts relevant
to our work here. See [22] for further detail.

The set of probabilistic processes PCSP is the set of continuous evaluations mapping
“Scott-open” sets of standard processes to [0, 1] over the failure-divergences model of
CSP under the refinement order, (CSP,C). Let P and Q be probabilistic processes in
PCSP. The process Q refines P iff for all Scott-open ¥ C CSP: P(Y) < Q(Y). Since
standard processes can be embedded in PCSP and the refinement orders coincide, we
write P C Q for PCSP refinement, too.

For a finite standard process F and a probabilistic process P, we write F' © P for the
probability that P is a member of F 1. If P T Q then it also holds for all finite F' € CSP
that FCP<FLQ.

For processes P, Q in PCSP, and p € [0, 1], the probabilistic choice of P and Q is
defined for all Scott-open subsets Y of CSP:

(P2 O)(Y) =p-P(Y)+(1—p)- Q)

Because the cone of a finite process is Scott-open, the following relationship between
the probability of refining a finite process and probabilistic choice holds. For P, Q in
PCSP, finite F in CSP and probability p,

FCP®Q=p- (FSP)+(1-p)-(FEQ)

Furthermore, any non-recursive probabilistic process can be expressed as a prob-
abilistic choice of finitely many standard processes, because probabilistic choice dis-
tributes through all (embedded) operators of CSP.

Finally, we remark that nondeterministic choice generalizes probabilistic choice (for
any probability p) and external choice in PCSP, whereas probabilistic choice and exter-
nal choice are not related by refinement.

P,o0

The indexed probabilistic choice @lp, P; canonically generalizes the binary operator
for finite index sets I: this process chooses i — and thus P; — with probability P (i).
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Fig. 1. A system consists of a machine and its environment

Probabilistic Linear Processes. We consider probabilistic confidentiality properties
that refer to the probability of a process QF performing a trace ¢, i.e., the process QF
is considered a random variable on traces. This is possible only if QF is deterministic,
does not admit external choice, and if the length of the considered traces of QF is
bounded by some natural number k. The latter is necessary to distinguish a trace ¢ from
aprefix s of # if OF may block after s. Then s and ¢ refer to different probabilistic events.

To resolve nondeterministic and external choices, we consider the set P of all max-
imal refinements of P. The members Q of P' are probabilistic deterministic, i.e., they
are free of nondeterminism, but they still admit external choices. The latter are resolved
by means of an environment process E that probabilistically resolves external choices
of O and thus serves as a scheduler [30, 6]. We call a process E achieving this in the
k-approximation of the composition Q ||, ,,, E an admissible environment. Admissibility
is characterized by the fact that (Q ||, E) | k is probabilistic linear, i.e., there is a
probability function P such that

(Q lLW E) l k= ’tzb;races(Q)lk Fink(t)

where Fing () is the process producing the first k events of ¢ and diverging afterwards.
If the length of # is less than k then Fing(¢) deadlocks after 7.

The environment process E is admissible for an arbitrary process P if it is admissible
forall Q € PT. For QF = (Q |y E) | k the probability Pr(z) is Fing(f) = QE.
Therefore, we define

Prs (1) = (Fing (1) © QE)

This is the probability of QF producing exactly the first min{k, #¢} events of ¢.

3 System Model

A system consists of three PCSP processes, as shown in Figure [Tt the machine P, the
(honest) user environment H, and the adversary environment A. The machine synchro-
nizes with the adversary via the channels in the (functional) adversary interface Al.
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Additionally, the adversary can observe the machine on the channels in the monitoring
interface MI, and it can interact with the honest users on the environment interface EI.
The sets of channels Al, EI, and MI partition the channels of A. An adversary model
(P,A,H,HI,AI,MI, EI, k) additionally determines a bound k on the length of system
traces that are to be considered. The union of the adversary interfaces W = AITUETUMI
is the adversary window. By convention, we use W (with suitable indexes) to denote ad-
versary windows.

The set &, Ek’M[(H ,A) comprises all deterministic admissible environment processes.

Eny" (H,A) = {Hy|[EI]|Aq | Ho € H' NAg€ AT
A Hy|[ EI'l| Aq admissible for P, W, k}

To make assertions about the probabilistic behavior of an adversary model means
to consider the probabilistic linear processes (Q ||.,,; E) | k where Q € PT and E €
ng,gMI (H,A). Those processes refine the system in its environment, and we call them
the variants of the adversary model:

P Ly (HI[ENA)EQ Il E

An adversary model captures a model of the machine to be built together with as-
sumptions on the behavior of the honest users and an adversary. The interfaces Al and
ET allow the adversary to actively influence the machine and the honest users (permit-
ting active attacks on the users). The user environment can also allow an adversary to
compromise users during a system run.

The bound k not only reflects a technical necessity but also a realistic assumption:
Associating time units with system events, it restricts the time an adversary can spend
on attacks. It is a parameter of the concepts we introduce in the following.

It is possible to strengthen these concepts, requiring them to hold for all k and using
an inductive argument to establish the required properties. However, we will restrict the
presentation and consider a fixed k only.

4 Confidentiality Properties

This section discusses a common abstraction of the confidentiality properties of adver-
sary models. In particular, it motivates the existential nature of those properties.

Basic Confidentiality Properties. The concept of indistinguishable traces is the foun-
dation for defining confidentiality properties of adversary models. Given a set of chan-
nels W, two traces s, 1 € traces(P) of a process P are indistinguishable by W (denoted
s =y t) if their projections to W are equal:

s=Ewtess|[ W=t W

where s [ W is the projection of s to the sequence of events on W.
Indistinguishability induces a partition on the trace set of a process. We are partic-
ularly interested in the traces up to the length of k. The set J’V:,’k(o) contains the traces
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of P with a length of at most & that produce the observation o on W. The set Obs/;v(P)
comprises all observations P produces with traces that are no longer than k.

JER0) = {t: traces(P) | 1 | W = o A #1 < k}
Obs}y (P) = {1 | W | t € traces(P) A #t < k}

The traces that are indistinguishable by an adversary window W are the ones that an
adversary cannot obviously distinguish. Given an observation o, the adversary does not
know which member of J’V:,’k(o) caused the observation (unless that set is a singleton).

In earlier work [28], we have discussed several confidentiality properties based on
indistinguishability. Possibilistic confidentiality properties, such as the various informa-
tion flow properties that Mantel [19] analyzes, basically require at least one alternative
indistinguishable behavior to exist for any given one, according to the system design.
They neither distinguish systems with respect to the number of alternative behaviors,
nor with respect to the degree of evidence (in any suitable measure) an adversary might
assign to the alternative behaviors in question. We are primarily interested in proba-
bilistic confidentiality properties. These define the “degree of evidence” of alternative
behaviors based on the probabilistic behavior of the system in a given environment.
Therefore, we focus on predicates CP(QE, W, k) depending on a probabilistic linear
process QF (a realization of the machine process in an admissible environment), an
adversary window W and the length bound k. We call such a property a basic confiden-
tiality property.

We do not further characterize basic confidentiality properties here. Section [@] dis-
cusses an example. In the following discussion of the structure of confidentiality prop-
erties, a predicate CP(QE, W, k) serves as a placeholder.

Structure of Confidentiality Properties. It is not obvious for an adversary model
(P,A,H,HI,Al, MI, EI, k) which refinements QF of a given machine P in an admissible
environment E € ng,gMI (H,A) must satisfy CP(QE, W, k) for the adversary model to
satisfy a confidentiality property based on CP(QE, W k).

As already indicated in Section[I] the refinement paradox motivates the existential
nature of confidentiality properties.

Since it has become known that possibilistic information flow properties are closure
properties [19, [20]], the observation that refinement does not preserve confidentiality in
general is not so surprising anymore: refinement reduces nondeterminism and thus di-
minishes the set of traces, which is the definition of trace refinement. A closure property
requires that, given a member of a set, certain other items are also members of that set.
Therefore, a trace refinement, in general, does not preserve closure properties.

These considerations show that we cannot expect all refinements QF of a system
in its environment to satisfy a given basic confidentiality property CP(QE, W, k) with
respect to the adversary window W and the trace bound &, unless we can exclude “spec-
ification nondeterminism” in P. However, this is hardly possible in the current theory of
probabilistic (and standard) CSP for two reasons. A technical reason is that hiding and
data renaming almost inevitably introduce nondeterminism. Methodologically, the non-
deterministic choice of CSP has an interpretation as “execution time nondeterminism”,



A Formal Framework for Confidentiality-Preserving Refinement 233

because it is demonic and must be considered to be resolved “after” all probabilistic and
external choices. On the other hand, it is refined by probabilistic and external choice,
as well. Thus, the definition of CSP refinement clearly considers nondeterminism as a
means of postponing implementation decisions. From a methodological point of view,
it is also necessary to allow P to contain “specification nondeterminism”, because P
actually is a specification and, as such, must provide ways of abstracting from design
decisions including decisions on how the system chooses alternative behavior.

The environment, in contrast to the machine process, must be considered with all
variations that the adversary model permits. Analyzing a system for security with re-
spect to a single admissible realization Hy |[ EI ]| Ag of the user and adversary envi-
ronment would yield a quite weak result. Instead, all E € ng,;Ml (H,A) need to be
considered for evaluating the security of a system.

This argument shows that, although we inevitably need to consider an environment
process E describing user and adversary behavior to obtain a probabilistic analysis of
security properties of a system, we must not restrict the analysis to one particular such
process but we must carry out that analysis for all members of ggf,;MI(H ,A). In partic-
ular, this allows an analysis to consider arbitrary adversary. Taking the chaotic process
Chaos as the adversary environment models the most liberal assumption about the ad-
versary behavior, because Chaos is refined by any other process.

We conclude that an adversary model satisfies a confidentiality property that is de-
fined in terms of a basic confidentiality property CP if there is a probabilistic linear
realization of the machine process that satisfies CP in all admissible environments.
Therefore, a confidentiality property has the general form:

3Q:PT oVE: £ (H A) o let OE = (Q |\ E) | k @ CP(QE, W, k)

This definition avoids the refinement paradox, because it explicitly states that not
necessarily all functionally correct realizations are supposed to be secure but that at
least one realization needs to exist that is. It also avoids the misconception that a system
will be secure in any working environment but makes the admissible working conditions
and the constraints on the behavior of adversaries explicit.

Remark 1. Other “non-functional” requirements have a similar “existential” nature: To
be adequate for a system with real-time performance requirements, for example, a
model must admit a performing implementation, but not all functionally correct im-
plementations of the model necessarily satisfy the real-time constraints.

5 Confidentiality Preserving Refinement

This section discusses a definition of refinement of adversary models that preserves a
given confidentiality property. The refinement relation allows the realization to be more
deterministic, to change the communicated data, to shift the responsibility to realize be-
havior from the environment to the machine, and to extend the adversary window, thus
providing the adversary with new means of observation. The motivatior to consider

3 Refer to [10] for a more detailed motivation.
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these variation points lies in the fact that moving from an initial specification to an im-
plementation, the concepts the adversary models need to consider necessarily include
more detailed descriptions of the processed data and also more intricate ways of the
adversary to observe the system. Furthermore, the interpretation of an adversary model
differs depending on its role in a refinement: as a specification, an adversary model
reflects what an adversary is allowed to observe (and to do); as a realization, an adver-
sary model describes what an adversary can observe (or do). Therefore, the refinement
relation needs to ensure that an adversary’s abilities do not exceed his permissions:
if the specification satisfies a confidentiality property then the realization must satisfy
a similar confidentiality property that is “re-abstracted” to the data model of the first
confidentiality property.

In the following, we first introduce behavior refinement. Then, we define a re-
abstraction preorder on the variants of the specification and the realization adversary
models. The definition of confidentiality preserving refinement (CPR) refers to another
preorder, the information flow refinement order: CPR holds if the re-abstraction and the
information flow refinement preorders coincide on the adversary models in question.

Behavior Refinement. Allowing the refining process to communicate different data
than the refined process, behavior refinement generalizes PCSP refinement. Of course,
the change of data must not be completely arbitrary but there must be a relation between
the concrete and the abstract data that is compatible to PCSP refinement. A retrieve
relation R maps the data of the concrete process Q to the data of the abstract process P,
i.e., it is total on the data of Q and its range is in the data of P.

A retrieve relation R abstracts away the additional detail of the concrete data to “re-
trieve” the abstract data that the concrete data implements. The following definition of
behavior refinement uses a retrieve relation to abstract the data of the refining process
before comparing that “data abstracted” process to the refined process with PCSP re-
finement. With data renaming, we have a CSP operator at hand to perform the data
abstraction.

Definition 1 (Behavior Refinement). Let P and Q be probabilistic processes. Let R be
a retrieve relation from Q to P. Then Q behaviorally refines P via R (written P Cg Q),

if P C Q[RI,.

Behavior refinement allows Q to resolve nondeterminism in P (as usual either by ex-
ternal or by probabilistic choice). Additionally, it offers new implementation freedom
for Q if R maps several data items c;, of Q to the same abstract data item a; of P. In
particular, if P offers a probabilistic choice between several e;1.q; and e3.q;, then the
refinement condition P C Q[R] p requires Q to produce e1.c;y, and es.cjy, for some k;
and k; with the same distribution as P, but it does not prescribe the choice of the k; and
k;, which Q may choose nondeterministically.

Extending behavior refinement to adversary models, there are two points to clarify:
first, how can the relationship between system process and environment change in a
refinement; and second, how do the adversary windows relate?

The following Definition [2] allows a refinement to change the “responsibility” of
the machine and its environment to establish certain behavior. It relates the abstract
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and concrete machines in their respective environments. It does not require that the
concrete machine as such refines the abstract one (and the environment processes relate
similarly).

A central objective of our investigation on confidentiality preserving refinement is
to clarify the conditions under which the adversary’s observational power may change
securely under refinement. Definition [2] allows the refining adversary model to extend
the adversary window, i.e., it requires W, C W,. The additional channels in W, give
the adversary means of observing the system that are not present in the abstract ad-
versary model. The behavior refinement does not relate those means of observation to
the abstract model, which the definition reflects by hiding W, — W,. Thus it allows
the adversary to make arbitrary additional observations. In the rest of this section, we
addresses the question whether those additional observations affect the security of the
system.

Definition 2 (Behavior Refinement of Adversary Models). Let two adversary mod-
els with identical bound k be given: A = (P,,A,,H,,HI,,Al,,MI,,El, . k) and C =
(PeyAc, He HIL AL, M1, EI k). The realization C behaviorally refines the specifica-
tion A via the retrieve relation R, (written A Cg C)if W, C W, and

Pa o, (Ha [[EL][Ad) Erey (Pe [y, (He |[EL][A)) \ (We = Wa)

To refine a specification to an implementation in a stepwise fashion, any refinement
relation must be a preorder, i.e., be reflexive and transitive for an appropriate choice of
retrieve relations. Behavior refinement inherits these properties from PCSP refinement,
ie., ALCiqg Aand A Cg,, B A BLCg, C = A Cg,gr, Chold.

Re-Abstraction. Basic confidentiality properties refer to the variants of adversary
models, and CPR must place conditions on the “matching” variants of the specifica-
tion and the realization in order to ensure preservation of the property. Re-abstraction
relates the variants of the specification to the “data abstracted” variants of the realiza-
tion. By definition, variants are probabilistic linear (before diverging after k events).
This means that a variant of the specification cannot be refined further (up to k). Data
renaming a variant of the realization, however, may introduce nondeterminism. There-
fore, there may be several “matching” variants of the specification for a given variant
of the realization. These are exactly the ones that the re-abstraction selects.

Definition 3 (Re-Abstracted Refinement). Let R, be a retrieve relation from the data
of QF. to the data of QE,. Let W, and W, be sets of channels of QFE, and QFE,, re-
spectively, such that W, C W,. Then the re-abstracted refinement of (QE., W,) by
(QE,, W,), denoted (QE., W..) Q}m (QE,, W,), is defined by

(QE., Wo) Iy (QE.,W.) & QE. \ (W, — W.)[Red], C QE.,

Similar to behavior refinement, re-abstraction is a preorder.

Information Flow Refinement. A behavioral refinement possibly refines the data
which the processes communicate, and it may also change the adversary window. A
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basic confidentiality property CP refers to the data and the adversary window of the
abstract model. To determine whether a refined adversary model satisfies the same con-
fidentiality property, it is in general necessary to relate the concrete data and adversary
window back to the abstract ones, to which CP originally refers. In a sequence of re-
finement steps, one usually wishes to relate back to the confidentiality property of the
initial specification.

To capture this formally, we say that a refined basic confidentiality property
CP.(QE,W,W,,R,, k) refers to a point of reference consisting of an adversary win-
dow W, and a retrieve relation R,. A refined basic confidentiality property induces a
simple one by the following equivalence:

CP(QE, W, k) < CP,(QE, W, W,id, k)

Re-abstraction relates the “matching” variants of the specification and the realiza-
tion adversary models. The following concept of information flow refinement serves
as an abstraction of the relationship that the matching variants must satisfy in order to
preserve a given confidentiality property.

Definition 4 (Information Flow Refinement). Let CP, be a refined confidentiality
property. A preorder (QE,, W,) %ﬁm (QE., W,) on pairs of probabilistic linear pro-
cesses and adversary windows is called an information flow refinement relation for CP,
with the point of reference (W, R,) if it strengthens the re-abstraction preorder and it
is sufficient to preserve CP,, i.e., for all adversary models A = (P,,Al,, Wy, k, Hy, A,)
and C = (P.,Al,, W, k,H,,A.) such that the domain of R, comprises the data space of
A, and A Cg,, C holds, the following is satisfied:

VQ: P;r; O : Pj; E,: gg/l‘:/;MIa(HaaAa); E.: gffléMIc(Hc’Ac) L4
let QE, = Q, U»Mla Eys; OE. = Q. J»LMIC E.o
((QEa, Wa) <k, (QEe, We) = (QEa, Wa) Ty, (QEc, We))

ca

A ((QEa, Wa) <k (QEc, We) A CP1(QEu, Wa, Wy, Ry, k)
= C’Pr(QEca WC; WVVRC‘Z gR” k) )

By definition, an information flow refinement relation is a subset of the re-abstraction
relation. Usually, it makes sense only for variants that are related by re-abstraction.
In the following, we will see that the crucial condition for confidentiality-preserving
refinement requires that the reverse implication is true and the two preorders coincide
on the variants of the adversary models in question.

CPR. Under which condition is a behavioral refinement of adversary models a confi-
dentiality-preserving one? Due to the existential nature of confidentiality properties, it
is not necessarily the case that a behavioral refinement admits a secure refinement at
all. The realization might exclude all possible secure refinements even though the spec-
ification satisfies the confidentiality property, i.e., there is a variant of the specification
satisfying the desired basic confidentiality property. The behavior refinement can only
preserve confidentiality if there is a secure variant Q/Ea of the specification that (PCSP-)
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refines the re-abstracted realization. If this is the case, then we need to know that the
re-abstracted variants of the realization matching QE, are secure, too. Confidentiality-
preserving refinement guarantees the latter.

Definition 5 (Confidentiality-Preserving Refinement, CPR). Let < be an informa-
tion flow refinement relation. The adversary model C is a confidentiality-preserving
refinement (CPR) of the adversary model A for < via the retrieve relation R, (writ-
ten A EEM C)if A Cg,, C and the re-abstracted refinement of variants of A and C is
sufficient for their information flow refinement:

VO, : P;r; O : Pj; E,: gg/l‘:/;MIa(HaaAa); E.: gffléMIc(Hc’Ac) L4
let QE, = Q, U»Mla Eu; QE. = Q. 1LMI(: E.o
(QEa, Wa) Ty, (QEc, We) = (QEa, Wa) <k, (QEc, W)

In conjunction with the first implication in Definition H] the definition of CPR implies
that (given A Cg,, C) A Q:{_a C is equivalent to the identity of information flow refine-
ment and re-abstraction on the variants of A and C.

The following lemma establishes that CPR is a well-behaved refinement relation.

Lemma 1 (CPRis a Preorder). For all adversary models A, B, and C, CPR satisfies
ACy Aand ACR BABCR C= ALK o C.

Proposition [T] states the most important property of CPR, namely that it does indeed
preserve confidentiality properties (with an appropriately adjusted point of reference).
As indicated before, CPR cannot be expected to allow “secure” refinements only but
it can establish that a behavior refinement whose re-abstraction admits an “abstractly
secure” PCSP refinement preserves that security over data refinement and extension of
adversary windows.

Proposition 1 (CPR preserves CP,). Let CP, be a refined basic confidentiality prop-
erty with point of reference (W, R,). Let <X be an information flow refinement property

JorCP.. If A EEM C then the following implication holds:

(3Qu: P} o VE,: E5M (H, Ay) @
((Pc 1LMIC (Hc HEICHAC)) \ (Wc - Wa))ﬂRca]]D E 0O, lLMIa E,
A CPHQa lpsr, Eas War Wr, Rar, k) )
=
(3Qc:P[ o VE.: &M (He, Ac) @ CPH(Qc |ygy, Ee; We, Wy, Rea 8 Rar, k) )

Remark 2. Carefully analyzing the constellation of the quantifiers in Proposition[] sug-
gests that the definition of information flow refinement might be too strong. For confi-
dentiality preservation, it suffices indeed to require alternating universal and existential
quantifiers like VQ,3Q.VE.3E, e ... in Definition @ Unfortunately, the resulting
definition of CPR is not transitive, because the required witnesses for the variant of the
intermediate adversary model need not match.
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6 Probabilistic Confidentiality: Ensured Entropy

This section serves to illustrate an instantiation of the framework discussed in the pre-
ceeding sections. It presents the probabilistic confidentiality property of ensured en-
tropy [28]. Space limitationd] do not permit to show the definitions in full detail or
discuss the use of this property by way of an application example.

As mentioned in Section[] classes JVPV’k(o) of indistinguishable traces are our starting
point for defining confidentiality properties. Each variant of an adversary model induces
a system of indistinguishability classes. Turning this fact into a requirement, one can
propose a mask M that is a system of sets of traces such that the traces in each M € M
are indistinguishable. A variant QF (possibilistically) secures a mask M if its set Z of
indistinguishability classes covers M, written Z > M:

IoSMEEYM - M; I:TeMNI=0VMCI

If Z M, the variant QF can produce all members of each M € M. Upon observing
o at W, an adversary cannot conclude which member of M C J%E’k (0) caused that
observation.

Ensured entropy extends this idea and requires that the indistinguishability classes
of QF not only cover M but also that their entropyﬁ (given the respective observation)
exeeds a lower bound associated to the members of M. As the entropy is a measure of
uncertainty, this requirement puts a lower bound on the adversary’s effort to infer the
trace that caused an observation from that observation. Ensured entropy is weaker than,
e.g., probabilistic noninterference [9]] because it does not strictly prevent information
flow from the machine to the adversary.

Given a mask M and a mapping H : M — R™, the corresponding basic confiden-
tiality property CP a((QE, W, k) is defined by

CPM(QE, W, k) < {0 : Obsw(QE) e J&F*(0)} 2 (M | k)
AVM: MeYo: Obsy(QE) | M C JS*(0) o H(M)<HY(QE|o)

where HY,(QE|o) is the entropy of the process QF given the observation o, i.e., the en-
tropy of J VQVE’k(o) given 0. CP ap(QE, W, k) is well-defined because QF is a probabilistic
linear process and, therefore, the probabilities of traces of QF can be determined. (We
spare the reader the technical definition of the refined version of CP ((QE, W, k).)

Information Flow Refinement. The information flow refinement relation that pre-
serves CP a4 is defined in terms of the conditional mutual information between the
behavior of the specification variant QF, and the observations of the realization vari-
ant QF, given an observation o, of the specification. Using the identifiers of processes
and adversary windows to denote random variables for the respective processes and

* A companion paper presenting the details of what is sketched here is in preparation.
3 For an explanation of entropy, mutual information and the other concepts of information the-
ory, refer to any book on coding theory, such as [17].
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their observations, the information flow refinement relation <§m for CPpm(QE, W, k) is
defined by:

(QEa, W) <& (QEe, We) & (QE. \ (We — Wa)[Real,, = OF.,
A I(QEa§ (QEchaa Wc) | W, = Oa) = 0)

The mutual informationd 1 (QE4; (QE.,Rcq, W,) | W, = 0,) describes the difference of
the entropy of the traces of QE, producing the observation o, on W,, and of the entropy
of the observations on W, produced by traces of QF. whose re-abstractions produce the
abstract observation o,.

It is relatively straightforward to show that this information flow refinement relation
preserves CP o (QE, W, k), i.e., the entropy of re-abstracted indistinguishability classes
is equal to the one of the corresponding specification classes.

The transitivity proof of the relation, however, is quite involved. It needs to use sev-
eral independence relationships between observations and process behaviors at different
levels of refinement.

Having established those lemmas, however, the framework of CPR delivers a theory
of “refinement preserving the entropy of indistinguishable system behavior”.

7 Related Work

The work presented here extends previous work [[10L29] on CPR. The general idea of an
adversary window to model possible observations is already present there. To consider
indistinguishability classes as the basis for definitions of confidentiality properties also
is not new. Zakinthinos and Lee [31] call indistinguishability classes low level equiv-
alence sets (LLES). They give a definition of a (possibilistic) security property as one
that can be recast as a property holding for each indistinguishability class and show that
several information flow properties can be defined as properties of those classes.

The definition of CPR in [10, [29] is a quite restrictive variant of ensured entropy:
It basically requires the entropy of all indistinguishability classes of the realization to
be maximal, but it does not relate the probabilistic properties of the specification and
the realization. Furthermore, that early definition of CPR assumed that scheduling takes
place at the “meta-level” and did not make the task of the environment as a scheduler
explicit. Finally, it assumed a probabilistic extension of CSP but did not explicitly base
on PCSP.

The relationship to other propositions of secure refinement [14, (18| 24] has been
discussed in Section[Il To the best of our knowledge, Graham-Cumming [8] still is one
of the few to address security issues in data refinement. But he does not consider I/O
refinement as we do.

Lowe [16] also uses the idea of quantifying over the possible refinements of a spec-
ification similar to our variants of an adversary model. Furthermore, he quantifies in-
formation flow discretely, without referring to probabilities, and thus his work mediates
between a possibilistic yes/no concept of information flow and one based on probabilis-
tic information theory. In contrast to our view, he uses a pessimistic approximation and

% The exact definition is quite technical and cannot be presented here.
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considers the worst case, i.e., maximal, flow of information produced by all variants.
Our view is pessimistic on the environment but considers an optimistic view on the ma-
chine, because the implementors control the way machine nondeterminism is resolved.

The framework as it stands now has some strong similarities with the system model
underlying reactive simulatability [23,13]], which addresses the cryptographically secure
implementation of “ideal” cryptographic protocols by “real” ones using cryptographic
algorithms [2]]. Both system models explicitly distinguish the machine, the honest users,
and the adversary, all of which can interact through designated communication chan-
nels. Like our adversary window, “forbidden” channels model means of the adversary
to which honest users do not have access. The differences between the two approaches
stem from the different purposes they are designed to serve: We aim at a stepwise de-
velopment of an “ideal” system starting from a very abstract initial specification and
ending at an implementation model that still abstracts from issues of computational
complexity. The model of Backes, Pfitzmann and Waidner, in contrast, is designed to
support the last transition from such an “ideal” implementation model to one that uses
“real” algorithms. Therefore, it is asynchronous and deterministic. It has a very detailed
step semantics that allows one to analyze computation and communication acts in a
very detailed manner (including their computational complexity). The concept of re-
active simulatability is used to compare an ideal with a real model. It essentially is a
strong (probabilistic) bisimulation [30] that enforces cryptographic indistinguishability
(not to be confused with our notion of indistinguishability) of the honest users’ view
of the system, while the adversary can change in the transition from “ideal” to “real”.
Thus, reactive simulatability is very well suited to analyze the question whether an im-
plementation of a cryptographic protocol is correct. However, it is too restrictive to sup-
port stepwise refinement from a very abstract to a much more detailed system model.
In particular, it insists that the user model is the same for both, ideal and real system.
This also implies that trading functionality between the machine and its environment
does not establish a valid simulation.

8 Conclusion

Our framework for CPR captures general conditions sufficient to preserve probabilis-
tic confidentiality properties in behavior refinements of nondeterministic probabilistic
systems. It takes the refinement paradox into account by considering existential confi-
dentiality properties. Definitions@dland 3] provide an abstraction that separates the issues
of preserving a probabilistic (basic) property from the ones of preserving an existen-
tial one. Thus, it allows to investigate the relationship of different properties within the
same framework.

The central definitions only rely on the fact that PCSP refinement is a compositional
preorder, and that hiding may introduce nondeterminism. Any formalism coming with
such a refinement order could replace PCSP in the framework.

The framework establishes the essential property of a refinement relation, namely
that it is a preorder. Research on conditions of compositionality of CPR is still going
on. However, because CPR is more liberal than, e.g., simulatability, a result as strong
as the one for that relation [3] cannot be expected without additional side conditions.
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To identify conditions of compositionality is one task of ongoing research, as is the
representation of standard confidentiality properties such as probabilistic [9]] noninter-
ference. Furthermore, tool support is a very important issue. Here, one can build on
established tools for standard CSP and combine those with verifiers for probabilistic
calculi.

Finally, confidentiality is not the only property that standard behavior refinement
does not preserve. Many properties such as real-time constraints and quality of service
behave similarly under refinement. Therefore, there is hope to apply the present results
to other application areas as well.

Acknowledgments. Thanks go to anonymous reviewers for constructive and informed
comments.
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