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                    Abstract
The inverse and reverse counterparts of the single-machine scheduling problem \(1||L_{\max }\) are studied in [2], in which the complexity classification is provided for various combinations of adjustable parameters (due dates and processing times) and for five different types of norm: \(\ell _{1},\ell _{2},\ell _{\infty },\ell _{H}^{\Sigma } \), and \(\ell _{H}^{\max }\). It appears that the \(O(n^{2})\)-time algorithm for the reverse problem with adjustable due dates contains a flaw. In this note, we present the structural properties of the reverse model, establishing a link with the forward scheduling problem with due dates and deadlines. For the four norms \(\ell _{1},\ell _{\infty },\ell _{H}^{\Sigma }\), and \( \ell _{H}^{\max }\), the complexity results are derived based on the properties of the corresponding forward problems, while the case of the norm \(\ell _{2}\) is treated separately. As a by-product, we resolve an open question on the complexity of problem \(1||\sum \alpha _{j}T_{j}^{2}\).
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Appendix
Appendix

                  
                    The proof of Theorem 1
                  

                  
                    Case (B). The decision version of problem R is clearly in NP. We perform a reduction from the strongly NP-complete problem 3-PARTITION [5].

                  3-PARTITION: Given a set of \(3t\) positive integers \(a_{1},a_{2},\)
                    \(\ldots ,a_{3t}\) and an integer \(B\) such that \( \sum _{i=1}^{3t}a_{i}=tB\) and \(B/4<a_{i}<B/2\) for \(1\le i\le 3t\), can the index set \(I=\{1,2,\ldots ,3t\}\) be split into \(t\) disjoint 3-element subsets \(I_{1},I_{2},\ldots ,I_{t}\) such that \(\sum _{i\in I_{j}}a_{i}=B, 1\le j\le t\)?

                  Given an instance \((a_{1},a_{2},\ldots ,a_{3t};B)\) of 3-PARTITION, let \(M= \sqrt{\frac{1}{6}t(t+1)(2t+1)B}\) and \(L=\frac{1}{2}t(t+1)(2t+1)B^{2}=3BM^{2}\). An instance of the reverse problem R is characterized by the following parameters:
	
                        job set \(\mathcal N =\{1,2,\ldots ,4t\}\) consisting of normal jobs \(\{1,2,\ldots ,3t\}\) and partition jobs \( \{3t+1,3t+2,\ldots ,4t\}\);

                      
	
                        for the normal jobs, \(\alpha _{j}=p_{j}=a_{j}\), \(d_{j}=0\), \(\overline{d}_{j}=t(L+B),1\le j\le 3t\);

                      
	
                        for the partition jobs, \(\alpha _{j}=(L+B)M+1\), \(p_{3t+j}=L\), \( d_{3t+j}=jL+(j-1)B\), \(\overline{d}_{3t+j}=d_{3t+j}\), \(1 \le j\le t\);

                      
	
                        the target value of the maximum lateness is \(L^{*}=0\);

                      
	
                        the threshold value of the due date adjustment cost is \(Y=(L+B)M\).

                      

In the decision version of the reverse problem R, we are required to find out whether there exists a job permutation \(\pi \) and adjusted due dates \(\widehat{\mathbf{d}}\) such that \(L_{\max }(\pi ,\widehat{\mathbf{d}} )\le L^{*}\) and \(||\widehat{\mathbf{d}}-\mathbf{d}||_{2,\alpha }\le Y\).

                  Suppose that the instance of 3-PARTITION has a solution \( I_{1},I_{2},\ldots ,I_{t}\). Without loss of generality, we assume that \( I_{j}=\{3j-2,3j-1,3j\}\), \(1\le j\le t\). We show that the permutation
$$\begin{aligned} \pi&= (3t+1,~1,2,3,~3t + 2,~4,5,6,~\ldots , \\&~3t+k,~3k-2,3k-1,3k,~\ldots , \\&~4t,~3t-2,3t-1,3t) \end{aligned}$$

and the vector \(\widehat{\mathbf{d}}\) of adjusted due dates,
$$\begin{aligned} \begin{array}{ll} \widehat{d}_{j}=C_{j}(\pi ),&1\le j\le 3t, \\ \widehat{d}_{3t+j}=d_{3t+j},&1\le j\le t, \end{array} \end{aligned}$$

define a feasible solution to the decision version of the reverse problem R.

                  Indeed, the due dates of all the jobs satisfy the boundaries \(\left[ d_{j}, \overline{d}_{j}\right] \), \(1\le j\le 4t\). The total processing time of each triple of normal jobs \(3k-2,3k-1,3k\) positioned in \(\pi \) between two partition jobs is \(B\) so that
$$\begin{aligned} L_{j}(\pi ,\widehat{\mathbf{d}})=C_{j}(\pi )-\widehat{d}_{j}=0,~~1\le j\le 4t, \end{aligned}$$

and the target value of \(L_{\max }\) is achieved.

                  To demonstrate that \(||\widehat{\mathbf{d}}-\mathbf{d}||_{2,\alpha }\le Y\) we use the following conditions
$$\begin{aligned} \begin{array}{ll} \widehat{d}_{j}-d_{j}=C_{j}(\pi )\le \left\lceil \frac{j}{3}\right\rceil (L+B),&1\le j\le 3t, \\ \widehat{d}_{j}-d_{j}=0,&3t+1\le j\le 4t. \end{array} \end{aligned}$$

It follows that
$$\begin{aligned} \left( ||\widehat{\mathbf{d}}-\mathbf{d}||_{2,\alpha }\right) ^{2}&= \sum _{j=1}^{3t}\alpha _{j}C_{j}^{2}(\pi )\le \sum _{k=1}^{t}(a_{3k-2}+a_{3k-1}+a_{3k})\\&\left[ k(L+B)\right] ^{2}=B(L+B)^{2}\sum _{k=1}^{t}k^{2} \\&= B(L+B)^{2}\times \frac{1}{6}t(t+1)(2t+1)=Y^{2}. \end{aligned}$$

On the other hand, suppose that \((\pi ,\widehat{\mathbf{d}})\) is a solution to the instance of the reverse problem with \(L_{\max }(\pi ,\widehat{\mathbf{d}})\le L^{*}\) and \(||\widehat{\mathbf{d}}-\mathbf{d}||_{2,\alpha }\le Y\). We denote by \(\mathcal N _{k}\) the subset of normal jobs that appear in \(\pi \) after the partition job \(3t+k\) and by \(P_{k}\) their total processing time. For completeness, we define \(P_{t+1}=0\). The following sequence of statements proves that 3-PARTITION has a solution.
	
                        1.
                        
                          There are no idle times in the schedule given by \(\pi \).

                        
                      
	
                        2.
                        
                          The partition jobs satisfy \(C_{j}(\pi )\le d_{j}\), \(3t+1\le j\le 4t\).

                        
                      
	
                        3.
                        
                          The partition jobs appear in permutation \(\pi \) in the order of their numbering.

                        
                      
	
                        4.
                        
                          The total processing time of the jobs in \(\mathcal N _{k}\) satisfies \(P_{k}\ge (t-k+1)B\).

                        
                      
	
                        5.
                        
                          The total processing time of the jobs in \(\mathcal N _{k}\) satisfies \(P_{k}\le (t-k+1)B\).

                        
                      
	
                        6.
                        
                          Between the two partition jobs \(3t+k\) and \(3t+k+1\), there are three normal jobs \(\mathcal N _{k}\backslash \mathcal N _{k+1}\), and their total processing time is \(B\).

                        
                      

Statement 1 is satisfied since the last job completes at time \( \sum _{j=1}^{4t}p_{j}=t(L+B)\) and it cannot exceed its adjusted due date bounded by \(\max _{1\le j\le 4t}\left\{ \overline{d}_{j}\right\} =t(L+B)\).

                  Statement 2 holds since \(\widehat{d}_{j} \)cannot exceed \(\overline{d}_{j} \) and \(\overline{d}_{j}=d_{j}\) for any partition job.

                  To prove Statement 3, suppose that for \(u<v\), a partition job \(3t+v\) appears before a partition job \(3t+u\). Let \(3t+v\) be the first partition job with this property. Then, taking into account that all the partition jobs are of length \(L\), \(C_{3t+u}(\pi )\ge (u+1)L\), which exceeds the maximum allowed due date \(\overline{d}_{3t+u}=uL+(u-1)B\):
$$\begin{aligned} C_{3t+u}(\pi )&-\overline{d}_{3t+u}\ge (u+1)L-uL-(u-1)\\ B&= L-(u-1)B>L-tB>0. \end{aligned}$$

To prove Statement 4, we consider the fragment of the schedule starting with the partition job \(3t+k\). Job \(3t+k\) is followed by \(t-k\) partition jobs of total length \(\left( t-k\right) L\) and by the normal jobs \(\mathcal N _{k}\) of total length \(P_{k}\). Due to Statement 1, the completion time of the last job is \(t(L+B)\):
$$\begin{aligned} C_{3t+k}(\pi )+\left( t-k\right) L+P_{k}=t(L+B). \end{aligned}$$

Since job \(3t+k\) should be completed no later than \(\overline{d} _{3t+k}=kL+(k-1)B\), we obtain:
$$\begin{aligned} P_{k}&= tB+kL-C_{3t+k}(\pi )\ge tB+kL-(kL+(k-1)B)\\&=(t-k+1)B. \end{aligned}$$

To prove Statement 5, we use the estimate:
$$\begin{aligned} \left( ||\widehat{\mathbf{d}}-\mathbf{d}||_{2,\alpha }\right) ^{2}&\ge \sum _{j=1}^{3t}\alpha _{j}C_{j}^{2}(\pi )\ge \sum _{k=1}^{t}(P_{k}-P_{k+1})(kL)^{2}\\&= L^{2}\sum _{k=1}^{t}(2k-1)P_{k}. \end{aligned}$$

Suppose that \(P_{z}\ge (t-z+1)B+1\) for some \(1\le z\le t\). Since for the remaining values, \(P_{k}\ge (t-k+1)B\) due to Statement 4, we obtain:
$$\begin{aligned} \left( ||\widehat{\mathbf{d}}-\mathbf{d}||_{2,\alpha }\right) ^{2}\ge L^{2}\left( B\sum _{k=1}^{t}(2k\!-\!1)(t\!-\!k\!+\!1)\!+\!\left( 2z-1\right) \right). \end{aligned}$$

We calculate the sum on the right-hand side:
$$\begin{aligned} \sum _{k=1}^{t}(2k-1)(t\!-\!k\!+\!1)&= \sum _{k=1}^{t}(2kt-2k^{2}+2k-t+k-1)\\&= \sum _{k=1}^{t}(\left( 2t+3\right) k-2k^{2})-t^{2}-t \\&= \left( 2t+3\right) \times \frac{1}{2}t(t+1)\\&-\frac{2}{6}t\left( t+1\right) (2t+1)-t^{2}-t \\&= \frac{1}{6}t\left( t+1\right) \left( 2t+1\right) +\frac{1}{6}t\left( t+1\right)\\&\times\,6-t^{2}-t=\frac{1}{6}t(t+1)(2t+1). \end{aligned}$$

It follows that
$$\begin{aligned} \left( ||\widehat{\mathbf{d}}-\mathbf{d}||_{2,\alpha }\right) ^{2}&\ge L^{2}\left( \frac{1}{6}t(t+1)(2t+1)B+\left( 2z-1\right) \right) \\&=L^{2}\left( M^{2}+(2z-1)\right) \\&\ge L^{2}\left( M^{2}+1\right) =L^{2}M^{2}+3BLM^{2}\\&>(L+B)^{2}M^{2}=Y^{2}, \end{aligned}$$

a contradiction to the assumption that \(||\widehat{\mathbf{d}}-\mathbf{d} ||_{2,\alpha }\le Y\).

                  As a consequence of Statements 4 and 5, we conclude that \(P_{j}=(t-j+1)B\), \( 1\le j\le t\). Hence, the normal jobs between the partition jobs \(3t+j\) and \( 3t+j+1\) have a total processing time \(B\), \(1\le j\le t-1\). Since \( B/4<p_{j}=a_{j}<B/2\) for \(1\le j\le 3t\), each such set must contain exactly three jobs. Thus, the splitting of the normal jobs into triples defines a solution to the instance of 3-PARTITION. \(\square \)
                  

                Notice that the proof can be easily extended for the case of equal upper bounds for all the due dates, i.e.,
$$\begin{aligned} \overline{d}_{j}=t(L+B)=\sum _{j=1}^{4t}p_{j},~~1\le j\le 4t. \end{aligned}$$

In spite of the large \(\overline{d}_{j}\), each partition job \(j\), \(3t+1\le j\le 4t\), is forced to be completed no later than \(d_{j}\) since completing it at time \(d_{j}+1\) or later incurs a high cost for adjusting \(\widehat{d} _{j}\) and results in \(||\widehat{\mathbf{d}}-\mathbf{d}||_{2,\alpha }\ge (L+B)M+1>Y\). Thus, the equivalent problem \(1||\sum \alpha _{j}T_{j}^{2}\) with unrestrictive deadlines is strongly NP-hard as well.


Rights and permissions
Reprints and permissions


About this article
Cite this article
Li, S.S., Brucker, P., Ng, C.T. et al. A note on reverse scheduling with maximum lateness objective.
                    J Sched 16, 417–422 (2013). https://doi.org/10.1007/s10951-013-0314-4
Download citation
	Received: 10 June 2011

	Accepted: 10 January 2013

	Published: 06 February 2013

	Issue Date: August 2013

	DOI: https://doi.org/10.1007/s10951-013-0314-4


Share this article
Anyone you share the following link with will be able to read this content:
Get shareable linkSorry, a shareable link is not currently available for this article.


Copy to clipboard

                            Provided by the Springer Nature SharedIt content-sharing initiative
                        


Keywords
	Reverse scheduling
	Maximum lateness








                    
                

            

            
                
                    

                    
                        
                            
    

                        

                    

                    
                        
                    


                    
                        
                            
                                
                            

                            
                                
                                    
                                        Access this article


                                        
                                            
                                                
                                                    
                                                        Log in via an institution
                                                        
                                                            
                                                        
                                                    
                                                

                                            
                                        

                                        
                                            
 
 
  
   
    
     
     
      Buy article PDF USD 39.95
     

    

    Price excludes VAT (USA)

     Tax calculation will be finalised during checkout.

    Instant access to the full article PDF.

   

  

  
 

 
  
   
    Rent this article via DeepDyve
     
      
     

   

  

  
 


                                        

                                        
                                            Institutional subscriptions
                                                
                                                    
                                                
                                            

                                        

                                    

                                
                            

                            
                                
    
        Advertisement

        
        

    






                            

                            

                            

                        

                    

                
            

        

    
    
    


    
        
            Search

            
                
                    
                        Search by keyword or author
                        
                            
                            
                                
                                    
                                
                                Search
                            
                        

                    

                
            

        

    



    
        Navigation

        	
                    
                        Find a journal
                    
                
	
                    
                        Publish with us
                    
                
	
                    
                        Track your research
                    
                


    


    
	
		
			
			
	
		
			
			
				Discover content

					Journals A-Z
	Books A-Z


			

			
			
				Publish with us

					Publish your research
	Open access publishing


			

			
			
				Products and services

					Our products
	Librarians
	Societies
	Partners and advertisers


			

			
			
				Our imprints

					Springer
	Nature Portfolio
	BMC
	Palgrave Macmillan
	Apress


			

			
		

	



		
		
		
	
		
				
						
						
							Your privacy choices/Manage cookies
						
					
	
						
							Your US state privacy rights
						
						
					
	
						
							Accessibility statement
						
						
					
	
						
							Terms and conditions
						
						
					
	
						
							Privacy policy
						
						
					
	
						
							Help and support
						
						
					


		
	
	
		
			
				
					
					44.202.179.42
				

				Not affiliated

			

		
	
	
		
			[image: Springer Nature]
		
	
	© 2024 Springer Nature




	






    