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Statistical and, subsequently, econometric inferences have not undergone a cumulative, progressive process. We have seen instead the emergence of a number of different views, which have often been confused with each other in textbook literature on the subject. It therefore makes sense to approach the issue from a historical-scientific angle rather than a systematic one. We intend, using the extraordinarily complex development as a basis, to give a historical overview of the emergence of concepts that are of particular importance from the point of view of cliometrics. We shall start by describing the beginnings of modern probability theory, along with its connection with other statistical approaches. The following overview covers the basic principles of the current concepts of inference developed by R. A. Fisher on one hand and by J. Neyman and E. S. Pearson on the other. Neo-Bayesian approaches have meanwhile been developed in parallel, although they were not taken into account during the initial founding phase of econometrics. A “classic” approach was instead adopted in this respect, albeit with an additional difficulty: the taking into account of time. Cliometrics initially followed a Bayesian approach, but this did not finally prevail. Following on from econometrics, a correspondingly classic, inference-based position was adopted. This chapter concludes with a reference to a fundamental critique of the classic position by Rudolf Kalman, which we also find very promising as an inference-related concept for cliometrics. We often quote authors directly, in an effort to portray developments more vividly.
Keywords
	Probability
	Inference
	Bayesianism
	Frequentism
	System theory




                                
                            

                            
                                
                                    
                                        
                                            
                                                
                                                   This is a preview of subscription content, log in via an institution.
                                                
                                            

                                        

                                    
                                
                                
                                    
                                        
                                            
                                        

                                    
                                
                            

                            

                            
                            
                                
                            


                            

                            

                            Notes
	1.Cf. Birnbaum (1962, 1968, 1977).


	2.Original author’s italics.


	3.Quoted from DuMouchel (1992, S. 527). The first edition was published in 1954. Cf. Savage (1954).


	4.A detailed treatment of the topic of this chapter can be found at Rahlf (1998) and Gigerenzer/Swijtink/Porter/Daston/Beatty/Krüger (1989).


	5.Stigler (1986, p. 122).


	6.See, for example, Yule (1895, 1896a, b) and Pearson (1898).


	7.F. Galton in a letter to K. Pearson of 18 Nov 1893, quoted by Stigler (1986, p. 336). Original author’s italics.


	8.Despite criticism, Pearson’s frequency curves soon became part of the standard repertoire of statistics.


	9.W. F. R. Weldon in a letter to F. Galton of 27 Jan 1895, quoted by Stigler (1986, p. 337).


	10.K. Pearson explicitly rejected the concept of inverse probability, although E. S. Pearson was of the view that he implicitly followed this approach on at least one occasion. Cf. Pearson (1898). “The basic of the approach used here is a little obscure and there seems to be implicit in it the classical concept of inverse probability” (Pearson 1967, p. 347), quoted by Dale (1991, p. 379). Pearson expressed himself most extensively on this issue in his paper The fundamental problem of practical statistics (1920), which has provoked different interpretations up to the present day. While Fisher (1922, p. 311), for example, believed he recognized a proof of Bayes’ theorem in it, Dale (1991, p. 388) considered this as a “totally inaccurate observation.” For further interpretations, cf. ibid., pp. 377–391. According to Stigler (1986, p. 345), Pearson worked on multiple occasions “[…] (implicitly) in a Bayesian framework.”


	11.Pearson (1898, p. 1f), quoted by Stigler (1986, p. 304).


	12.Cf. ibid., p. 373.


	13.Fisher (1922 [1992], p. 13), similar also to Fisher (1959, p. 34). There is in the case of Fisher (1956, p. 9) a (more or less) clear rejection of the Bayesian approach. He emphasized that he was “personally convinced” that “the theory of inverse probability is founded upon an error, and must be wholly rejected.”


	14.Fisher (1922 [1992], p. 13). Ambiguities such as these are characteristic of Fisher’s work. According to Geisser (1992, p. 4), Fisher subscribed – until at least 1912 – to approaches based on Bayesian logic. He then (p. 26f) explicitly rejected the validity of Bayes’ theorem. Cf. Barnard (1988) regarding this question.


	15.See supporting evidence in Savage (1976, p. 461). In Fisher (1959, p. 32), he emphasized, for example, that no probability of individual events could be established with such a definition.


	16.Savage (1976, p. 461) with corresponding supporting evidence. Savage observes in this respect: “Such a notion is hard to formulate mathematically, and indeed Fisher’s concept of probability remained very unclear, which must have contributed to his isolation from many other statistical theorists” (p. 462).


	17.Cf. Geisser (1992). Partly ambiguous terms such as “mean,” “standard deviation,” or “correlation coefficient” have remained in use to this day to indicate, in various contexts, either theoretical variables or estimators for these theoretical variables.


	18.Cf. Savage (1976, S. 462) with supporting evidence.


	19.Ibid., p. 466: “Nobody knows just what they mean […]. In a word, Fisher hopes by means of some process ─ the fiducial argument ─ to arrive at the equivalent of posterior distributions in a Bayesian argument without the introduction of prior distributions […].” We would like to join in with this criticism. As observed by Menges (1972, p. 275): “The fiducial concept considers the results of an observation as indisputable fact in this respect, and as the basis on which to build inference. It can thus do justice, in principle, to the historical character of social phenomena” (original author’s italics), although this also applies to Bayesian logic in our opinion.


	20.Such as Pearson’s chi-squared goodness-of-fit test of 1900, Student’s t-test, developed in 1908 and formalized by Fisher, or the F-test applied to the analysis of variance by Fisher.


	21.Fisher (1959, p. 41f). Fisher’s failure to include tables of P-values in his famous textbook Statistical Methods for Research Workers (rather than the tables of significance values that he did include) arose from the fact that K. Pearson held the copyright to the former. Cf. Watson (1983, p. 714).


	22.Pearson in a paper from 1939 quoted from Lehmann’s comments (1992, p. 68) on Neyman/Pearson (1933) (our italics).


	23.Ibid.


	24.Lehmann (1992, p. 68). This highly important aspect of the Neyman-Pearson theory is often not taken into account. As Borovcnik (1992, p. 92) rightly points out “[…] a frequency interpretation places too much emphasis on the α-error during testing, while the real trick with this method is to minimise the ß-error.”


	25.According to Lehmann (1992, p. 69f).


	26.We do not intend to go into the corresponding techniques here but refer instead to textbook literature on the subject.


	27.Neyman/Pearson (1933 [1992], p. 74). Kyburg (1985, p. 119) sums up their intention in the observation: “That says nothing about the case before us, but it may make us feel better.”


	28.Fisher (1955, S. 71).


	29.Cf. Lehmann (1993), for example.


	30.Johnstone (1986, p. 6) aptly describes the prevailing approach: “In general, tests of significance in practice follow Neyman formally, but Fisher philosophically. Formally, there is mention of ‘alternative’ hypotheses, errors ‘of the second kind’, and the ‘power’ of the test, which are terms due to Neyman (and his colleague Pearson). But philosophically, the result in a test, e.g. the result that the level of significance P equals 0.049, or that P is less than or equal to 5 %, is interpreted as a measure of evidence, which is the interpretation following Fisher, and denied repeatedly by Neyman.”


	31.Ramsey (1931a, b).


	32.Keynes (1921, S. 4), quoted by Kyburg/Smokler (1964, p. 9).


	33.Cf. de Finetti (1937).


	34.De Finetti (1981, p. 657).


	35.Jeffreys (1939, p. 8).


	36.Ibid., p. 401.


	37.Although the hypothesis can still be false in terms of rule 4.


	38.Barnard (1947, 1949). For historical development, see Berger/Wolpert (1988, p. 22ff).


	39.Birnbaum (1962). Cf. also Bjornstad (1992) on the following. A “standard” work on the subject is that of Berger/Wolpert (1988).


	40.Edwards/Lindman/Savage (1963 [1992]). Our intention from here on is to deal only with certain ideas without going into technical detail.


	41.Ibid., pp. 534–540.


	42.For example, Laplace (1812) and Edgeworth (1884).


	43.Ibid., p. 541. This is referred to as “stable estimation.”


	44.DuMouchel (1992, p. 521) points out that this approach is closely related to the “reference priors” subsequently proposed by other Bayesians for use in situations where little a priori information is available, which are also acceptable to classical statisticians.


	45.Edwards/Lindman/Savage (1963 [1992], p. 546).


	46.Bayesian literature does not adopt a uniform position regarding the need for a test theory.


	47.DuMouchel (1992, p. 523). Cf. example no. 3 in appendix A3 and also example no. 2 in appendix A4.


	48.General reference is made to Hodges (1990) in this respect.


	49.The following according to Iversen (1984, p. 31).


	50.Ibid.: “This is the way many users of confidence intervals want to interpret a confidence interval, but in classical statistical inference such an interpretation is not possible.”


	51.See above, p. 86f.


	52.Cf. Stegmüller (1973, p. 32ff, particularly p. 37).


	53.Howson (1995, p. 27).


	54.See above, p. 99.


	55.Lindley (1991, p. 493).


	56.Economic theories, from L. Walras to A. Marshall, started out from states of equilibrium, which were adapted, independently of historical context, by the same perpetual motives of human action. The economic laws contained in these theories were timeless.


	57.See above, p. 76 f.


	58.One of the few exceptions, who assigned independent significance to the trend, was S. Kuznets. See Kuznets (1930a, b) in particular.


	59.Even Tinbergen came to recognize that he “did not understand the role of the shocks as well as Frisch did” (Tinbergen in Magnus/Morgan (1987, p. 125)).


	60.The separation between the role of the mechanism and that of the shock was of great importance for the development of econometrics, even though Tinbergen regarded it critically in retrospect: “[…] I think that what interested economics most was not the shocks but the mechanism generating endogenous cycles, and it might very well be that we have overestimated the role of the mechanism. Maybe the shocks were really much more important. This problem was never solved, because the War came along and after the War we were not interested in business cycles anymore” (Tinbergen in Magnus/Morgan (1987, p. 125)).


	61.Cf. Kuznets (1934).


	62.See Epstein (1987, p. 75 note 39), Mirowski (1989, p. 234), and above all Boumans (1993). Even the statistician G. U. Yule, who was particularly involved in research in the field of time series analysis and its potential applications in economics, began his academic career in the study of electrical waves.


	63.Quoted from Mirowski (1991, p. 152). Frisch and Koopmans applied matrix calculus, which was being widely disseminated in physics in the mid-1920s, in the context of multiple regression analysis, to the field of econometrics, thereby making it more difficult for economists to comprehend the texts concerned. Cf. Mirowski (1989, p. 231).


	64.Research nevertheless still continued to take place in the “old” tradition, as econometrics began to develop. See, for example, Hotelling (1934), Schultz (1934), Greenstein (1935), and Regan (1936). Even the method of moving averages was still being recommended by Sasuly (1936) in this context.


	65.Keuzenkamp/Magnus (1995, p. 18).


	66.Heckman (1992, p. 881) also poses the question in this context, in criticism addressed to Morgan (1990): “Why was the Neyman-Pearson theory adopted as the paradigm of statistical inference in econometrics, and why were rival theories by Ronald Fisher and Harold Jeffreys less successful?”.


	67.Haavelmo (1994, p. 75).


	68.Haavelmo (1944, pp. 13, 22f, 24).


	69.Heckman (1992, p. 882). He gives reasons for Morgan’s overestimation of Haavelmo’s approach – rightly in our opinion – with the view, which can be traced back to the influence of Hendry, that these problems are generally solvable in the context of the Neyman-Pearson approach. This overestimation is also picked up by Malinvaud (1991, p. 635 need citation) and Zellner (1992, p. 220 need citation. Only Zellner 1971 is listed in references).


	70.See, for example, Sims (1980).


	71.They were also subject to the same statistical limitations, such as stationarity and linearity.


	72.Zellner (1971, p. 11).


	73.See references in Rahlf (1998).


	74.Leamer (1994, p. ix).


	75.Keuzenkamp (1995, p. 243) therefore uses, for Hendry’s approach, the more apposite term “diagnostic checks” rather than “diagnostic tests.”


	76.Cf. Usher (1949, p. 148 and p. 155, note 29).


	77.Fogel (1995, S. 49): “The leading history journals, even in economic history, initially refused to accept articles with complex tables and even after such articles began to be accepted, equations were absolutely forbidden.”


	78.Floud (1991, p. 452.


	79.Fogel/Elton (1983, S. 2), quoted by Floud(1991, p. 452.


	80.See above, p. 5.


	81.See also Fogel (1995, p. 52) on this subject: “By the early 1980s cliometric methods were so firmly established in certain fields of history that no scholar in these fields could afford to neglect them” (our italics).


	82.This is supported not least by the fact that cliometrics did emerge as an independent school of thought because an application for admission by a group of the founding fathers of cliometrics had been rejected by the Econometric Society. Cf. Hughes (1965).


	83.Conrad/Meyer (1958). The authors were at the time assistant professors of economics at Harvard. The expressions “starting gun” or “watershed” are therefore justified, since econometric methods were for the first time being applied to historical phenomena without any reference to the present.


	84.Cf. Conrad/Meyer (1964).


	85.Conrad/Meyer (1957).


	86.Cf. Conrad/Meyer (1957, p. 527.


	87.They refer here to an example given by Simon (1957) regarding the differing possible influences of the variables of weather, wheat harvest yield, and wheat price.


	88.Conrad/Meyer (1957, p. 147.


	89.They seek support, in this context, in the line of argument of H. Jeffreys.


	90.Conrad/Meyer (1957, p. 544). Specific examples can be found in Conrad/Meyer (1964).


	91.Bayesian approaches were not to find fertile ground in the field of econometrics until several years later. It must however be emphasized that the line of argument maintained by Conrad and Meyer contained various terms and concepts (they speak of objective tests and significant differences, before returning to probabilities of hypotheses and a “morass of subjectivism”) that cannot always be clearly differentiated from each other.


	92.We rely mainly on Kalman (1982a, b) in this respect. We are therefore not concerned with the application of the so-called Kalman filter to econometrics.


	93.Kalman (1982a, p. 19f). Original author’s italics.


	94.Ibid., p. 20.


	95.This sentence, which was supposed to appear in Kalman (1982c), was deleted at editorial request and included instead in Kalman (1982b, p. 194).


	96.Kalman (1982a, p. 23). Linearity and finiteness might be reasonable assumptions for such a system.


	97.Kalman (1982b, p. 162). Original author’s italics.


	98.Ibid., p. 171.


	99.Cf. ibid., p. 172.


	100.Kalman (1982a, pp. 26, 27). He describes the calculation of a constant parameter (e.g., in the context of the Phillips curve) as a “conceptual absurdity” (ibid.). Kalman consequently also rejects any causal interpretation. Cf. Kalman (1982b, p. 177), for example.





References
	Barnard G (1947) The meaning of a significance level. Biometrika 34:179–182
Article 
    
                    Google Scholar 
                

	Barnard G (1949) Statistical inference (with discussion). J R Stat Soc B 11:115–149

                    Google Scholar 
                

	Barnard G (1988) R. A. Fisher – a true Bayesian? Int Stat Rev 55:183–189
Article 
    
                    Google Scholar 
                

	Berger J, Wolpert R (1988) The likelihood principle, vol 6, 2nd edn, Lecture notes – monograph series. Institute of Mathematical Statistics, Hayward

                    Google Scholar 
                

	Birnbaum A (1962) On the foundations of statistical inference (with discussion). J Am Stat Assoc 57:269–306
Article 
    
                    Google Scholar 
                

	Birnbaum A (1968) Likelihood. In: Sills D (ed) International encyclopedia of the social sciences. Macmillan, New York, pp 299–301

                    Google Scholar 
                

	Birnbaum A (1977) The Neyman-Pearson theory as decision theory and as inference theory: with a criticism of the Lindley-Savage argument for Bayesian theory. Synthese 36:19–49
Article 
    
                    Google Scholar 
                

	Bjornstad J (1992) Introduction to Birnbaum (1962) on the foundations of statistical inference. In: Kotz S, Johnson N (eds) Breakthroughs in statistics. Bd. I. Foundations and basic theory. Springer, New York, pp 461–477

                        Google Scholar 
                

	Borovcnik M (1992) Stochastik im Wechselspiel von Intuitionen und Mathematik. Spektrum Akademischer Verlag, Mannheim

                        Google Scholar 
                

	Boumans M (1993) Paul Ehrenfest and Jan Tinbergen: a case of limited physics transfer. In: de Marchi N (ed) Non-natural social sciences: reflecting on the enterprise of ‘More heat than light’, vol 25, Supplement to history of political economy. Duke University Press, Durham/London, pp 131–156

                    Google Scholar 
                

	Burns AF, Mitchell WC (1946) Measuring business cycles. National Bureau of Economic Research, New York

                        Google Scholar 
                

	Conrad A, Meyer J (1957) Economic theory, statistical inference, and economic history. J Econ Hist 17:524–544

                    Google Scholar 
                

	Conrad A, Meyer J (1958) The economics of slavery in the antebellum south. J Political Econ 66:95–130
Article 
    
                    Google Scholar 
                

	Conrad A, Meyer J (eds) (1964) The economics of slavery. Studies in econometric history. Aldine, Chicago

                        Google Scholar 
                

	Dale A (1991) A history of inverse probability. From Thomas Bayes to Karl Pearson, vol 16, Studies in the history of mathematics and physical sciences. Springer, New York
Book 
    
                    Google Scholar 
                

	de Finetti B (1937) La prévision: Ses lois logiques, ses sources subjectives. Ann V Institut Henri Poincaré 1:1–68

                    Google Scholar 
                

	de Finetti B (1981) Wahrscheinlichkeitstheorie. Einführende Synthese mit kritischem Anhang. Oldenbourg, Wien/München

                        Google Scholar 
                

	DuMouchel W (1992) Introduction to Edwards, Lindman, Savage (1963) Bayesian statistical inference for psychological research. In: Kotz S, Johnson N (eds) Breakthroughs in statistics. Bd. 1. Foundations and basic theory. Springer, New York, pp 519–530

                        Google Scholar 
                

	Edgeworth FY (1884) The philosophy of chance. Mind 9/34:223–235
Article 
    
                    Google Scholar 
                

	Edwards W, Lindman H, Savage L (1963) Bayesian statistical inference for psychological research. Psychol Rev 70:193–242. [Reprinted in: Kotz S, Johnson N (1992) (eds) Breakthroughs in statistics. Bd. 1. Foundations and basic theory, New York]
Article 
    
                    Google Scholar 
                

	Epstein RJ (1987) A history of econometrics. North Holland, Amsterdam

                        Google Scholar 
                

	Ezekiel M (1928) Statistical analysis and the law’ of price. Q J Econ 42:199–227
Article 
    
                    Google Scholar 
                

	Fisher R (1922 [1992]) On the mathematical foundations of theoretical statistics. Philos Trans R Soc Lond A 222:309–368. [Reprinted in: Kotz S, Johnson N (1992) (eds) Breakthroughs in statistics. Bd. 1. Foundations and basic theory, New York

                        Google Scholar 
                

	Fisher R (1955) Statistical methods and scientific induction. J R Stat Soc B 17:69–78

                    Google Scholar 
                

	Fisher R (1956) Statistische Methoden für die Wissenschaft, 12. Aufl. Oliver and Boyd, Edinburg

                        Google Scholar 
                

	Fisher R (1959) Statistical methods and scientific inference. Oliver and Boyd (2nd ed.), London

                        Google Scholar 
                

	Floud R (1991) Cliometrics. In: Eatwell J, Milgate M, Newman P (eds) The new Palgrave. A dictionary of economics. Bd. 1, 2nd edn. Macmillan, London/New York/Tokyo, p 452–454

                        Google Scholar 
                

	Fogel R (1995) History with numbers: the American experience. In: Etemad B, Batou J, David T (eds) Pour une histoire économique et sociale internationale. Genéve: Ed. Passé Présent. Genf, p 47–56

                        Google Scholar 
                

	Fogel R, Elton G (1983) Which road to the past? Two views of history. Yale University Press, New Haven/London

                        Google Scholar 
                

	Friedman M, Schwartz A (1991) Alternatives approaches to analyzing economic data. Am Econ Rev 81/1:39–49

                    Google Scholar 
                

	Frisch R (1931) A method of decomposing an empirical series into its cyclical and progressive components. J Am Stat Assoc (Supplement) 26:73–78

                    Google Scholar 
                

	Frisch R (1933) Propagation problems and impulse problems in dynamic economics. In: Essays in honour of Gustav Cassel. Allen & Unwin, London

                        Google Scholar 
                

	Galton F (1888) Co-relations and their measurement. Proc R Soc Lond Ser 45:135–145

                    Google Scholar 
                

	Geisser S (1992) Introduction to Fisher (1922) On the mathematical foundations of theoretical statistics. In: Kotz S, Johnson N (eds) Breakthroughs in statistics. Bd. 1. Foundations and basic theory. Springer, New York, pp 1–10

                        Google Scholar 
                

	Gigerenzer G, Swijtink T, Porter T, Daston L, Beatty J, Krüger L (1989) The Empire of chance: how probability changed science and everyday life. Cambridge University Press, Cambridge/New York
Book 
    
                    Google Scholar 
                

	Gosset WS (1908) The probable error of a mean. Biometrika 6:1–25
Article 
    
                    Google Scholar 
                

	Graunt J (1662 [1939]) Natural and political observations made upon the bills of mortality. Edited with an introduction by Walter F. Willcox, John Hopkins University Press, Baltimore

                        Google Scholar 
                

	Greenstein B (1935) Periodogram analysis with special application to business failure in the U.S. 1867–1932. Econometrica 3:170–198
Article 
    
                    Google Scholar 
                

	Haavelmo T (1944) The probability approach in econometrics. Econometrica 12(Supplement):1–115

                    Google Scholar 
                

	Haavelmo T (1994) Ökonometrie und Wohlfahrtsstaat. Nobel-Lesung vom 7. Dezember 1989. In: Grüske K-D (Hg) Die Nobelpreisträger der ökonomischen Wissenschaft. Bd. 3. 1989–1993. Wirtschaft und Finanzen, Düsseldorf, pp 71–80

                        Google Scholar 
                

	Hall L (1925) A moving secular trend and moving integration. J Am Stat Assoc 20:13–24
Article 
    
                    Google Scholar 
                

	Halley E (1693) An estimate of the degrees of mortality of mankind drawn from curious tables of the births and funerals at the city of Breslau; with an attempt to ascertain the price of annuities upon lives. Philos Trans R Soc 17:596–610. Electronic reprint: http://www.pierre-marteau.com/editions/1693-mortality.html
            

	Heckman J (1992) Haavelmo and the birth of modern econometrics: a review of the history of econometric ideas by Mary Morgan. J Econ Lit 30:876–886

                    Google Scholar 
                

	Heckscher E (1939) Quantitative measurement in economic history. Q J Econ 53:167–193
Article 
    
                    Google Scholar 
                

	Hendry DF (2001) Econometrics: alchemy or science? 2nd edn. Oxford University Press, Oxford

                        Google Scholar 
                

	Hodges J (1990) Can/may Bayesians do pure tests of significance? In: Geisser S, Hodges J, Press S, Zellner A (eds) Bayesian and likelihood methods in statistics and econometrics. Essays in honor of George A. Barnard. Studies in Bayesian econometrics and statistics, vol 7. North Holland Publishing, New York, pp 75–90

                        Google Scholar 
                

	Hotelling H (1934) Analysis and correlation of time series. Econometrica 2:211

                    Google Scholar 
                

	Howson C (1995) Theories of probability. Br J Philos Sci 46:1–32
Article 
    
                    Google Scholar 
                

	Hughes J (1965) A note in defense of Clio. Explor Entrep Hist 3:154

                    Google Scholar 
                

	Iversen G (1984) Bayesian statistical inference. Sage Publications, Newbury Park

                        Google Scholar 
                

	Jeffreys H (1939) Theory of probability. The Clarendon Press, London/New York

                        Google Scholar 
                

	Johnstone D (1986) Tests of significance in theory and practice (with discussion). Statistician 35:491–504
Article 
    
                    Google Scholar 
                

	Kalman R (1982a) Dynamic econometric models: a system-theoretic critique. In: Szegö G (ed) New quantitative techniques for economic analysis. Academic, New York, pp 19–28

                    Google Scholar 
                

	Kalman R (1982b) Identification from real data. In: Hazewinkel M, Rinnooy Kan A (eds) Current developments in the interface: economics, econometrics and mathematics. Reidel, Dordrecht, pp 161–196

                        Google Scholar 
                

	Kalman R (1982c) Identifiability and problems of model selection in econometrics. In: Hildenbrand W (Hg) Advances in econometrics. Cambridge University Press, Cambridge

                        Google Scholar 
                

	Kempthorne O (1971) Comment on ‘Applications of statistical inference to physics’. In: Godambe V, Sprott D (eds) Foundations of statistical inference. Holt, Rinehart and Winston of Canada, Toronto, pp 286–287

                    Google Scholar 
                

	Keuzenkamp H (1995) The econometrics of the Holy Grail – a review of Econometrics: alchemy or science? Essays in econometric methodology. J Econ Surv 9:233–248
Article 
    
                    Google Scholar 
                

	Keuzenkamp H, Magnus J (1995) On tests and significance in econometrics. J Econ 67:5–24
Article 
    
                    Google Scholar 
                

	Keynes J (1921) A treatise on probability. Macmillan, London

                    Google Scholar 
                

	Koopmans T (1941) The logic of econometric business-cycle research. J Political Econ 49:157–181
Article 
    
                    Google Scholar 
                

	Kuznets S (1928a) On moving correlation of time sequences. J Am Stat Assoc 23:121–136
Article 
    
                    Google Scholar 
                

	Kuznets S (1928b) On the analysis of time series. J Am Stat Assoc 23:398–410
Article 
    
                    Google Scholar 
                

	Kuznets S (1929) Random events and cyclical oscillations. J Am Stat Assoc 24:258–275

                        Google Scholar 
                

	Kuznets S (1930a) Secular movements in production and prices. Houghton Mifflin, Boston/New York

                        Google Scholar 
                

	Kuznets S (1930b) Wesen und Bedeutung des Trends. Zur Theorie der säkularen Bewegung. Veröffentlichungen der Frankfurter Gesellschaft für Konjunkturforschung. Bonn, Schroeder

                        Google Scholar 
                

	Kuznets S (1934) Time series. In: Seligman E, Johnson A (eds) Encyclopedia of the social sciences. Bd. 13. Macmillan, New York, pp 629–636

                        Google Scholar 
                

	Kyburg H (1985) Logic of statistical reasoning. In: Kotz S, Johnson N (eds) Encyclopedia of statistical sciences. Bd. 5. Wiley, New York, pp 117–122

                        Google Scholar 
                

	Kyburg H, Smokler H (eds) (1964) Studies in subjective probability. Wiley, New York

                    Google Scholar 
                

	Laplace P-S (1812) Théorie analytique des probabilités. Courcier, Paris. https://archive.org/details/thorieanalytiqu01laplgoog
            

	Leamer EE (1994) Introduction. In: Leamer EE (ed) Sturdy econometrics. Elgar, Aldershot, pp ix–xvi

                        Google Scholar 
                

	Lehmann E (1992) Introduction to Neyman and Pearson (1933) On the problem of the most efficient tests of statistical hypotheses. In: Kotz S, Johnson N (eds) Breakthroughs in statistics. Bd. 1. Foundations and basic theory. Springer, New York, pp 67–72
Chapter 
    
                    Google Scholar 
                

	Lehmann EL (1993) The Fisher, Neyman-Pearson theories of testing hypotheses: one theory or two. J Am Stat Assoc 88:1242–1249
Article 
    
                    Google Scholar 
                

	Lindley D (1991) Statistical inference. In: Eatwell J, Milgate M, Newman P (eds) The new Palgrave. A dictionary of economics, vol 4, 2. Aufl. Macmillan, London/New York/Tokyo, pp 490–493

                        Google Scholar 
                

	Malinvaud E (1991) Review of Morgan, Morgan M (1990) The history of econometric ideas, Economic Journal 101:634–636

                        Google Scholar 
                

	Magnus J, Morgan M (1987) The ET interview: Professor J. Tinbergen. Econ Theory 3:117–142
Article 
    
                    Google Scholar 
                

	Marshak J (1950) Statistical inference in economics. In: Koopmans T (ed) Statistical inference in dynamic economic models. Wiley, New York

                    Google Scholar 
                

	Menges G (1972) Grundriß der Statistik. 1. Theorie, 2nd edn. Westdeutscher Verlag, Opladen

                        Google Scholar 
                

	Mirowski P (1989) The probabilistic counter revolution, or how stochastic concepts came to neoclassical economic theory. Oxf Econ Pap 41:217–235

                    Google Scholar 
                

	Mirowski P (1991) The when, the how and the why of mathematical expression in the history of economic analysis. J Econ Perspect 5:145–157
Article 
    
                    Google Scholar 
                

	Morgan M (1990) The history of econometric ideas. Cambridge University Press, Cambridge
Book 
    
                    Google Scholar 
                

	Neyman J (1937) Outline of a theory of statistical estimation based on the classical theory of probability. Philos Trans R Soc Lond, Ser A, Math Phys Sci 236/767:333–380
Article 
    
                    Google Scholar 
                

	Neyman J, Pearson ES (1928a) On the use and interpretation of certain test criteria for purposes of statistical inference. Part I. Biometrika 20A:175–240

                    Google Scholar 
                

	Neyman J, Pearson ES (1928b) On the use and interpretation of certain test criteria for purposes of statistical inference. Part II”. Biometrika 20A:263–294

                    Google Scholar 
                

	Neyman J, Pearson ES (1933) On the problem of the most efficient tests of statistical hypotheses. Philos Trans R Soc Lond, Ser A, containing papers of a mathematical or physical character 231:289–337. [Reprinted in: Kotz S, Johnson N (1992) (eds) Breakthroughs in statistics. Bd. 1. Foundations and basic theory, New York]

                        Google Scholar 
                

	Pearson K (1894) Contributions to the mathematical theory of evolution. Philos Trans R Soc Lond 85:71–110
Article 
    
                    Google Scholar 
                

	Pearson K (1895) Contributions to the mathematical theory of evolution. II. Skew variation in homogeneous material. Philos Trans R Soc Lond 186:343–414
Article 
    
                    Google Scholar 
                

	Pearson K (1898) Mathematical contributions to the theory of evolution: on the law of ancestral heredity. Proc R Soc Lond 62:386–412
Article 
    
                    Google Scholar 
                

	Pearson K (1920) The fundamental problem of practical statistics. Biometrika 13/1:1–16
Article 
    
                    Google Scholar 
                

	Pearson ES (1967) Some reflections on continuity in the development of mathematical statistics, 1885-1920, Biometrica 52:3–18

                        Google Scholar 
                

	Popper K (1990) A world of propensities. Thoemmes, Bristol

                    Google Scholar 
                

	Pratt J (1971) Comment on: ‘probability, statistics and knowledge business’ by O. Kempthorne. In: Godambe V, Sprott D (eds) Foundations of statistical inference. Holt, Rinehart and Winston, Toronto

                        Google Scholar 
                

	Rahlf T (1998) Deskription und Inferenz Methodologische Konzepte in der Statistik und Ökonometrie, vol 9, Historical social research supplement. Zentrum für Historische Sozialforschung, Köln

                    Google Scholar 
                

	Ramsey F (1931a) Truth and probability (1926). In: Braithwaite R (ed) The foundations of mathematics and other logical essays by Frank Plumpton Ramsey. International Library of Psychology, Philosophy and Scientific Method, London. [Reprinted in Kyburg, Smokler (1964)]

                    Google Scholar 
                

	Ramsey F (1931b) Further considerations (1928). In: Braithwaite R (ed) The foundations of mathematics and other logical essays by Frank Plumpton Ramsey. International Library of Psychology, Philosophy and Scientific Method, London, pp 199–211

                    Google Scholar 
                

	Regan F (1936) The admissibility of time series. Econometrica 4:189

                    Google Scholar 
                

	Robbins H (1955) An empirical Bayes approach to statistics. In: Neyman J (ed) Proceedings of the 3rd Berkeley symposium on mathematical and statistical probability, University of California. Statistical Laboratory: University of California Press, vol 1, pp 157–163. [Reprinted in Kotz/Johnson (1992)]

                        Google Scholar 
                

	Sasuly M (1936) A method of smoothing economic time series by moving averages. Econometrica 4:206

                    Google Scholar 
                

	Savage L (1954) The foundations of statistics. Wiley, New York

                        Google Scholar 
                

	Savage L (1976) On rereading R. A. Fisher (with discussion). Ann Stat 4:441–500
Article 
    
                    Google Scholar 
                

	Schultz H (1934) Discussion of the question ‘Is the theory of harmonic oscillations useful in the study of business cycles?’. Econometrica 2:189

                    Google Scholar 
                

	Sims C (1980) Macroeconomics and reality. Econometrica 48:1–48
Article 
    
                    Google Scholar 
                

	Simon H (1957) Models of man. Wiley, New York

                        Google Scholar 
                

	Slutzky E (1937) The summation of random causes as the source of cyclic processes. Econometrica 5:105–146 [originally published in Russian 1927]
Article 
    
                    Google Scholar 
                

	Stegmüller W (1973) Personelle und Statistische Wahrscheinlichkeit. Erster Halbband: Personelle Wahrscheinlichkeit und Rationale Entscheidung. Zweiter Halbband. Statistisches Schließen, Statistische Begründung, Statistische Analyse. Probleme und Resultate der Wissenschaftstheorie und Analytischen Philosophie IV. Springer, Berlin/Heidelberg/New York

                        Google Scholar 
                

	Stigler S (1986) The history of statistics: the measurement of uncertainty before 1900. Belknap Press of Harvard University Press, Cambridge, MA

                    Google Scholar 
                

	Usher A (1949) The significance of modern empiricism for history and economics. J Econ Hist 9:131–155

                    Google Scholar 
                

	von Mises R (1951) Wahrscheinlichkeit, Statistik und Wahrheit. Springer, Wien
Book 
    
                    Google Scholar 
                

	Wald A (1950) Statistical decision functions. Wiley, New York

                    Google Scholar 
                

	Watson G (1983) Hypothesis testing. In: Kotz S, Johnson N (eds) Encyclopedia of statistical sciences. Bd. 3. Wiley, New York, pp 712–722

                    Google Scholar 
                

	Yule GY (1895) On the correlation of total pauperism with proportion of out-relief, I: all ages. Econ J 5:603–611
Article 
    
                    Google Scholar 
                

	Yule GU (1896a) Notes on the history of pauperism in England and Wales from 1850, treated by the method of frequency-curves; with an introduction on the method. J R Stat Soc 59/2:318–357
Article 
    
                    Google Scholar 
                

	Yule GY (1896b) On the correlation of total pauperism with proportion of out-relief, II: males over sixty-five. Econ J 6:613–623
Article 
    
                    Google Scholar 
                

	Yule GY (1927) On a method of investigating the periodicities of disturbed series, with special reference to Wolfer’s sunspot numbers. Philos Trans R Soc A 226(1927):267–298
Article 
    
                    Google Scholar 
                

	Zellner A (1971) An introduction to Bayesian statistics in econometrics. Wiley, New York

                    Google Scholar 
                

	Zellner A (1992) Review of Morgan, Morgan M (1990) The history of econometric ideas, Journal of Political Economy 100:218–222

                        Google Scholar 
                


Recommended Reading
	The best starting point is still Gigerenzer et al. (1989). See Cited Literature. Other helpful overviews are:

                        Google Scholar 
                

	Cohen IB (2005) The triumph of numbers: how counting shaped modern life. W. W. Norton, New York

                    Google Scholar 
                

	Kotz S, Johnson NL (1992) (eds) Breakthroughs in statistics, 1. Foundations and basic theory. 2. Methodology and distribution. Springer series in statistics. Springer, New York

                        Google Scholar 
                

	Lenhard J (2006) Models and statistical inference: the controversy between Fisher and Neyman-Pearson. Br J Philos Sci 57:69–91
Article 
    
                    Google Scholar 
                

	Salsburg D (2001) The lady tasting tea: how Statistics Revolutionized Science in the Twentieth Century. Freeman, New York

                    Google Scholar 
                

	Sprenger J (2014) Bayesianism vs. frequentism in statistical inference. In: Hájek A, Hitchcock C (eds) Handbook of the philosophy of probability. Oxford University Press, Oxford

                    Google Scholar 
                

	Sprenger J, Hartmann S (2001) Mathematics and statistics in the social sciences. In: Jarvie IC, Bonilla JZ (eds) The SAGE handbook of the philosophy of social sciences. Sage, London, pp 594–612

                    Google Scholar 
                

	Stigler SM (1999) Statistics on the table: the history of statistical concepts and methods. Harvard University Press, Cambridge, MA

                    Google Scholar 
                


Download references




Author information
Authors and Affiliations
	German Research Foundation, Bonn, 53170, Germany
Dr. Thomas Rahlf


Authors	Dr. Thomas RahlfView author publications
You can also search for this author in
                        PubMed Google Scholar





Corresponding author
Correspondence to
                Thomas Rahlf .


Editor information
Editors and Affiliations
	BETA/CNRS (UMR 7522), University of Strasbourg Institute for Advanced Study, Strasbourg Cedex, France
Claude Diebolt 

	University of Wisconsin Department of Economics, La Crosse, Wisconsin, USA
Michael Haupert 




Rights and permissions
Reprints and permissions


Copyright information
© 2014 Springer-Verlag Berlin Heidelberg


About this entry
Cite this entry
Rahlf, T. (2014).  Statistical Inference.

                     In: Diebolt, C., Haupert, M. (eds) Handbook of Cliometrics. Springer, Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-40458-0_16-1
Download citation
	.RIS
	.ENW
	.BIB

	DOI: https://doi.org/10.1007/978-3-642-40458-0_16-1

	Received: 18 February 2014

	Accepted: 18 February 2014

	Published: 11 April 2014

	
                            Publisher Name: Springer, Berlin, Heidelberg

	
                                Online ISBN: 978-3-642-40458-0

	eBook Packages: Springer Reference Economics and FinanceReference Module Humanities and Social SciencesReference Module Business, Economics and Social Sciences







Publish with us
Policies and ethics



                            
                            
    
        
            Chapter history

            
                	
                            
                                Latest

                            
                            
                            Statistical Inference
                            	Published: 
	05 December 2014


                            DOI: https://doi.org/10.1007/978-3-642-40458-0_16-2

                        
	
                            
                            
                                Original

                            
                            Statistical Inference
                            	Published: 
	11 April 2014


                            DOI: https://doi.org/10.1007/978-3-642-40458-0_16-1

                        


            

        

    

                        

                    
                
                
                    
                        
                            
                                
                                    
                                        
                                            Access via your institution
                                            
                                                
                                            
                                        
                                    

                                
                            
                        
                        
                            
                        


                        
                            
                        


                        
                            

                                
                                    
                                        
                                            
                                        

                                    
                                

                                

                                

                                

                            

                        

                    
                

            
    

        
    


    
        
            Search

            
                
                    
                        Search by keyword or author
                        
                            
                            
                                
                                    
                                
                                Search
                            
                        

                    

                
            

        

    



    
        Navigation

        	
                    
                        Find a journal
                    
                
	
                    
                        Publish with us
                    
                
	
                    
                        Track your research
                    
                


    


    
	
		
			
			
	
		
			
			
				Discover content

					Journals A-Z
	Books A-Z


			

			
			
				Publish with us

					Publish your research
	Open access publishing


			

			
			
				Products and services

					Our products
	Librarians
	Societies
	Partners and advertisers


			

			
			
				Our imprints

					Springer
	Nature Portfolio
	BMC
	Palgrave Macmillan
	Apress


			

			
		

	



		
		
		
	
		
				
						
						
							Your privacy choices/Manage cookies
						
					
	
						
							Your US state privacy rights
						
						
					
	
						
							Accessibility statement
						
						
					
	
						
							Terms and conditions
						
						
					
	
						
							Privacy policy
						
						
					
	
						
							Help and support
						
						
					


		
	
	
		
			
				
					
					54.226.229.159
				

				Not affiliated

			

		
	
	
		
			[image: Springer Nature]
		
	
	© 2024 Springer Nature




	





    

    
    
    


