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Almost all aspects of life are organized at the molecular level, and if we do
not understand molecules, our comprehension of life will be very incomplete

Francis Crick



Preface

Molecular biology is a relatively new science that emerged from the advances in biochemistry
of the 1940s and 1950s, when the structure of the nucleic acids and proteins were elucidated.
With progress in the 1970s in nucleic acid enzymology and the discovery of the restriction
enzymes, the tools of molecular biology became widely available and were applied to cell biol-
ogy to study how genes are regulated. This new knowledge impacted endocrinology and repro-
ductive biology, since it was largely known that the secretion of the internal glands affected
phenotypes, and therefore expression of genes. In 1982 the first edition of “Molecular Cloning:
A Laboratory Manual,” (Maniatis, Fritch and Sambrook) was published, offering researchers
the first organized collection of protocols for molecular techniques. It was the application of
these techniques by endocrinologists that gave birth to molecular endocrinology. From then on,
the use of these modern tools not only shed light on fundamental questions in endocrinology
and reproductive biology, but also has become central to scientific studies in all living mat-
ter, impacting disciplines such as human and veterinary medicine and related health sciences,
including animal, agriculture and environmental sciences. Thus, modern reproductive biology
encompasses every level of biological study from genomics to ecology, taking in a great deal
of cell biology, biochemistry, endocrinology and general physiology. All of these disciplines
require a basic knowledge, both as a tool and as essential aid to fundamental understanding the
principles of life in health and disease.

Graduate students enter into reproductive biology programs with very varied backgrounds
and in many cases their knowledge requires updates to allow them to appreciate the full
potential of the field. This is particularly true for the students with professional degrees
because the need to concentrate on information that often leads to the conclusion that
molecular biology is all too esoteric. Hence the purpose of this book is to serve the needs of
students and professionals to encourage them to integrate the extensive knowledge that they
already have with a field that they often find off-putting because of its unfamiliar concepts and
terminology. In this book, the basic biochemistry of nucleic acids and proteins are reviewed.
Methodologies used to study signaling and gene regulation in the endocrine/reproductive
system are also discussed. Topics include the basis and tools of molecular biology regulation
of reproductive hormones, organs and tissues, and several endocrine disorders affecting the
reproductive system. We believe that graduate students and professionals in the medical,
veterinary and animal sciences fields will find this book an exciting and stimulating material
that will enhance the breadth and quality of research.

Saskatoon, SK Pedro J. Chedrese
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Part I
The Basis for Molecular Reproductive Biology



Chapter 1

Introduction to the Molecular Organization
of the Endocrine/Reproductive System

Pedro J. Chedrese

1.1 Introduction

The endocrine system developed during evolution from
single cells to multi-cellular organisms as a means of commu-
nication through chemical signals that coordinates multiple
organic functions. The investigation of these chemical signals
in the early years of the twentieth century gave origin to the
science of endocrinology, which refers to the study of a group
of specialized secretory organs called endocrine glands that
deliver their products, called hormones or first messengers,
directly into the interstitial space and enter the circulatory
system. Endocrine glands are called internal glands to dif-
ferentiate from exocrine glands, which deliver their products
through ducts into the gastrointestinal tract or outside the
body.

In the early 1930 s, anatomical and functional studies
demonstrated that hormones affect the nervous system, and
that the endocrine system is both directly and indirectly
controlled by the nervous system. The nervous system is
organized as a cellular network, with axons directing infor-
mation via chemical mediators called neurotransmitters that
are secreted into the closed space of the synapse and act on
targets located on the efferent side of the cleft. Neurotrans-
mitters can also diffuse into the extracellular space, enter the
circulatory system, and act outside of the synaptic cleft as
classical hormones on distant target organs. The neurotrans-
mitters that act outside of the synaptic cleft are called neuro-
hormones. It is now known that neurohormones secreted by
the hypothalamus, which is anatomically related to the pitu-
itary gland, are the signals that integrate the endocrine sys-
tem into one functional unit controlled by the central nervous
system (CNS). Hence, the term neuroendocrinology was
incorporated into endocrinology and is defined as the study

P.J. Chedrese (B)
Department of Biology, University of Saskatchewan College of Arts
and Science, Saskatoon, SK, Canada
e-mail: jorge.chedrese@usask.ca

of the relationship between the nervous system and the
endocrine system.

From the evolutionary perspective, the endocrine sys-
tem provided an internal stable environment to the primitive
organism. Thus, the development of the endocrine system
preceded the development of the CNS that requires con-
ditions of internal constancy for normal functioning of its
highly specialized cells. The CNS further evolved develop-
ing a sensorial system of visual, olfactory, auditory, and tac-
tile perceptions, which are linked to the endocrine system.
Accordingly, the endocrine glands respond to the nervous
system by secreting hormones and other extracellular sig-
naling molecules that interact with chemically defined cel-
lular structures called receptors located within target organs.
Recognition of hormones by specific receptors triggers a
cascade of reactions that involve the synthesis and/or mobi-
lization of a second group of molecules called intracellu-
lar second messengers, which ultimately affect expression
of genes and elicit biological responses. From studies on
the molecular mechanisms by which endocrine signaling
molecules affect expression of genes emerged the science of
molecular endocrinology, which is defined as the study of
hormone action at the cellular and molecular levels.

In this introductory chapter the classic and current con-
cepts of endocrinology will be reviewed, focusing on the
molecules that regulate reproduction and how they are orga-
nized within the context of the endocrine system.

1.2 The Endocrine System: Classical
and Current Concepts

The classically described endocrine glands include the
hypothalamus,pituitary,pineal, thyroid,parathyroid,adrenals,
pancreatic Islets of Langerhans, and gonads. Although some
of these glands would seem unrelated to the reproductive sys-
tem, most of them, directly or indirectly, affect reproduction.
Important concepts to consider are that some cells and non-
glandular tissues can produce, convert, or secrete hormones or

P.J. Chedrese (ed.), Reproductive Endocrinology,
DOI 10.1007/978-0-387-88186-7 1, C© Springer Science+Business Media, LLC 2009
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4 P.J. Chedrese

hormone-like substances. In addition, virtually every organ in
the body have endocrine capabilities related to their primary
functions, including the brain, placenta, thymus, kidney, heart,
blood vessels, skin and adipose tissue.

1.2.1 Hormones and Hormone-Targets

The term hormone derives from the Greek verb hormaein,
which means “to excite or to set in motion.” The classi-
cal endocrine definition is that hormones are extracellular
signaling molecules synthesized and secreted by specialized
cells that are released into the circulatory system to exert
specific biochemical actions on target cells located at distant
sites (Fig. 1.1A). The main functional features that character-
ize hormones are that they

• do not initiate new functions, but regulate already estab-
lished cellular processes;

• have relatively brief effects and fluctuate in concentration,
responding to immediate physiological requirements.
Albeit, in some cases hormones may cause permanent
changes, such as sex differentiation, that persist even
when the hormone is no longer required;

• have specific and sensitive effects that influence unique
cellular responses at very low concentrations;

• trigger a cascade of amplifying mechanisms, meaning that
a small amount of hormone induces the release of a larger
amount of hormone and/or intracellular metabolites in the
target cells until physiological demands are met.

Once hormones reach target tissues, they interact with
receptor molecules that are hormone specific. Receptors have
high affinity for the hormone and the capacity to discrim-
inate between hundreds of other regulatory molecules that

Fig. 1.1 Signaling in the endocrine/reproductive system. (A) Endocrine
signaling: signals are released into the blood and exert actions at dis-
tant sites. (B) Paracrine signaling: signals diffuse from one cell type to
a target cell located in proximity within the same organ. (C) Neuro-
crine (or synaptic) signaling: signals can be secreted either by neurons,
as a neurotransmitter, or by an endocrine gland as a classic hormone.
(D) Autocrine signaling: signals are produced by a cell population and
regulate the same population of cells. (E) Juxtacrine signaling: the sig-
nal is a plasma membrane-bound peptide that binds to a receptor in a
cell of close proximity. (F) Intracrine signaling: an endocrine inactive

precursor (Hi) generated in one organ reach a target organ where it is
transformed into an endocrine active compound (Ha). (G) Cryptocrine
signaling: the signaling molecule is synthesized and exerts its action into
a closed cellular environment without extracellular release. (H) Phero-
crine and photocrine signaling: in the pherocrine system, pheromones
are secreted into the environment targeting individuals of the same
species. In the photocrine system, daylight affects structures within the
eye and signals are transmitted to the brain influencing the reproductive
cycles
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circulate in the blood stream and are diffused throughout
the body. The receptor affinity for the hormone must be
high enough in relation to hormone concentration in the
blood; thus, the amount of hormone bound to its receptor
will change in response to changes in the level of hormone
in circulation.

The endocrine system can further ensure specificity by
directly secreting hormones into confined areas, such as the
interstitial spaces or synaptic clefts. In this way, bloodstream
dilution is avoided and effective hormonal concentrations
are established at the receptor level. Therefore, hormones
with affinity for widely distributed receptors are able to elicit
specific biological responses within limited spaces without
affecting other tissues. Accordingly, the classical defini-
tion of hormone has been extended to include other extra-
cellular signaling molecules, such as regulatory peptides,
growth factors, and neurotransmitters that are locally syn-
thesized and do not act by the classical endocrine signaling
mode. In general, while all hormones are considered extra-
cellular signaling molecules, not all extracellular signal-
ing molecules are considered hormones, although the terms
are commonly used interchangeably in the literature. There-
fore, in addition to the classical endocrine signaling mode,
the interaction between extracellular signaling molecules
and their targets include other signaling modes termed
paracrine, neurocrine, autocrine, juxtacrine, intracrine, and
cryptocrine.

Paracrine signaling (Fig. 1.1B): the cells that produce the
extracellular signaling molecules are in close proximity to
the target cells. Examples of paracrine signaling include: the
androgenic steroid hormone testosterone that is synthesized
by the Leydig cells of the testis and stimulates spermatoge-
nesis in the adjacent seminiferous tubules; and the polypep-
tide hormone insulin that is synthesized in the β-cells of the
pancreatic Islets of Langerhans and stimulates secretion of
glucagon produced by the adjacent α-cells.

Neurocrine signaling (Fig. 1.1C): the extracellular sig-
naling molecules are peptides or amines that are secreted
by the neurons as either a neurotransmitter or a neuro-
hormone (Table 1.1). A classic example of neurosecre-
tion is the hypothalamic-releasing hormone, gonadotropin-
releasing hormone (GnRH) that reaches the pituitary gland
through the porta-hypophyseal circulation and stimulates
gonadotrope cells to synthesize and release the follicle-
stimulating hormone (FSH) and the luteinizing hormone
(LH). Other examples of neurosecretory regulation include
the neuropeptides secreted by the posterior lobe of the pitu-
itary gland. They include vasopressin, also called antidiuretic
hormone (ADH), and oxytocin, which are both synthesized
by hypothalamic neurons and transported to the pituitary neu-
ral lobe by axoplasmic flow. They are then released as hor-
mones into the general circulation to regulate functions in
remote organs. ADH increases water reabsorption by the kid-
neys and oxytocin regulates contraction of the uterus during
parturition and milk ejection in the mammary gland during
breastfeeding.

Autocrine signaling (Fig. 1.1D): the extracellular signal-
ing molecules produced by a cell population also regulate the
same cell population. Within the reproductive system, 17β-
estradiol, synthesized by the granulosa cells of the ovarian
follicle, regulates progesterone synthesis and cell growth in
the same population of granulosa cells. Tumor cells acquire
autocrine growth control by producing their own hormonal
growth factors, making the cells independent of the physio-
logical regulators of proliferation.

Juxtacrine signaling (Fig. 1.1E): the extracellular sig-
naling molecules are membrane-bound peptides that bind
to cell receptors located in close proximity. Intercellu-
lar communication is transmitted via membrane com-
ponents and signaling may affect either the emitting
cell or transmembrane-linked adjacent cells. Unlike other
modes of cell signaling, juxtacrine signaling requires

Table 1.1 Endocrine signaling molecules of the CNS

Signaling molecule Structure Action

Thyrotropin-releasing hormone (TRH) Tripeptide ↑TSH, PRL
Gonadotropin-releasing hormone (GnRH or LHRH) Decapeptide ↑FSH and LH
Growth hormone inhibiting hormone (GHIH) or somatostatin 14-amino acid peptide ↓GH
Corticotropin-releasing factor (CRF) 41-amino acid peptide ↑ACTH
GH releasing factor (GHRF) 44-amino acid peptide ↑GH
Pituitary adenylate cyclase-activating peptide (PACAP) 27- or 38-amino acid peptide ↑LH, PRL, GH, ACTH
Dopamine Amine ↑GH; ↓PRL
Epinephrine Amine ↑GnRH
Norepinephrine Amine ↑GnRH
γ-aminobutyric acid (GABA) Amine ↓PRL
Opioids Peptides ↓GnRH
Vasointestinal peptide (VIP) Peptide ↑ PRL

ACTH: adrenocorticotropic hormone; FSH: follicle-stimulating hormone; GH: growth hormone; LH: luteinizing hormone;
PRL: prolactin; TSH: thyroid-stimulating hormone.
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physical contact between the cells involved. The pep-
tide must remain attached to the membrane; other-
wise if it is cleaved to yield a free molecule, the
signal activity is lost. Juxtacrine extracellular signaling
molecules include many growth factors, such as epider-
mal growth factors (EGF), transforming growth factor-α
(TGF-α), tumor necrosis factor-α (TNF-α), and colony stim-
ulating factor-1 (CSF-1).

Intracrine signaling (Fig. 1.1F): endocrine-active
enzymes in target cells transform the extracellular signaling
molecules. Endocrine-active target cells not only express
enzymes that synthesize active hormones, but also express
enzymes that inactivate them. Therefore, intracrine signaling
modulates hormone concentrations according to the needs of
the tissues. The overall contribution of intracrine signaling
to the regulation of steroid synthesis is significant, since
40% of all androgens in males and 75–100% of estrogens in
postmenopausal females originate from adrenal steroids that
are transformed in target tissues. Intracrine signaling occurs
in two ways. First, the extracellular signaling molecule
is enzymatically converted into a different hormone. For
example, the androgen androstenedione is converted into
the estrogen 17β-estradiol in granulosa cells by cytochrome
P450 aromatase (P450arom). Second, the extracellular sig-
naling molecule is enzymatically transformed into a version
that has increased or decreased biological activity. Intracrine
signaling occurs during fetal development when testosterone
is transformed by 5α-reducase type 2 into a much more
potent androgen, 5α-dihydrotestosterone (5α-DHT), which
is responsible for the normal masculinization of the external
genitalia. Another example of increased biological activity is
the hormone thyroxine (T4), which is secreted by the thyroid
gland and transformed by iodothyronine deiodinases type 1
and type 2 into its more active form, triiodothyronine (T3).
Endocrine-active peripheral tissues also express enzymes
that inactivate extracellular signaling biological activity,
such as the sulfotransferases. An example of inactivation is
the transformation of T3 and T4 into inactive metabolites by
iodothyronine deiodinase type 3, which is found mainly in
fetal tissue and placenta.

Cryptocrine signaling (Fig. 1.1G): the extracellular sig-
naling molecules are synthesized into a closed cellular envi-
ronment without extracellular release. This system requires
an intimate association between the cell that produces the
signal and the target cell. Thus, extracellular signaling
molecules can influence the function of cells lacking specific
receptors. Examples include the relationship between Sertoli
cells and spermatids and the transfer of second messengers,
such as cyclic nucleotides or inositol triphosphate, through
gap junctions between adjacent cells.

Pherocrine and Photocrine signaling (Fig. 1.1H): the
endocrine system also responds to external environmen-
tal endocrine signals that include air-borne hormones

or hormone-like molecules present in the environment
and light signals, termed pherocrine and photocrine,
respectively.

Pherocrine signaling refers to the effect of pheromones
secreted into the environment, which are extracellular signal-
ing molecules associated with sex pairing. Pherocrine signals
have been described in mice, rats, pigs, sheep, and monkeys
and is suggested to also exist in humans. Pheromones are
sensed by olfaction by opposite members of the species.
Examples of male pherocrine signaling include the andro-
genic metabolite 3α-androstenol, produced in the submaxil-
lary salivary glands, and 5α-androstenone that is present in
fat and other tissues of the domesticated boar pig. In many
species the bacterial flora of the vagina produces female
pheromones in the form of short-chain fatty acids. Activity
of the vaginal flora changes along with changes in the circu-
lating levels of estrogens and progesterone, and it is believed
that these fatty acids are the olfactory stimuli emitted during
estrus, providing information to the male about the physio-
logical status of the female.

Photocrine signaling refers to the effect of the length of
daylight, or photoperiod, on structures within the eye. Day-
light signals are then transmitted to the brain and ultimately
influence the reproductive cycles in a number of species. The
CNS pathway involved in the translation of light includes
the retina, the suprachiasmatic nucleus, the superior cervi-
cal ganglion, and the pineal gland that produces the hormone
melatonin in response to darkness. Although melatonin has
been described as an anti-gonadal hormone, its function in
photoperiodicity is controversial, since both short and long
phases of darkness elicit different effects on reproductive
cycles of many species, including horse, sheep, goat, and
cat. These species have annual periods of ovarian activity
that are interrupted by periods of inactivity, termed anoestrus.
Although reproductive cycles are dependent on the length
of exposure to daylight, the response to photoperiods differs
among species. Thus, increasing day length induces ovula-
tion in cats and horses, while decreasing day length induces
ovulation in goats and sheep.

While pherocrine and photocrine signaling are important
components of neuroendocrine communication between the
external and internal environments, the definition of these
signals as hormonal remains controversial and some authors
think that they should not be considered as such.

It can be concluded that the endocrine signaling system
provides a means of communication between

• specific cell populations;
• neighboring cell populations;
• distant organs via the circulatory system; and
• the external and internal environments.

Overall, the endocrine system coordinates fundamental
aspects of animal life such as maintenance of the internal
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environment, metabolism, reproduction, development, and
growth.

1.2.2 Organization of the Extracellular
Signaling Molecules

Extracellular signaling molecules can be divided into six
main groups:

1) Peptides, proteins, and glycoproteins, which are classified
according to their size into the following:

• small peptides include three amino acid molecules,
such as the thyrotropin releasing hormone (TRH),
through to ten amino acid molecules, such as GnRH;

• large peptides and proteins include insulin, growth
factors, adrenocorticotropic hormone (ACTH), growth
hormone (GH), and prolactin (PRL); and

• glycoproteins such as thyroid stimulating hormone
(TSH); the gonadotropins, FSH and LH; the placental
gonadotropins, human chorionic gonadotropin (hCG),
and equine chorionic gonadotropin (eCG).

2) Amino acid derivatives, such as the neurotransmitters:
epinephrine, serotonin and dopamine; and iodinated
derivatives of the amino acid tyrosine, the thyroid hor-
mones, T4 and T3.

3) Steroid hormones, which are derivatives of cholesterol
that can be divided into two groups:

• steroids with an intact sterol group, such as the gonadal
androgens, estrogens, and progestins, and adrenal
steroids, including glucocorticoids and mineralocorti-
coids; and

• steroids with a broken sterol nucleus, such as the
vitamin-D2 derivatives cholecalciferol and ergocalcif-
erol.

4) Eicosanoids, which are derivatives of long-chain polyun-
saturated fatty acids, such as prostaglandins, thrombox-
anes, and leukotrienes.

5) Retinoids, such as the vitamin-A derivative, retinoic acid.
6) Dissolved gases, such as nitric oxide (NO) and carbon

monoxide (CO).

1.2.3 Sex-Specific Hormone Actions

Typically, sex hormones are classified into two groups:
female hormones that include estrogens and progestins and
male hormones, androgens. However, it must be emphasized
that the sex hormones that have been characterized to date

are not exclusive to either gender. All sex hormones are
present in both males and females, and both genders have
receptors that bind and respond to all of the sex hormones.
Gender is characterized by the amount of individual sex hor-
mones and their genetically programmed patterns of secre-
tion. Enzymes appropriately expressed by the gonads (the
ovaries or the testis), at critical stages of embryo develop-
ment, are what define patterns of sex hormone secretion in
each gender.

1.2.4 Growth Factors and Cytokines

Growth factors are hormone-like peptides that stimulate cell
division by inducing differentiation and cell growth or inhibit
cell division by inducing cellular hypertrophy. Growth fac-
tors do not originate in the classically defined endocrine
glands but in many different tissues of the body and exert
their actions in an autocrine and/or paracrine manner. Table
1.2 [1] is a summary of the main growth factors expressed in
the gonads. The main growth factors are

• the family of somatomedins, including insulin-like growth
factor-I (IGF-I or somatomedin-C), insulin-like growth
factor-II (IGF-II), and proinsulin;

• the family of epidermal growth factors, including EGF,
also known as urogastrone, keratinocyte autocrine factor
(KAF), or amphiregulin, and heparin-binding-EGF (HB-
EGF);

• the family of transforming growth factor-β (TGF-β),
including TGF-β1, TGF-β2, TGF-β3, activins (activin A,
activin B, and activin AB), inhibin, Müllerian-inhibiting
substance (MIS), also known as antimüllerian hormone
(AMH);

• the family of platelet-derived growth factors (PDGF),
including PDFG-AA, PDFG-BB, and PDGF-AB;

• the family of fibroblast growth factors (FGF) or heparin-
binding growth factors, including acidic FGF (aFGF) and
basic FGF (bFGF); and

• the family of nerve growth factors, including nerve growth
factor (NGF), brain-derived neurotrophic factor (BDNF),
neurotropin-3 (NT-3), and ciliary neurotrophic factor
(CNTF).

The nervous system and the endocrine system are also
integrated with the immune system through a communication
network that recognizes internal (i.e., tumor) or external (i.e.,
bacterial, viral, and fungal) antigens. In response to these
antigens, the immune system secretes powerful signaling
peptides called cytokines, which are growth factors produced
by inflammatory cells. Mononuclear phagocytes, lympho-
cytes, epithelial cells, fibroblasts, endothelial cells, and chon-
drocytes produce cytokines. Cytokines play key roles in a
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Table 1.2 Cell-to-cell communication growth factors in the testis and ovary

Growth factor Cell origin Cell target Effects

Ovary
BMP Oocyte theca Granulosa theca Regulates cellular differentiation
CSF Theca Granulosa theca Regulates cellular growth
FGFs Granulosa theca oocyte Granulosa theca Regulates cellular growth and differentiation
GDF-9 Oocyte Granulosa theca Regulates steroideogenesis and cellular differentiation
HGF Theca Granulosa Stimulates cellular proliferation and differentiation
Fas ligand Granulosa theca oocyte Granulosa theca Oocyte Stimulates apoptosis
IGF-1 Granulosa theca Granulosa theca oocyte Stimulates cellular growth and differentiation
Inhibin Granulosa Oocyte theca granulosa Regulates cellular differentiation
Interleukins Granulosa theca Granulosa theca Regulates cellular differentiation
KGF Theca Granulosa Regulates cellular growth
SCF/KL Granulosa Oocyte theca Recruitment of primordial follicles and regulation

of theca cells growth
LIF Granulosa Oocyte theca Stimulates cellular growth and differentiation
NGF Theca Granulosa theca Ovulation
TNF Granulosa theca oocyte Oocyte granulosa Theca Induces apoptosis and regulates cell growth
TGFα Theca Granulosa theca Stimulates cellular growth
TGFβ Theca granulosa Theca granulosa Inhibits cellular growth and regulates cellular

differentiation
VEGF Theca granulosa Endothelium granulosa Promote angiogenesis

Testis

FGFs Sertoli germ Leydig Germ peritubular sertoli Leydig Regulates cellular growth and differentiation
HGF Peritubular Leydig peritubular sertoli Stimulates cellular growth and seminiferous tubule

formation
IGF-1 Sertoli peritubular Leydig Sertoli peritubular Leydig germ Homeostasis and DNA synthesis
Inhibin Sertoli Germ Leydig Regulates cellular differentiation
Interleukins Sertoli Leydig Sertoli Leydig germ Regulates cellular growth and differentiation
SCF/KL Sertoli Germ Regulates spermatogonial cells proliferation
LIF Peritubular sertoli Leydig Germ Stimulates cellular growth and survival
Neurotropins Germ sertoli Sertoli peritubular Stimulates cellular growth, migration and differentiation
PDGFs Sertoli Peritubular Leydig Stimulates cellular growth and regulates differentiation
TNF Germ Leydig Sertoli germ Regulates apoptosis of germ cells and cellular

differentiation of sertoli cells
TGFα Sertoli peritubular Leydig Sertoli peritubular Leydig germ Stimulates cellular growth
TGFβ Sertoli peritubular Leydig Sertoli peritubular Leydig germ Inhibits cellular growth and stimulates cellular

differentiation

Modified from Skinner [1] BMP: bone morphogenic protein; CSF: colony stimulating factor; FGFs: fibroblast growth factors; GDF-9: growth
differentiation factor-9; HGF: hepatocyte growth factor; IGF-I: insulin growth factor-I; KGF: keratocyte growth factor; LIF: leukemia inhibitor
factor; NGF: nerve growth factor; PDGFs: platelet-derived growth factors; SCF/KL: stem cell factor/Kit ligand; TNF: tumor necrosis factor;
TGFα: transforming growth factor-α; TGFβ: transforming growth factor-β; VEGF: vascular endothelial growth factor

variety of biological processes, including cell growth and
activation, inflammation, immunity, hematopoiesis, tumori-
genesis, tissue repair, fibrosis, and morphogenesis. As growth
factors, cytokines operate mainly in autocrine/paracrine sig-
naling, but can also exert classical endocrine signaling affect-
ing distant cell targets. The main cytokines include

• interferons;
• interleukins;
• tumor necrosis factors; and
• colony stimulating factors.

In addition, a variety of other growth factors and hor-
mones of the endocrine/reproductive system have cytokine
activity, including

• PRL, GH, and leptin;
• erythropoietin and thrombopoietin;
• the neurotrophins: BDNF, NGF, NT-3, NT-6, and the glial-

derived neurotrophic factor;
• the neuropoietic factors, CNTF, oncostatin-M, and

leukemia inhibitory factor (LIF); and
• the TGF-β family, which includes the TGF-β, bone mor-

phogenic proteins (BMP), and activins.

Thus, the immune system, long considered to function
autonomously, is now recognized as a regulated system that
is subject to a reciprocal relationship with the neuroendocrine
system.
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1.2.5 Dissolved Gases as Signaling Molecules

Many types of cells use dissolved gases, such as nitric oxide
(NO) and carbon monoxide (CO), as extracellular signaling
molecules. NO is produced by deamination of the amino acid
arginine, catalyzed by the enzyme NO-synthase. NO dis-
solves rapidly and diffuses out of the cell and enters into
neighboring cells. The effects of NO are local and very short.
It has a half-life of about 5–10 s, and then is converted into
nitrates and nitrites in the extracellular space.

Nitric oxide plays a crucial regulatory function as an
extracellular signaling molecule in the reproductive system.
In the penis, NO is released by autonomic nerves caus-
ing dilatation of the local blood vessels responsible for
erection. NO binds to the active site of the enzyme guany-
late cyclase, stimulating it to produce the second messen-
ger, cyclic guanosine monophosphate (cGMP). This effect
lasts only seconds because cGMP has a high turnover rate
due to its rapid degradation by cGMP-phosphodiesterase.
The drug sildenafil (Viagra R©) is a cGMP-phosphodiesterase
inhibitor that reduces the cGMP turnover rate, keeping

the penile blood vessels dilated and therefore, the penis
erect.

1.3 Regulation of Synthesis and Actions
of the Signaling Molecules: The Concept
of Feedback

Most endocrine cells are both producers and targets of extra-
cellular signaling molecules and act in concert to generate
an integrated response to the changing external and inter-
nal environments. The neuroendocrine network possesses
the ability to perceive changes and then selectively gener-
ates signals that control and coordinate hormone synthesis.
The simplest mechanisms of hormone regulation are nega-
tive feedback and positive feedback. In negative feedback, a
hormone secreted by the target gland signals the producer
gland to decrease its activity. In positive feedback, the hor-
mone produced by the target gland signals the producer gland
to increase secretion.

Fig. 1.2 Feedback regulation of testicular (A) and ovarian (B) functions
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Regulation of gonadal activity by the hypothalamic pitu-
itary axis is an example of both negative and positive feed-
back. Hypothalamic neurons secrete GnRH in pulses with a
frequency of approximately one pulse every 90–120 minutes.
Pulses of GnRH are followed by pulses of gonadotropins,
mainly LH and to a lesser extent FSH. Both gonadotropins
bind to specific receptors in the gonads regulating synthesis
of steroid hormones.

In the male, LH stimulates synthesis of androgens, which
bind to androgen receptors in both the hypothalamus and
pituitary glands and exert negative feedback by reducing
the frequency of LH pulses. Estradiol, which is produced
locally in the hypothalamus by aromatization of androgens,
binds to estrogen receptors in the hypothalamus and pitu-
itary glands and reduces the amplitude of the LH pulses
(Fig. 1.2A).

In the female, gonadotropins stimulate estrogen synthe-
sis and induce ovulation. At the beginning of the follicular
phase, estrogens produced by ovarian granulosa cells exert
negative feedback on the hypothalamic pituitary axis. How-
ever, at the end of the follicular phase, elevated levels of
estrogens exert positive feedback on the hypothalamic pitu-
itary axis, which responds with an increase in the frequency
of GnRH pulses followed by the release of an ovulatory surge
of gonadotropins (Fig. 1.2B).

1.4 Summary

The endocrine system coordinates fundamental organic
physiological maintenance of the body’s internal environ-
ment, metabolism, reproduction, development, and growth.
Molecular endocrinology, defined as the study of hor-
mone action at the cellular and molecular levels, emerged
from studies on the molecular mechanisms by which hor-
mones and other extracellular signaling molecules affect
expression of genes. Hormones are synthesized by special-
ized cells of the endocrine organs/glands and are secreted
into the blood stream to exert their specific biochemical
effects on target cells at distant sites, which is known
as endocrine signaling. The classical definition of hor-
mone was extended to include other extracellular signal-
ing molecules (i.e., growth factors, neurotransmitters) that
do not originate from the endocrine organs/glands and act
by other signaling modes including paracrine, neurocrine,
autocrine, juxtacrine, intracrine, cryptocrine, pherocrine, and
photocrine. Thus, the endocrine and extracellular signaling
systems provide a means of communication between distant
organs via the circulatory system, specific cell populations,
neighboring cell populations, and the external and internal
environments.

Glossary of Terms and Acronyms

5α-DHT: 5α-dihydrotestosterone

ACTH: adrenocorticotropic hormone

ADH: antidiuretic hormone

aFGF: acidic fibroblast growth factor

AMH: antimüllerian hormone or Müllerian-inhibiting sub-
stance (MIS)

AR: androgen receptors

BDNF: brain-derived neurotrophic factor

bFGF: basic fibroblast growth factor

BMP: bone morphogenic proteins

cGMP: cyclic guanosine monophosphate

CNS: central nervous system

CNTF: ciliary neurotrophic factor

CO: carbon monoxide

CRF: corticotropin-releasing factor

CSF: colony-stimulating factor

eCG: equine chorionic gonadotropin

EGF: epidermal growth factor also known as urogastrone

ER: estrogen receptors

FGF: fibroblast growth factor or heparin-binding growth
factors

FSH: follicle-stimulating hormone

GABA: γ-aminobutyric acid

GDF-9: growth differentiation factor-9

GH: growth hormone

GHIH: GH inhibitory hormone

GHRF: growth hormone releasing factor

GMP: guanosine monophosphate

GnRH: gonadotropin releasing hormone, also called LH
releasing hormone, LHRH HB-

HB-EGF: heparin-binding EGF

hCG: human chorionic gonadotropin

HGF: hepatocyte growth factor

IGF-I: insulin-like growth factor-I or somatomedin-C

IGF-II: insulin-like growth factor-II
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KAF: keratinocyte autocrine factor or amphiregulin

KGF: keratocyte growth factor

LH: luteinizing hormone

LIF: leukemia inhibitory factor

MIS: Müllerian-inhibiting substance or antimüllerian
hormone, AMH

NGFs: the family of nerve growth factors, including nerve
growth factor

NO: nitric oxide

NT-3: neurotropin-3

NT-6: neurotropin-6

P450arom: cytochrome P450 aromatase

PACAP: pituitary adenylate cyclase-activating polypeptide

PDGFs: platelet-derived growth factors

PRL: prolactin

SCF/KL: stem cell factor/Kit ligand

SRIF: somatotropin release-inhibiting factor or somato-
statins also called GHIH

T3: triiodothyronine

T4: thyroxine

TGF: transforming growth factor

TNF: tumor necrosis factor

TRH: thyrotropin releasing hormone

TSH: thyroid stimulating hormone

VEGF: vascular endothelial growth factor

VIP: vasointestinal peptide

Bibilography

1. Baulieu E-E, Kelly PA. Hormones: From Molecules to Disease.
Paris, New York: Hermann, Chapman and Hall, 1990.

2. Braunstein GD. Testes. In: Greenspan FS, Gardner DG, editors.
Basic & Clinical Endocrinology, sixth edition. New York: McGraw-
Hill, 2001:422–52.

3. Bolander F. Molecular Endocrinology, third edition. San Diego:
Academic Press, 2004.

4. Diamond N. Perspectives in Reproduction and Sexual Behavior.
Bloomington: Indiana University Press, 1968.

5. Grumbach MM, Conte FA. Disorders of sex differentiation. In:
Wilson JD, Foster DW, Kronenberg HM, Larsen PR, editors. W. B
Williams Textbook of Endocrinology, ninth edition. Philadelphia:
W.B Saunders Company, 1998:1303–425.

6. Wilson JD, Foster DW, Kronenberg H, et al. Principles of
endocrinology. In: Wilson JD, Foster DW, Kronenberg HM, Larsen
PR., editors. Williams Textbook of Endocrinology, ninth edition.
Philadelphia: W. B. Saunders Company, 1998:1–10.

References

1. Skinner MK. Cell–cell signaling in the testis and ovary. In: Bradshaw
RA, Dennis EA, editors. Handbook of Cell Signaling, third volume.
San Diego: Academic Press, 2003:531–43.



Chapter 2

Extracellular Signaling Receptors

Pedro J. Chedrese and Stella M. Celuch

2.1 Introduction

Classically, receptors were defined as cellular structures that
recognize and bind hormones. In present days this definition
is expanded to include receptors for a variety of other extra-
cellular regulatory signaling molecules, such as growth factors
and neurotransmitters. Accordingly, the term ligand was intro-
duced to encompass all the extracellular signaling molecules
that bind to receptors. The main attribute of receptors is their
ability to specifically recognize a ligand among the many dif-
ferent molecules present in the environment surrounding the
cells. Ligand-specific binding results in activation of intracel-
lular signaling pathways, which amplify the signal and affect
gene expression. Thus, receptors not only receive extracellu-
lar signals but also increase and transmit those signals to the
genome and ultimately elicit a biological response.

2.2 Cell Surface and Nuclear Receptors

Extracellular signaling receptors are classified into two main
groups according to their location in the cell: cell surface
receptors, located in the plasma membrane, and nuclear tran-
scription factor receptors located inside the cell. A common
feature of the system is that ligands that evolved from identi-
cal or similar precursors are grouped into families that inter-
act with families of related receptors (Table 2.1).

2.2.1 Cell Surface Receptors

Cell surface receptors are usually glycoproteins with three
defined structural and functional domains:

P.J. Chedrese (B)
Department of Biology, University of Saskatchewan College of Arts
and Science, Saskatoon, SK, Canada
e-mail: jorge.chedrese@usask.ca

• the extracellular domain, which is hydrophilic and con-
tains the ligand-binding site;

• the transmembrane domain that anchors the receptor into
the plasma membrane by one or more stretches of approx-
imately 23 hydrophobic amino acids. This is the number
of residues required to form an α-helix across the cell
membrane; and

• the intracellular domain, which contains amino acids
that are targets for phosphorylating enzymes that regulate
receptor activity.

Cell surface receptors activate regulatory molecules called
effectors starting a cascade of reactions that transform
extracellular signals into intracellular signals. Effectors are
either part of the membrane receptor itself or a com-
plex group of molecules linked to the receptor (Fig 2.1).
Cell surface receptors can be classified into three major
groups.

Seven transmembrane domain receptors—include recep-
tors for hormonal peptides, glycoproteins, neurotransmit-
ters, and eicosanoids. They are anchored into the plasma
membrane by seven hydrophobic stretches of amino acids,
with their amino terminal facing the extracellular space and
the carboxy terminal in the cytoplasm (Fig. 2.1A). A dis-
tinct characteristic of these receptors is that they are asso-
ciated with a group of regulatory proteins called G-proteins
that function as effectors by binding guanine nucleotides.
Because these receptors span the cell membrane seven times
and are associated with G-proteins, they are also called
seven transmembrane segment (7-TMS) receptors, serpentine
receptors, or G-protein-coupled receptors (GPCR).

Enzyme-linked receptors—include receptors for growth
factors and cytokines. They possess intrinsic enzymatic activ-
ity, indicating that the receptor and the effector reside within
the same molecule (Fig. 2.1B). These receptors have a sin-
gle transmembrane domain that anchors the receptor into the
membrane and an intracellular domain that contain the cat-
alytic subunit of the enzyme. They are classified into four
main groups:

P.J. Chedrese (ed.), Reproductive Endocrinology,
DOI 10.1007/978-0-387-88186-7 2, C© Springer Science+Business Media, LLC 2009
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Table 2.1 Hormones and
receptors grouped by families Hormones Type of receptor

PRL, GH, and placental lactogen Tyrosine kinase associated
Insulin, IGF-I, and IGF-II Tyrosine kinase
Secretin, glucagon, and VIP Seven transmembrane
Gastrin and cholecystokinin Seven transmembrane
LH, FSH, hCG, and eCG Seven transmembrane
ACTH, MSH, and derivatives of the pro-opiomelanocortin Seven transmembrane
Androgens, estrogens, progestins, glucocorticoids, mineralocorti-
coids, thyroid hormones, vitamin D, and retinoic acid

Zinc finger nuclear receptors

ACTH: adrenocorticotropic hormone; eCG: equine chorionic gonadotropic hormone; FSH: follicle-
stimulating hormone; GH: growth hormone; hCG: human chorionic gonadotropic hormone; IGF-I and
IGF-II: insulin-like growth factor-I and -II; MSH: melanocyte-stimulating hormone; PRL: prolactin; LH:
luteinizing hormone; VIP: vasointestinal peptide.

i) tyrosine kinase (TK) receptors that transmit signals
by autophosphorylation of their intracellular tyrosine
residues;

ii) tyrosine-kinase associated receptors that are devoid of
intrinsic enzymatic activity, but are associated with cyto-
plasmic tyrosine kinases;

iii) serine-threonine kinase (STK) receptors that transmit
signals by autophosphorylation of their intracellular ser-
ine and threonine residues;

iv) guanylate cyclase associated receptors that medi-
ate their effect by activating the enzyme guanylate
cyclase.

Fig. 2.1 Structural organization of the membrane and nuclear receptors. AC: adenylate cyclase; Greek symbols stand for the G-proteins associated
to the seven transmembrane receptors; H: hormone; N and C stand for the amino and carboxy end of the molecules, respectively
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Ligand-gated ion channel (LGIC) receptors or
ionotropic receptors are ion-selective transmembrane
channels formed by multi-subunit proteins (Fig. 2.1C).
LGIC are activated and open upon binding of specific lig-
ands, such as the neurotransmitters acetylcholine (nicotinic
cholinergic receptors), glutamate (ionotropic glutamate
receptors), and serotonin (5-HT3 receptors).

2.2.2 Nuclear Transcription Factor Receptors

Nuclear transcription factor receptors compile a large fam-
ily of intracellular single subunit phosphoproteins that inter-
act with membrane-soluble signaling molecules and directly
affect gene transcription (Fig. 2.1D). They are also called
ligand-activated zinc (Zn)-finger nuclear receptor transcrip-
tion factors because they contain one atom of Zn that inter-
acts via coordination bonds with four cysteine residues and
recognize specific DNA consensus sequences in the regula-
tory regions of their target genes. Members of this family
include the receptors for

• progesterone (PR)
• estrogens (ER);
• glucocorticoids (GR);
• mineralocorticoids (MR);
• vitamin-D (VDR);
• thyroid hormone (TR);
• retinoic acid and 9-cis-retinoic acid (RAR); and
• orphan receptors, which are a group of receptors with

unknown ligands.

2.3 Functional Properties of Receptors

Ligands bind to receptors by reversible non-covalent inter-
actions, implying that the ligand can dissociate from the
receptor. Overall, receptors are characterized by functional
properties, including limited binding capacity, ligand speci-
ficity, cellular specificity, high affinity, and correlation with
biological responses.

Limited binding capacity—cells have a limited number of
receptors. This property can be demonstrated experimentally
by incubating receptor samples with a labeled ligand (∗H)
in the presence of increasing concentrations of the unlabeled
ligand (H). Since H and ∗H compete for the same receptor
sites, H will displace ∗H until all receptor sites are occupied
by the unlabeled ligand (Fig. 2.2).

Ligand specificity—under adequate conditions of salt
concentration, temperature, and pH, receptors have the
capacity to recognize specific ligands among hundreds

Fig. 2.2 Competition binding analysis. Receptors are incubated with
a labeled ligand (∗H) in the presence of increasing concentrations of
either the unlabeled ligand (H), or other chemically related competitive
ligand, or a non-competitive ligand. Competitive ligands including H
displace ∗H from receptors while non-competitive ligand are unable to
displace ∗H

present in the body’s circulation. Approximately 500 differ-
ent receptor ligands are expressed in high mammals, which
circulate in the range of 10–11 to 10–9 M. In addition, many
related molecules—such as steroids, amino acids, peptides,
and proteins—circulate in the 10–5 to 10–3 M range. There-
fore, target cells must bind ligands present at small con-
centrations while at the same time distinguish them from
similar molecules circulating at higher concentrations. Over-
all, ligand specificity is a crucial property that accounts for
the efficiency of the endocrine system. Ligand specificity
is illustrated in Fig. 2.2, which shows that the competitive
unlabeled ligand H displaces ∗H from its receptor, while a
non-competitive ligand is unable to displace ∗H.

Cellular specificity—many different receptors are present
in a wide variety of tissues. However, to be functional, recep-
tors must be expressed in sufficient amounts within the target
tissue in order to elicit a biological response.

High affinity—affinity refers to the intermolecular force
that binds the ligand to its receptor. To compete with a large
number of related molecules that may be present in the cellu-
lar environment, ligands must bind to the receptor with high
affinity. Receptor affinity is represented by the dissociation
constant at equilibrium (Kd) for the reaction:

Ligand + Receptor � Ligand-receptor Complex

The Kd is unique for each ligand-receptor complex. Kd is
expressed in molar (M) concentration units and defined as
the concentration of ligand occupying 50% of the receptor
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Fig. 2.3 Graphic representation of the equilibrium saturation-binding
assay data. The top asymptotic hyperbola represents the total binding
(∗H+NSB). The middle asymptotic hyperbola represents the specific
binding (SB), which is the relationship between increased concentration
of ∗H and receptor occupancy, minus the value of NSB. Bmax: maximum
binding, which is a measure of n; ∗H: labeled ligand; Kd: dissociation
constant, which is equivalent to the molar concentration of ∗H occupy-
ing 50% of the R sites; NSB: non-specific binding; R: receptor

binding sites (Fig. 2.3). The lower the numerical value of Kd,
the higher the ligand affinity for its receptor. Kd values for
hormones fall into the range of their plasma concentrations,
usually 10–11 to 10–9 M. Thus, minor variations in hormone
concentration will significantly change the number of occu-
pied receptors.

Affinity distinguishes receptors from plasma transport
proteins that bind and carry hormones (Table 2.2). Plasma
transport proteins are much more abundant than receptors
and bind steroid and thyroid hormones with lower affinity
and specificity through weak hydrophobic and electrostatic
interactions that are easily reversible. Thus, transport plasma
proteins provide a readily available circulating reservoir of
hormones. In addition, binding to plasma transport proteins
protects steroid and thyroid hormones from metabolic degra-
dation. Therefore, plasma half-life of steroid and thyroid hor-
mones is much longer than the plasma half-life of protein

Table 2.2 Comparison between receptors and plasma transport proteins

Receptors Transport proteins

Concentration Thousands/cell Billions/ml
Binding affinity 10–11 to 10–9 M 10–7 to 10–5 M
Binding specificity High Low
Saturability Yes No
Reversibility Yes Yes
Signal transduction Yes No

hormones (hours versus seconds and minutes), which do not
bind to transport proteins and circulate as free ligands.

Correlation with biological responses—ligand-receptor
binding must occur within a ligand concentration range to
cause a biological response. Ligand-receptor binding acti-
vates intracellular signaling pathways and gene expression,
which leads to changes in protein synthesis, hormone secre-
tion, and cell growth. Examples of correlation with biological
responses are described below.

2.4 Receptor Assays

Four main techniques are used to study receptors: quantita-
tive analysis of receptor mRNA, immunoassays, radioligand
binding, and functional assays.

2.4.1 Quantitative Analysis of Receptor mRNA

Receptor mRNA levels can be measured by nucleic acid
hybridization, either in situ or in nucleic acid extracts, and by
quantitative reverse transcription polymerase chain reaction,
termed quantitative RT-PCR, real-time RT-PCR, or kinetic
RT-PCR. These techniques involve the reverse transcrip-
tion of a defined portion of mRNA followed by cycles of
automated amplification and quantification of the resulting
cDNA. Therefore, it is necessary to know the nucleotide
sequence of the receptor mRNA in order to design specific
oligonucleotides to be used as probes and primers.

Interpretation of the information emerging from quanti-
tative RT-PCR is based on the assumption that mRNA is
rapidly degraded and that the number of mRNA transcripts
measured at a particular time is directly proportional to the
number of receptor protein molecules. However, these results
must be interpreted with caution, since the half-life of tran-
scripts can vary. Moreover, since not all transcripts are nec-
essarily translated into a functional protein, the amount of
mRNA may not correspond with the number of functional
receptors.

2.4.2 Immunoassays

Receptors can be studied by immunoassay techniques based
on the same principles used to measure other proteins. A spe-
cific antibody against the receptor is required for efficient
identification and quantification of the receptor-antibody
complex. Types of immunoassays are as follows:
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• Enzyme-linked immunoabsorbent assays (ELISAs) mea-
sure receptors in solubilized samples by using specific
antibodies complexed on a solid matrix. These techniques
employ either antigens (receptor proteins) or antibod-
ies labeled with enzymes (i.e., horseradish peroxidase),
which generate colored products that are quantified by
spectrophotometry.

• Radioimmunoassay (RIA) is based on the competition
between receptors labeled with 125I and unlabeled recep-
tors for binding sites at specific antibodies. Receptor num-
ber is determined by measuring the radioactivity bound to
the receptor-antibody complex.

• Western Blot analysis involves the separation of pro-
teins by gel electrophoresis followed by transfer to a
membrane matrix and incubation with antibodies labeled
with enzymes such as horseradish peroxidase. The use
of chemiluminescent substrates allows identification and
quantification of specific bands on a photographic film by
densitometry.

• Immunohistochemistry and immunocytochemistry
involve incubation of either tissue sections (immunohis-
tochemistry) or cultured cells (immunocytochemistry)
in the presence of specific antibodies. Antigen–antibody
complexes labeled with color or fluorescent tags are
localized by microscopy.

ELISA and RIA are sensitive and accurate quantitative
methods; whereas Western Blot, immunohistochemistry, and
immunocytochemistry are semi-quantitative methods. Over-
all, the information obtained is limited because they only pro-
vide estimation of receptor number, which may not correspond
to function. In addition, these techniques do not provide infor-
mation on either receptor affinity or hormone specificity.

2.4.3 Radioligand Binding Assays

This methodology allows accurate measurements of speci-
ficity, affinity, and number of receptors [1]. Radioligand
binding assays are performed on either purified membranes
or solubilized receptor preparations. Radioligand binding
assays require

• ligand (H) and the same, or functionally similar, ligand
(∗H) labeled with a radioactive isotope (125I for protein
ligands, 3H or 14C for steroid ligands);

• samples containing the receptors (R), either particulated
cell membranes or cytosolic fraction or nuclear prepara-
tions;

• a method to separate the ligand bound to receptors (B)
from the free ligand (F) in solution, such as centrifugation
or membrane filtration; and

• a detection system for γ- (125I) or β- (3H or 14C) radiation.

The basic procedure consists of adding increasing concen-
trations of labeled ligand (∗H) to a fixed amount of receptor
sample and determining the specific binding (SB) of ∗H to R.
Labeled ligands can bind to many components of the reac-
tion, including the test tube, which are non-specific binding
(NSB) sites. Therefore, NSB is determined by conducting the
same reaction in the presence of an excess of H, which will
displace ∗H from the receptors, but not from the NSB sites.

As shown in Fig. 2.3, NSB is linear with respect to lig-
and concentration because it is unsaturable and related to low
affinity/high capacity binding sites. SB is calculated by sub-
tracting NSB from total binding. Percentage of SB is the ratio
of SB to total labeled hormone added.

%SB = (∗HR − NSB)100/∗H

Binding of a ligand to a receptor can be analyzed as pre-
dicted by the law of mass action:

kaH + R � HRkd (2.1)

where the rate of association between H and R is equal to

ka[H][R] (2.2)

and the rate of dissociation of HR is equal to

kd [HR] (2.3)

B: Bound ligand;
Bmax: maximun binding
F: Free ligand (H or ∗H);
[H]: Molar concentration (M) of free ligand;
∗H: Labeled ligand;
[HR]: Concentration of hormone-receptor

complex;
ka: Association Rate Constant (M-1 sec-1);
Ka: Association Constant at Equilibrium (M-1);
kd: Dissociation Rate Constant (M);
Kd: Dissociation Constant at Equilibrium (M);
n: Number of receptors;
NSB: Non-specific binding
[R]: Concentration of free receptors;
Rmax: maximal response
SB: Specific binding.

When the reaction reaches the equilibrium, the rate of
association is equal to the rate of dissociation.
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Therefore,

ka[H][R] = kd[HR], (2.4)

which can be rearranged as

[H][R] = [HR]kd/ka (2.5)

or

kd/ka = [H][R]/[HR] (2.6)

The ratio of the two rate constants is the dissociation
constant at equilibrium, Kd, equal to

[H][R]/[HR] = kd/ka (2.7)

Or its reciprocal, the association constant at equilib-
rium, Ka, that measure ligand affinity for the receptor and
is equal to

[HR]/[H][R] = ka/kd (2.8)

2.4.4 Equilibrium Saturation-Binding Assay

A commonly used approach for studying receptors is the
equilibrium saturation-binding assay (Fig. 2.3), which pro-
vides information on ligand affinity, receptor number, and
specificity of ligand-receptor interaction.

Equilibrium saturation binding assay requires the incu-
bation of samples containing equal amount of protein in
the presence of increasing concentrations of ∗H. The incu-
bation time must be long enough to allow for equilibrium,
which means that the rate of formation and dissociation of

the ligand-receptor complex are constant. Moreover, ∗H must
reach concentrations high enough to occupy all receptors in
the sample. The graphic representation of the equilibrium
saturation-binding assay data is an asymptotic hyperbola, in
which the maximum binding (Bmax) is a measure of n, and the
dissociation constant at equilibrium (Kd) is the molar concen-
tration of ∗H occupying 50% of the total receptor population
(Fig. 2.3).

2.5 Interpretation of the Equilibrium
Saturation Binding Assay Data

A variety of derivations of the law of mass action have
been used to linearize and simplify the interpretation of the
saturation-binding assay data. A traditional method of lin-
earization is the Scatchard plot [2] (Fig. 2.4A), by which n
and affinity can be estimated on the basis of the saturation-
binding assay. In the Scatchard plot, [∗H] plus [H] are consid-
ered the free ligand (F), while [HR] is considered the bound
ligand (B). Therefore, when the reaction reaches the equilib-
rium, [n–B] will be equal to [R].

n = [R] + [HR], thus [R] = n − [HR] (2.9)

Substituting these terms in equation (2.8):

Ka = [HR]/[H](n − [HR]) (2.10)

Since [H] is equal to F and [HR] equal to B,

Ka = B/F(n − B) (2.11)

To solve this equation, both sides have to be multiplied by
(n–B):

Fig. 2.4 Graphic linear representation of equilibrium saturation-
binding assay data by the Scatchard plot (A) or the double reciprocal
plot of Lineweaver-Burk (B). Bmax: maximum binding at equilibrium,

which is a measure of the total number of receptors (n); Bound = [HR];
Free + [∗H]+[H]; Ka: association constant; Kd: dissociation constant
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(n − B)Ka = (n − B)B/F(n − B) (2.12)

Which is equal to

(n − B)Ka = B/F (2.13)

The data from the equilibrium saturation-binding assay
can be plotted using equation (2.13), which is the equation
for a straight line (Fig. 2.4A):

• B/F is the ordinate;
• B is the abscissa;
• The x intercept at B/F = 0 is the Bmax or total number of

receptors (n); and
• The slope is the negative value of the association constant

(–Ka), also defined in terms of the dissociation constant
Kd (slope = –1/Kd).

In addition to the Scatchard plot, equilibrium satura-
tion binding assay data from equation (2.11) can rearranged
to obtain other linear plots, such as the Lineweaver-Burk
depicted in Fig. 2.4B, in which 1/B = Kd n F + 1/n.

Scatchard analysis for a one-site binding assay yields a
straight line. However, there are cases in which the Scatchard
analysis yields curvilinear plots (Fig. 2.5) [3], suggesting
that there are at least two components, one of high affin-
ity/low capacity and the other with low affinity/high capac-

Fig. 2.5 Scatchard plot for a receptor sample with two independent
binding sites. The curvilinear dashed line is interpreted as the sum of
two binding sites. Straight-lines represent a single population of high
affinity receptors with low number of binding sites, or a single popula-
tion of low affinity receptors with high number of binding sites. Modi-
fied from De Meyts [3]

ity. Curvilinear plots are observed when ligands bind to mul-
tiple forms of the same receptor, such as the β1- and β2-
adrenoceptors. Curvilinear plots are also observed when the
receptor exhibits negative cooperativity, such as the case of
the insulin receptor, in which affinity decreases when the hor-
mone is added at high concentrations. Actually, linear plots
are very useful for easy visualization of changes in Bmax, Kd,
and Ka, but they fail to satisfy rigorous statistical criteria.
Computer analysis is now available and linearization of the
data may no longer be needed.

2.6 Functional Receptor Assays

The previously described methods are useful to analyze
receptor expression and ligand affinity. However, functional
assays that analyze biological responses elicited through the
activation of the receptor, either in vivo or in vitro, are also
required to completely understand how receptors operate.
Functional assays are usually interpreted on the grounds of
Receptor Occupancy Theory that describes the relationship
between the degree of receptor occupation (binding) and the
biological response [4,5]. The results of functional assays are
plotted as log of the ligand (or agonist) dose versus biolog-
ical response, which yield a sigmoid curve (Figs. 2.6 and
2.7). The effective dose/concentration of agonist that pro-
duces 50% of the maximal response (Rmax) is termed effec-
tive dose/concentration 50 (ED50 / EC50; Fig. 2.6A).

Fig. 2.6 Functional studies: relationship between ligand-receptor
binding and biological response. Data is expressed as percentages of
the maximal response (Rmax). Molar concentrations of the agonist are
represented as log values. (A): Agonist EC50 (). (B): A competitive
antagonist shifts the curve to the right (). (C): Low concentration of
non-competitive antagonist does not alter the Rmax but change the EC50

by shifting the curve to the right (�). In the same graph, high concentra-
tion of non-competitive antagonist decreases Rmax (). ED50/EC50: Effec-
tive dose/concentration of agonist that produces 50% of the maximal
response; Rmax: maximal response
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Fig. 2.7 Relationship between receptor occupancy, stimulation of
adenylate cyclase and synthesis of testosterone in rat Leydig cell. Mod-
ified from Catt and Dufau [6]

2.7 Regulation of Receptors

Receptors, like other proteins, are continuously synthesized
and recycled or degraded. Since these processes occur at dif-
ferent rates, the number of available receptors could change
over time. In addition, the intrinsic activity of the receptors
may change as well. These changes modify the sensitivity to
ligands and hence affect the biological responses.

Down-regulation or desensitization is the decrease in the
sensitivity to a hormone due to a decrease in the num-
ber of functional receptors. Down-regulation may occur
in response to high plasma concentrations of a hormone.
An example of this is the decrease of β2-adrenoceptor
population in limphocytes of patients with pheochromo-
cytoma, a catecholamine-secreting tumor [7]. Administra-
tion of pharmacological doses of hormone can also cause
down-regulation. Forexample, gonadotropin-releasing hor-
mone (GnRH), which is normally secreted in pulses by
the hypothalamus, stimulates gonadotropins synthesis and
release, but when administered in large doses, it causes down-
regulation of the GnRH receptor and hence inhibits the syn-
thesis and release of gonadotropins [8,9].

Up-regulation is positive regulation of the number of
receptors. An example of up-regulation is the observa-
tion that high plasma concentrations of estrogens and FSH
increase the number of LH receptors in the ovarian granulosa
cells.

Receptor cross-talk refers to the interaction between intra-
cellular signaling pathways linked to independent receptors.
In this way, the activation of a receptor could regulate or
even trigger signaling processes linked to other receptors
expressed in the same cell. An example of cross-talk is the
activation of estrogen-, progesterone-, and androgen-receptor
signaling by growth factors [10].

2.8 Receptor Terminology

• Endogenous agonists are ligands synthesized within
the organism, such as hormones, neurotransmitters, and
growth factors, which bind receptors and elicit biological
responses.

• Exogenous agonists are ligands generated outside the
organism that can occupy the same receptors as the endoge-
nous agonists and produce the same biological responses.

• Full agonists are ligands that induce maximal biologi-
cal responses. In some cases this can be achieved with-
out occupation of all the available receptors. The fact that
only a fraction of the total receptor population could be
required to elicit a full biological response supports the
concept of amplification of the ligand-receptor induced
signal.

• Spare receptors or reserve receptors are the receptors that
remain unoccupied when the maximal biological response
to a full agonist has been reached. For example, there is a
close relationship between LH binding to LH receptors
and synthesis of the second messenger, cyclic AMP, in rat
Leydig cells. However, cAMP-dependent maximal stimu-
lation of steroidogenesis is achieved when less than 1% of
the LH receptors are occupied (Fig. 2.7) [6].

• Partial agonist is a ligand with lower intrinsic activity than
a full agonist, thereby inducing a lower maximal response.

• Competitive antagonist is a ligand with no intrinsic activ-
ity that competes with the agonist to occupy the same
receptor site, but does not activate the receptor. Since both
ligands, the agonist and the competitive antagonist, com-
pete for the same binding site, there is a parallel shift to the
right in the concentration/dose-response curve for the ago-
nist, without changes in the maximal effect (Fig. 2.6B).

• Non-competitive antagonist is an antagonist that occupies
the receptor at a site other than the agonist-binding site.
Therefore, the non-competitive antagonist does not impair
the binding of the agonist but blocks the receptor activa-
tion. A low concentration of a non-competitive antagonist
may produce a shift to the right in the concentration/dose-
response curve without changing the maximal response,
due to the existence of reserve receptors. However, as
reserve receptors become occupied by higher concentra-
tions of antagonist, the maximal response to the agonist
will decrease (Fig. 2.6C).

• Receptor constitutive activity means that the receptor
elicits a biological response in the absence of ago-
nist. Constitutive activity was first described in in vitro
overexpressed-receptor systems, but there is now evidence
of constitutive signaling in native G-protein-coupled
receptors in vivo. An example of this condition is the
melanocortin receptor MC1 and its endogenous inverse
agonist agouti [11].
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• Inverse agonists are agonists with negative intrinsic activ-
ity. Inverse agonists occupy the same receptor-sites as the
agonists, but inhibit receptor constitutive activity causing
an opposite effect. In fact, many ligands that have been
classified as pure antagonists in the past are now consid-
ered as inverse agonists for some tissues [12,13].

• Cryptic receptors are inactive forms of receptors. It is
believed that cryptic receptors are a ready reservoir of
receptors available for rapid cellular response. Exam-
ples of cryptic receptors are the receptors for GnRH,
neuropeptide-Y, insulin, FSH, and LH, which are present
in the plasma membrane and can be rapidly induced into
their active forms by phosphorylation, sulfhydrylation,
cleavage, or deglycosylation.

• Isoreceptors are receptors with different structures and
functions that are recognized by the same endogenous
ligands. Isoreceptors may have different tissue distribu-
tion and can be linked to independent intracellular sig-
naling pathways, thus eliciting different, even opposite,
effects. Isoreceptors may account for the diverse effects
of the same ligand in a tissue. For instance, β1-, β2-, and
β3-adrenoceptors mediate lipolysis with different sensitiv-
ities, allowing response to a wide range of concentrations
of catecholamines.

2.9 Summary

Extracellular signal-induced effects are mediated by acti-
vation of either cell surface receptors, such as G-protein
coupled and enzyme-linked receptors, or the intracellular
receptors, such as the nuclear transcription factor receptors.
These binding sites are characterized by limited population
size, ligand and cellular specificity, high affinity, and interac-
tion with intracellular signaling pathways and gene expres-
sion regulatory mechanisms. Extracellular signaling recep-
tors can be analyzed by quantification of specific mRNA tis-
sue levels as well as by immunoassays of receptor protein.
Other methods to study receptors are radioligand-binding and
functional assays that allow getting information about recep-
tor kinetics and biological responses. Extracellular signaling
receptor-mediated biological responses are affected by reg-
ulatory mechanisms such as down- and up-regulation and
receptor cross-talk.

Glossary of Terms and Acronyms

5-HT3: 5-hydroxytriptamine

7-TMS: seven transmembrane segment

ACTH: adrenocorticotropic hormone

cDNA: complementary DNA

eCG: equine chorionic gonadotropin

ELISA: enzyme-linked immunoabsorbent assays

ER: estrogen

FSH: follicle stimulating hormone

GH: growth hormone

GnRH: gonadotropin-releasing hormone

GPCR: G-protein-coupled receptor

GR: glucocorticoids

hCG: human chorionic gonadotropin

IGF: insuline-like growth factor

LGIC: ligand-gated ion channel

LH: luteinizing hormone

MC1: melanocortin receptor

MR: mineralocorticoids

mRNA: messenger RNA

MSH: melanocyte-stimulating hormone

PR: progesterone

PRL: prolactin

RAR: retinoic acid and 9-cis-retinoic acid

RIA: radioimmunoassay

RT-PCR: reverse transcriptase polymerase chain reaction

STK: serine-threonine kinase

TK: tyrosine kinase

TR: thyroid hormone

VDR: vitamin-D

VIP: vasointestinal peptide
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Chapter 3

The Molecules That Transmit Information into the Cell:
The Intracellular Signaling Pathways

Pedro J. Chedrese and Alejandro M. Bertorello

3.1 Introduction

Extracellular regulatory molecules convey information into
the cell through a fast low energy complex of signals
known as intracellular signaling pathways. The function
of the pathways is to organize and amplify the signals in
a way that a small number of ligands bound to recep-
tors affect the activity of a large number of intracellular
molecules. Signaling molecules can be divided into two main
groups: the intracellular messengers and homology domain
proteins.

The notion of intracellular messengers derives from
the concept of ligands as extracellular messengers; lig-
ands were termed first messengers, therefore, the signaling
molecules produced in response to ligand-activated recep-
tors were termed second messengers. They include 3′,5′-
monophosphate monophosphate (cyclic AMP or cAMP),
cyclic guanosine monophosphate (cGMP), inositol-1,4,5-
triphosphate (IP3), 1,2-diacylglycerol (DAG), phosphatidyli-
nositols (PI), arachidonic acid, calcium ions (Ca2+), nitric
oxide (NO), and carbon monoxide (CO). These messengers
initiate cascade of intracellular reactions leading to activa-
tion of the transcription factors that regulate gene expres-
sion. Thus, some authors consider transcription factors to be
the third messengers of the signaling pathways.

A hierarchical integration of such signals provides the cell
with appropriate compartmentalization of information in a
defined time and space avoiding deleterious cross talk between
pathways. This is largely achieved by the capacity of sig-
naling molecules to recognize each other through specific
sites (i.e., protein modules, domains), forming an intracel-
lular net of communication that connects the receptor with
the intracellular targets. This is a higher level of organization
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Department of Biology, University of Saskatchewan College of Arts
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in which scaffolding proteins, also termed adaptors that
contain non-catalytic regions, termed homology domains,
provide recognition and binding properties to the signaling
molecules. They include, among others, the Ras Homology
(RH)domain, a regionoriginallydescribed inproteinsof the rat
sarcoma oncogene (ras) present in the G-proteins that recruit
other proteins of the same group and operate as molecular
switches, the Src Homology (SH) regions, SH2 and SH3, orig-
inally described in proteins of the Rous sarcoma virus (src)
oncogene family of tyrosine kinases, the Pleckstrin Homology
(PH) domain, a region of approximately 120 amino acids that
recognize and bind membrane proteins and phospholipids, and
polyproline regions that specifically recognize SH3 domains.
Scaffolding proteins connect receptors with effectors and pro-
vide secure levels of integration within the pathway, and can
also interconnect different pathways.

3.2 Signaling Through Seven
Transmembrane Receptors

The seven transmembrane receptors are the largest family of
cell membrane-bound receptors. Their molecular structure,
depicted in Fig. 3.1, is characterized by the following:

• extracellular glycosylated amino-terminal regions of vary-
ing lengths that form the ligand binding sites;

• three extracellular and three intracellular hydrophilic
loops that connect seven transmembrane domains, which
are composed predominantly of hydrophobic α-helices of
21–23 amino acids. The amino acids of the transmem-
brane domains interact with the membrane lipids, while
the intracellular domains carry amino acid recognition
sequences for the G-proteins; and

• cytoplasmic C-terminal domains that contain phosphory-
lation sites on specific amino acid residues, which regulate
receptor activity.

Signaling through seven transmembrane receptors
involves the participation of different molecular entities,
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Fig. 3.1 (A) Organization of the seven transmembrane receptor and
hormonal activation of the PKA pathway. The structure on the left rep-
resents an inactive receptor bound to the G-proteins. The structure on
the right represents the reactions upon ligand binding to the receptor,
including dissociation of the β/γ subunits from the G-protein complex,
synthesis of cAMP, and activation of PKA. Activated PKA phosphory-
lates a variety of intracellular proteins including the transcription fac-
tor CREB. (B) Synthesis and degradation of cAMP. AC converts ATP

into cAMP, which is immediately converted into 5′AMP by PDE. AC:
Adenylate cyclase; 5′AMP: 5′ adenosine monophosphate; ATP: adeno-
sine triphosphate; cAMP: cyclic 3′, 5′-AMP; CREB: cAMP regulatory
element binding protein; GDP: guanosine diphosphate; GTP: guanosine
triphosphate; H: hormone; P: indicates phosphorylation; PDE: phospho-
diesterase; PKA: protein kinase-A; PKA-C: catalytic subunit of PKA;
PKA-R: regulatory subunit of PKA; Greek symbols α, β, γ represent
G-protein subunits

including G-protein molecular switches, signal effectors and
second messengers, and second messenger’s metabolizing
enzymes.

3.2.1 G-Protein Molecular Switches

G-protein molecular switches belong to the extensive fam-
ily of G-proteins that are characterized by the ability of pro-
moting hydrolysis of guanine ribonucleotides. They couple
receptors with “amplifier” enzymes, termed signal effectors,
located on the internal side of the cell membrane that serve
as allosteric regulators of receptor activity cycling between
active and inactive states. Thus, they function as molecular
switches and are divided into two groups, large G-proteins
complexes and small G-proteins.

Large G-protein complexes are heterodimers formed by
three different subunits, α– (39–46 kDa), β– (37 kDa), and
γ– (8 kDa), anchored to the hydrophobic amino acids of
the plasma membrane by lipid prenylation and myristolation.
Small G-proteins are monomeric and range between 20 and
25 kDa. They are also called ras-like G-proteins for their sim-
ilarities with the oncogene ras product. Small G-proteins are
involved in the tyrosine kinase receptor signaling pathways
and a variety of other cellular processes, including vesicu-
lar transport, membrane ruffling, stress fiber formation, and
focal adhesion.

In the basal state, large G-proteins remain bound to
guanosine diphosphate (GDP) in a trimeric complex, αβγ

(Fig. 3.1A). Upon ligand-receptor binding, the G-protein
α-subunit develops affinity for guanosine triphosphate
(GTP), thus displacing GDP and dissociates from the com-
plex to become activated α-GTP. Both, α-GTP and the
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dissociated βγ complex can stimulate a variety of effec-
tors, including enzymes and ion channels, generating sec-
ond messengers, which either stimulate or inhibit cellular
responses. The α-subunit possesses intrinsic enzymatic activ-
ity (GTPase) making α-GTP unstable because hydrolyzes
GTP into GDP and inorganic phosphate (Pi), causing the pro-
teins to rapidly re-associate into the inactive basal state form,
αβγ. In summary, ligand binding to seven transmembrane
receptors involves reduction in receptor affinity for the lig-
and and dissociation of the α-subunit from the αβγ complex.

The α-subunit either activates or inactivates effectors
depending on GTPase activity, which switches the reac-
tion off and deactivates the effector. There are more
than 20 known G-protein α-subunits involved in cou-
pling seven transmembrane receptors with effectors, some
of which are summarized in Table 3.1. They can be
divided into four major groups according to amino acid
sequence similarities: (1) G-stimulatory α-subunit (Gαs) acti-
vated by the gonadotropins FSH and LH, ACTH, and hor-
mones and neurotransmitters that increase cAMP levels by
stimulating adenylate cyclase; (2) G-inhibitory α-subunit
(Gαi), activated by opiates, somatostatins, angiotensin-II,
β2-adrenergic agonists, the light-activated rhodopsin, and
signaling molecules that reduce cAMP by inhibiting adeny-
late cyclase; (3) Gqα-subunit, comprised of six members
associated to the muscarinic acetylcholine receptor and the
α1-adrenergic receptor stimulate phospholipase-Cβ; and (4)
G12-α-subunit, comprised of two members that stimulate
phospholipase-Cβ.

The β- and γ-subunits of the G-proteins are also a large
family of proteins. There are at least four β-subunits and
six γ-subunits. The γ-subunit is prenylated and its main
function is to anchor the G-protein complex to the plasma
membrane. The βγ dimmer plays a regulatory role by

inactivating Gαs and activating phospholipase-Cβ2, and also
participates in agonist-induced receptor phosphorylation and
desensitization.

3.2.2 Signal Effectors and Second Messengers

Three major intracellular pathways convey the G-protein
activated signals: the cAMP dependent protein kinase-A
(PKA) pathway, the phosphatidyl inositol/protein kinase-
C (PI/PKC) pathway, and the phospholipase-A2 (PLA2)
pathway.

The PKA pathway—the effector of the PKA pathway is
the enzyme adenylate cyclase, also termed adenylyl or adenyl
cyclase, which is a membrane protein of approximately 1,100
amino acids, organized in two clusters of six transmem-
brane domains separated by two similar catalytic domains
(Fig. 3.1A). There are at least nine isoforms of adenylyl
cyclase regulated by the membrane’s G-proteins with Gαs as
the main stimulator and Gαi as the main inhibitor, and by a
complex of Ca2+ bound to calmodulin (Ca2+-CaM). Adeny-
late cyclase converts adenosine triphosphate (ATP) into the
second-messenger cAMP that activates the tetrameric PKA
expressed in all eukaryotic cells (Fig. 3.1B). PKA is com-
posed of two regulatory (R) and two catalytic (C) subunits
bound to each other with high affinity. The amino termi-
nal domain of the R-subunits is responsible for the protein–
protein interactions involved in dimerization between both
subunits and binding to the C-subunit, while the carboxy
terminal domain that consists of two tandems of repeated
sequences form two binding sites for cAMP termed A-cAMP
and B-cAMP sites. When cAMP binds to the R-subunits it
releases the C-subunits, which transfer the terminal phos-
phate group from ATP to specific serine or threonine residues

Table 3.1 General features of selected G-proteins, their effectors and intracellular messengers

Receptor G-protein Effectors Signal

FSH, LH, hCG, TSH, GHRH, PTH,
PACAP, β-adrenergic, glucagon,
calcitonin, vasopressin V2, VIP, CRF,
dopamine D1, serotonin 5-HT3

Gα-stimulatory (Gαs) Adenylate cyclase(+)L-type channels ↑cAMP↑Ca2+ influx

Odorants Gαolf Adenylate cyclase(+) ↑cAMP
α2-adrenergic, somatostatin, opioids,

muscarinic-M2 and M4, adenosine A1,
angiotensin-II, serotonin 5-HT1

Gα-inhibitory (Gαi) Adenylate cyclase(-) ↓cAMP

Rhodopsin (Rods) Gαt1 Guanylate cyclase & phosphodiesterase ↓cGMP (light/vision)
Rhodopsin (Cones) Gαt2 Guanylate cyclase & phosphodiesterase ↓cGMP (light/color)
Muscarinic-M2 and M4 Gα0 Phospholipase-CL-type channels ↑IP3, DAG, Ca2+,↓Ca2+ influx,

↓cAMP
A1-adrenergic Angiotensin AT1 Gαq Phospholipase-Cβ1 ↑IP3, DAG, Ca2+ ↑Ca2+ influx

5-HT3: 5-hydroxytryptamine; Ca2+: calcium ions; cAMP: cyclic adenosine monophosphate; cGMP: cyclic guanosine monophosphate; CRF: corti-
cotropin releasing factor; DAG: 1-2 diacylglycerol; FSH: follicle stimulating hormone; GHRH: growth hormone releasing hormone; hCG: human
chorionic gonadotropin; IP3: inositol triphosphate; LH: luteinizing hormone; PACAP: pituitary adenylate cyclase-activating polypeptide; PTH:
parathyroid hormone; cyclase-activating polypeptide; TSH: thyroid stimulating hormone; VIP: vasoactive intestinal peptide.
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of selected intracellular proteins of the PKA pathway. Kinetic
analysis of the dissociation reaction between the R- and the
C-subunits supports the concept that cAMP operates as an
allosteric regulator of PKA. cAMP binds first to the B-cAMP
site on the R-subunit, which leads to conformational changes.
As a result, affinity of the R-subunit decreases and disso-
ciates from the C-subunit liberating a second A-cAMP site
that binds to another molecule of cAMP. Once both sites are
occupied by cAMP the reaction reaches maximum velocity.
The free R-subunits are recycled and remain as dimers for
re-association with free C-subunits.

Two different classes of PKA R-subunits have been
described, RI and RII, each of which have two isotypes—
RIα and RIβ and RIIα and RIIβ. The C-subunit is expressed
in three isotypes: Cα, Cβ and Cγ. The Cα isotypes may have
a common pattern of expression, since the RIα, RIIα, and
Cα are widely distributed in a variety of tissues, whereas
the expression of the β isotypes, RIβ, RIIβ, and Cβ, are pre-
dominant in the brain, neuroendocrine, and endocrine tissues.
Expression of Cβ is mainly limited to the nervous system.
The RIα and RIβ subunits are mainly found in the cytoplasm,
while RIIα and RIIβ are in the cell membrane. RIIβ is also
localized into the nucleus and perinuclear region, suggest-
ing that this subunit may be associated with a C-subunit that
targets nuclear phosphorylation substrates. Overall, the spe-
cific functions of the different PKA subunits are not com-
pletely understood. However, it is believed that responses to
the cAMP pathway result in a differential subcellular distri-
bution of the enzyme depending on the relative expression
of the different isoforms and the type of tissue involved. The
PKA C-subunit phosphorylates a variety of cytoplasmic pro-
teins initiating a cascade of kinase reactions that amplify the
original extracellular signal’s magnitude by several orders.
In addition, the PKC C-subunit phosphorylates nuclear pro-
teins, including the transcription factor CREB involved in
transcriptional regulation of several genes (Chapter 5).

The cAMP metabolizing enzymes, termed nucleotide phos-
phodiesterases (PDEs), hydrolyze cAMP into the inactive
metabolite 5′-adenosine monophosphate (5′AMP) and regu-
late the overall activity of the PKA pathway (Fig. 3.1B). The
PDEs belong to a large family of mammalian proteins, consti-
tuted of at least 20 different members that contain a central cat-
alytic domain and an N-terminal regulatory domain that binds
Ca2+-CaM and the second messenger cGMP. They are classi-
fied according to their physical and functional properties into
five main types: Type-I, stimulated by Ca2+-CaM and by Ca2+-
mobilizing agonists is inhibited by methylxanthines; Type-II,
stimulated by cAMP and the atrial natriuretic peptides (ANP);
Type-III, inhibited by cGMP in competition with cAMP, is
regulated by insulin, glucagon, and dexamethasone; Type-IV
is activated specifically by cAMP-stimulating agonists; and
Type-V that includes different isoforms expressed in rods and
cones that are specifically activated by cGMP and transducin
during visual transduction.

Positive and negative regulation of the PKA pathway
through the PDEs has been reported in several hormone-
receptor systems. Positive regulation by PDEs was observed
in systems in which ligand binding-activated adenylate
cyclase, followed by cAMP-induced phosphorylation of
Type-III PDE, decreases the activity of Ca2+-CaM PDEs.
Negative regulation through the PDEs was reported in the
testicular Sertoli cells, in which FSH activation of the PKA
pathway also increases the expression of the high-affinity
cAMP-specific PDE. It is believed that this effect may
account for the progressive loss of responsiveness to FSH
observed during sexual maturation.

The PI/PKC pathway—the PI/PKC pathway is activated
by the phosphatidyl inositol-specific phospholipase-C (PLC),
also termed phosphoinositide phospholipase-C, which is a
cell membrane bound enzyme associated with G-proteins
and seven transmembrane receptors (Table 3.2). PLC belongs
to a family of hormone-dependent enzymes that specifically
hydrolyzes membrane phospholipids containing the sugar
myo-inositol as a polar group, such as phosphatidylinositol
4,5-biphosphate or PI(4,5)P2 (Fig. 3.2). This family consists
of 13 isozymes divided into six subfamilies, PLC-δ, -β, -γ,
-ε, -ζ, and -η, which require Ca2+ for catalytic activity, except
the -δ and -ζ isoforms that are inactive at basal intracellular
Ca2+ concentrations. All members of the family contain two
catalytic domains, X and Y, and mediate extracellular signal-
ing effects but with different mechanisms of action:

• PLC-β contains the PH domain and a long C-terminal
extension, which is required for activation by the Gαq sub-
unit by a mechanism analogous to receptor activation of
adenyl cyclase;

• PLC-γ contains PH, SH2, and SH3 domains and is acti-
vated by tyrosine kinase receptors, including the recep-
tors for epidermal growth factor (EGF), platelet derived
growth factor (PDGF), and fibroblast growth factor (FGF)
that do not couple to G-proteins;

• PLC-δ is activated by binding to PIP2 through its RH
domain and by high intracellular levels of Ca2+;

Table 3.2 Phosphatidylinositol/protein kinase-C (PI/PKC) pathway-
activated receptors and their effectors

Receptor Effectors

TRH, GnRH, Angiotensin-II
Muscarinic-M2

Activates PLCβ

Neuropeptide YY1, TSH Activates PI-PLCβ and inhibits AC
PTH, Calcitonin, LH, EGF Activates PI-PLCβ and AC
PDGF Activates PI-PLCγ

AC: adenylate cyclase; EGF: epidermal growth factor; GnRH:
gonadotropin-releasing hormone; LH: luteinizing hormone;
PDGF: platelet-derived growth factor; PI-PLCβ and PI-PLCγ:
phosphatidylinositol-specific phospholipase-C-β and -γ, respec-
tively; PLC: phospholipase-C-β; PTH: parathyroid hormone; TSH:
thyroid-stimulating hormone; TRH: thyroid-stimulating-releasing
hormone.



3 The Molecules That Transmit Information into the Cell 27

Fig. 3.2 PI cleavage and activation of the PKC pathway. Hor-
mone binding to a PLC-β-associated receptor induces cleavage of the
cell membrane phospholipid, PI, which is converted into the second
messengers IP3 and DAG. IP3 binds to IP3-R in the endoplasmic retic-
ulum causing liberation of Ca2+, while DAG stimulates PKC. Ca2+:

calcium ions; DAG: 1,2-diacylglycerol; ER: endoplasmic reticulum; H:
hormone; IP3: Inositol 1-4-5-triphosphate; PI(4,5)P2: PI 4-5-biphosphate;
PI: phosphatidylinositol; PKC: protein kinase C; PLC-β: Phospholipase
C-β; Greek symbols α, β, γ represent G-protein subunits

• PLC-ε contains the RH domain and is activated by Ras;
• PLC-ζ is involved in the fertilization process, although its

mode of action is currently unknown; and
• PLC-η is involved in neuronal functioning.

The PI/PKC pathway is activated mainly by ligand bind-
ing to receptors associated to G-proteins that activate PLCβ

leading to the conversion of PI(4,5)P2 into the second mes-
sengers IP3 and DAG.

IP3 is a small, water-soluble molecule that moves away
of membranes and rapidly diffuses into the cytoplasm
(Fig. 3.2). IP3 binds to endoplasmic reticulum receptors and
open Ca2+-channels, inducing a rapid release of the stored
Ca2+ into the cytoplasm, which is followed by activation
of cell membrane mechanisms that rapidly pump the ion
out of the cell. Additionally, IP3 can be further phosphory-
lated to IP4, which functions as another intracellular signal-
ing molecule, or inactivated by dephosphorylation by specific
phosphatases to form IP2.

DAG, on the contrary, remains attached to the membrane
by its non-polar chains during signaling where it stimu-
lates various types of PKC (Fig. 3.2). DAG can be further
hydrolyzed by a DAG-lipase to the second messenger arachi-
donic acid. PKC was originally termed calcium-activated
phospholipid-dependent protein kinase for its dependency of
Ca2+ and phospholipids. Now, the term PKC refers to a large
family of proteins of ∼13 isozymes, some of which have rel-
ative dependence on Ca2+ or phospholipids. They are divided

into three subfamilies based on their requirements for activa-
tion: (1) conventional, or classical, the isoforms α, βI, βII, and
γ, that require Ca2+, DAG, and a phospholipid, such as phos-
phatidylcholine; (2) novel, the isoforms, δ, ε, η, and θ, that
require DAG, but not Ca2+; and (3) atypical, the isoforms Mζ

and ι/λ, which requires neither Ca2+ nor diacylglycerol.
Thus, conventional and novel PKCs are activated through

the same signal transduction pathway as phospholipase-C.
Upon activation, PKCs are translocated to the plasma mem-
brane by a membrane-bound receptor for activated PKC
(RACK: receptor for activated C-kinase) and remain acti-
vated after the original activation signal, or the Ca2+-wave,
disappears. The main functions of the PKCs are to phospho-
rylate intracellular signaling proteins, including myristolated
alanine-rich C-kinase substrate (MARKS), a protein that par-
ticipates in cell shape motility, secretion, transmembrane
transport, and cell cycle regulation, mitogen activated protein
kinases (MAPK), Raf, epidermal growth factor receptor
(EGF-R), and vitamin-D receptor (VD-R). It is believed that
alternative activation of the different isoenzymes, mediated
by the receptors of different extracellular signals, can lead to
distinct cellular responses.

Calcium signaling—it has been known for some time that
Ca2+ participate in muscle contraction and neurotransmitter
secretion. Now it is recognized that Ca2+ fit into the criteria
to be defined as a second messenger, participating as an intra-
cellular mediator in hormone secretion, gene transcription,
and apoptosis. Extracellular signals regulate cytoplasmic
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Ca2+ concentrations by controlling the extracellular influx
through the plasma membrane, or the release from the
intracellular stores. Plasma membrane mechanisms of Ca2+

influx include voltage-sensitive Ca2-channels (VSCCs) and
receptor-operated Ca2-channels (ROC).

The VSCCs are the best characterized, of which three
types have been described: long lasting (L-type); transient
(T-type), found in neuroendocrine and anterior pituitary
gland cells; and neither long-lasting nor transient (N-type),
primarily found in neurons. In addition, Ca2+influx is regu-
lated by the Ca2+ pump, Ca2+-Mg2+ ATPase, and the Na+-
Ca2+ exchange mechanism dependent on the Na+ gradient
established by the Na+-K+ ATPase. The intracellular stores
of Ca2 include the endoplasmic reticulum (ER) and the mito-
chondria; both sequester free Ca2+ from the cytoplasm. The
membranes of the ER have a high-affinity/low-capacity Ca2+-
Mg2+-ATPase that pumps Ca2+ into the vesicular lumen.
Thus, the ER maintains low Ca2+ cytoplasmic concentra-
tions within the nM range, while the mitochondria have
low-affinity/high-capacity Ca2+-Mg2+ ATPase pumps that
regulate Ca2+ when the intracellular concentrations reach the
micromolar range.

Upon ligand binding to receptors, cytoplasmic Ca2+ can
increase from ∼100 nM up to ∼1,500 nM in two phases. The
first is a short elevation associated to membrane mobiliza-
tion of PI and synthesis of DAG and IP3. IP3 binds to IP3-
receptors in the ER, which is a Ca2+channel that releases the
ion into the cytoplasm. The released Ca2+ binds with high
affinity to CaM, which is a ubiquitous member of a fam-
ily of small acidic proteins with multiple copies of a helix-
loop-helix motif that serves as an intracellular Ca2+ receptor.
The Ca2+-activated CaM amplifies and propagates extracel-
lular regulatory signals by phosphorylation of a broad array
of proteins activating numerous enzymatic systems, includ-
ing adenylate cyclase, guanylate cyclase, cyclic nucleotide
phosphodiesterases, PKC isoenzymes α, βI, βII, and γ, Ca2+-
and Mg2+-ATPase, and calcineurin, also called protein phos-
phatase IIB (described below), which is involved in negative
feedback regulation by dephosphorylation.

Thus, by influencing activities of these enzymes, the Ca2+-
activated CaM links the intracellular messenger systems and
regulates others enzymes involved in signaling. The sec-
ond Ca2+ elevation is caused by influx of extracellular Ca2+

through VSCC, which appears to be needed to replenish
intracellular stores following prolonged hormonal stimula-
tion. The entire system is regulated by negative feedback
mechanisms that extrude Ca2+ from cells and activate seques-
tration into the ER.

The phospholipase-A2 pathway—in addition to PLC,
other phospholipases are activated in response to extracel-
lular signaling, such as PLA2. PLA2 belongs to a group
of several unrelated enzymes, including cytosolic forms
that are involved in intracellular signaling, and the secreted

forms, such as pancreatic PLA2 that participate in phos-
pholipid digestion in the intestine. Two groups of PLA2

cytosolic forms have been described, the Ca2+-dependent
and Ca2+-independent. The cytosolic Ca2+-dependent PLA2

is activated by phosphorylation at serine-505 and influx
of Ca2+ through a mechanism regulated by PKC, tyrosine
kinase receptors, and MAPK. Stimulated Ca2+-dependent
PLA2 translocates to the membrane where it specifically
hydrolyzes the acyl bond at the second position (sn-2 acyl)
of phospholipids releasing arachidonic acid and lysophos-
pholipids. The Ca2+-independent PLA2 is stimulated when
Ca2+ levels fall and dissociate from CaM, and by a group of
cystein/aspartate-specific proteases, termed caspases that are
involved in regulation of apoptosis.

The secreted PLA2 (sPLA2) is located extracellularly;
however, it can be internalized and transported to the
nucleus to generate arachidonic acid, which is both a sec-
ond messenger and a precursor of the eicosanoids, such
as the prostaglandins and leukotrienes. Prostaglandins and
leukotrines are synthesized in most tissues and exert a wide
variety of biological activities, including participation in
pain, inflammatory responses, ovulation, and regression of
the corpus luteum. Eicosanoids are also synthesized from
DAG, released from the cell membranes lipids by PLC as
described above.

3.3 Signaling Through Ion Channel Receptors

In addition to Ca2-channels, there are cell membrane recep-
tor channels that control passage of the cations, K+, Na+, and
Mg2+, and the anions Cl− and HCO3

−, into the cell (Fig. 3.3).
They are termed ligand-gated ion channels (LGIC) and
include the receptors for several neurotransmitters, among
others for acetylcholine (ACh), γ-aminobutiric acid (GABA),
glycine, glutamate, serotonin, and ATP. ACh has two types
of receptors: the muscarinic ACh receptor (mACh-R), which
is a seven transmembrane G-protein associated receptor, and
the nicotinic receptor (nACh-R), also called nicotinic cholin-
ergic, which is expressed as a ligand-gated-Na+ channel in
the muscle and a Ca2+-channel in the nervous system. 5-
hydroxytryptamine (5-HT3) and GABA mediate their effects
through seven transmembrane G-protein associated recep-
tors and the LGIC. However, 5-HT3 also binds to a divalent
cation channel receptor, while GABA binds to the GABAA

and GABAC receptors that are Cl− channels. The most thor-
oughly studied LGIC receptor is the nACh-R, which was
first characterized in the Torpedo californica, an electric ray
native to the eastern Pacific Ocean. The nACh-R is composed
of 12 different glycosylated subunits, α2 through 10 and
β2 through 4. These subunits combine to form pentamers
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Fig. 3.3 Schematic representation of the nicotinic acetylcholine recep-
tor (nACh-R). (A) Structural organization of the nACh-R across the
plasma membrane. (B) Transverse cross section view from above at the
level of the plasma membrane showing the second helix (M2) and the
four transmembrane α-helices from each subunit. (C) Longitudinal sec-
tion of two α-subunits bound to acetylcholine (ACh) showing passage
of ions through the channel. V: valine, L: leucine, S: serine, T: threonine

that are similar to one another, mainly in the hydropho-
bic domains. The muscle nACh-R is composed of two
α-subunits, one β-subunit, one δ-subunit, and either one
γ-subunit or one ε-subunit. The neuronal forms of the nACh-
R are more heterogeneous with a larger number of subunit
combinations. The subunits are organized into a pentagonal
array forming a pore that crosses the membrane (Fig. 3.3).
The structure of the ligand-gated ion channel receptors can
be described as follows:

• each subunit is composed of four hydrophobic α-helical
domains and each domain spans the plasma membrane
four times;

• the α-subunits contain the ligand-binding site, thus, acti-
vation of the receptor requires binding of two molecules
of the ligand;

• a large extracellular amino-terminal domain with multi-
ple sites for glycosylation, together with one of the α-
transmembrane domains in each subunit (M2), lines the
pore for the passage of ions;

• a short extracellular carboxy-terminal domain; and

• a large intracytoplasmic loop, located between transmem-
brane regions 3 and 4, contains multiple potential phos-
phorylation target sites, suggesting that protein kinases
may regulate this receptor activity.

The channel part of the receptor is constituted by a struc-
ture of several rings of specific amino acids (Fig. 3.3C). An
outer hydrophilic ring is followed by two hydrophobic rings,
one of valine and the second of leucine, and by two serine-
threonine rings. The serine-threonine rings are the narrowest
part of the channel and function as a gate. Upon ACh bind-
ing, the M2 rotates in a way that leucine side chains move to
the side, enlarging the pore size like a diaphragm. The struc-
tures of the other known ligand-gated ion channel are similar
to that of the nACh-R, suggesting that they may have derived
from a common ancestral gene.

The main functional feature of this group of receptors is
that they do not depend on intracellular mediators; there-
fore they can convey a signal rapidly into the cell. How-
ever, the LGIC are also regulated by the G-proteins. The
mACh-R-regulated K+ channel and the β-adrenergic-gated L-
type Ca2+-channel found in the heart are regulated by the βγ

and αs G-proteins, respectively. The activity of LGIC is also
regulated by PKA and PKC, which can phosphorylate the
large intracellular loops of their G-proteins γ- and δ-subunits.
PKA- and PKC-mediated phosphorylation is associated with
receptor desensitization and prevention of ligand binding ion
channel subunit assembly.

3.4 Signaling Through Enzyme-Linked
Receptors

Enzyme-linked receptors are single-span transmembrane
proteins with two functions carried by the same molecule:
it binds the ligand and serves as the cell membrane sig-
nal effector. The effector is a kinase that transfers phos-
phate groups to specific amino acid residues of the receptor.
Enzyme-linked receptors mediate the effects of some extra-
cellular messengers that fit into the definition of classical hor-
mones, however, most of their ligands are local regulators
that act in a paracrine, autocrine, or juxtacrine mode of sig-
naling (Chapter 1). Although enzyme-linked receptors were
originally classified as typically slow response mediators of
extracellular signals, it is now known that they can also medi-
ate direct and rapid changes on gene expression that affects
the cytoskeleton, and regulate cell growth, shape, and move-
ments. Disorders of cell proliferation, differentiation, sur-
vival, and migration can give rise to tumors, for which it is
believed that abnormalities in enzyme-linked receptors sig-
naling pathways may be involved in the etiology of cancer.
Enzyme-linked receptors can be classified into four classes:
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tyrosine kinase, tyrosine kinase-associated, serine/threonine
kinase, and guanylate cyclase-associated.

3.4.1 Tyrosine Kinase Receptors

Tyrosine kinase receptors are single transmembrane lig-
and binding proteins that are able to phosphorylate their
own tyrosine residues (autophosphorylation) located in the
cytosolic region of the molecule. Tyrosine kinase receptors
are activated by many of the hormones and growth factors
involved in cell growth, proliferation, differentiation, and
survival (Table 3.3). Receptor activation involves interac-
tion of two adjacent receptor molecules, forming a dimmer
that cross-links in the cell membrane. Dimerization brings
the kinase domains of both molecules into close proximity,
allowing autophosphorylation (Fig. 3.4). The mechanism of
dimerization varies depending on the ligand-receptor system
and can be in one of the following ways.

• Monomeric ligands, such as EGF, bind to two receptors
simultaneously and cross-link them directly.

• FGF form multimers by binding to accessory molecules,
such as heparin sulfate proteoglycans, either on the target
cell surface or in the extracellular matrix. These accessory
molecules serve to cross-link adjacent receptors.

• PDFG, which is a dimer itself, upon binding cross-links
two receptors together.

• Ephrins (Eph) and Eph receptors are a particular kind of
juxtacrine mode of interaction. They act on a contact-
dependent manner in the way that they serve simultane-
ously as both ligand and receptor. Upon binding Eph not
only activate the Eph receptor, but it also it becomes self-
activated creating a reciprocal bidirectional signaling that
changes the behavior of both cells. This system is func-

tional during development of the central nervous system
where cells of the developing brain are maintained by
mixing with neighboring cells. In addition, soluble Eph
can also mediate signaling but are active only when they
form clusters in the plasma membrane of the target cell.
Thus, Eph activate Eph-receptors only when membrane-
bound, while soluble Eph are active when it aggregates
into clusters.

• Insulin and IGF-I bind to receptors that are already orga-
nized as tetramers inducing rearrangement of the trans-
membrane chains by which both kinase domains come
together.

Tyrosine kinase receptors transduce their signals through
multiple routes to different intracellular target domains.
Autophosphorylation of tyrosine residues within the kinase
domain induces two main effects in their signaling pathway.
The receptor is an allosteric enzyme, therefore the first effect
is the activation of its own kinase. Thus, ligand binding is fol-
lowed by a rapid increase in the number of phosphorylated
residues in its own cytoplasmatic tail that serves as recog-
nition sites to other enzymes, including phospholipase-C-γ
(PLC-γ), which function like the phospholipase-C-β activat-
ing the IP signaling pathway increasing IP3 and releasing
Ca2+ from the ER. The second effect is through the phos-
phorylation of tyrosine residues within proteins that binds
SH2 & SH3 domains. These SH2 & SH3 domains are high-
affinity docking sites for proteins that do not have their
own Src homology domains, serving as adaptors between
the receptor and other intracellular signaling pathway’s
proteins.

The tyrosine kinase signaling interacts with Ras, a small
G-protein product of the c-ras proto-oncogen that belongs
to a large family of monomeric GTPases. Ras, which is
covalently attached by prenylation to lipids of the cyto-
plasmic face of the plasma membrane, couples tyrosine

Table 3.3 Tyrosine kinase receptors ligands and functions

Ligand Typical responses

Brain-derived neurotropic factor (BDNF) Stimulates survival, growth, and differentiation of neurons
Colony stimulating factor (CSF) Stimulates monocytes/macrophage proliferation and differentiation;
Ephrin-A and -B Regulate cell adhesion and repulsion, stimulate angiogenesis, and guide cells and

axon migration
Epidermal growth factor (EGF) Stimulates cell proliferation
Fibroblast growth factor-1 to -24 (FGF-1 to FGF-24) Stimulate cell proliferation, inhibit differentiation of some precursor cells, and serve

as inductive signal during development
Hepatocyte growth factor (HGF) Induces cell dissociation and motility, influences epithelial morphology, and is

involved in tissue regeneration
Insulin Stimulates carbohydrate utilization and protein synthesis
Insulin-like growth factor-I and -II (IGF-I & IGF-II) Stimulate cell growth and survival
Macrophage-colony-stimulating factor (M-CSF) Stimulates monocyte/macrophage proliferation and differentiation
Nerve growth factor (NGF) Stimulates survival growth and differentiation of neurons
Platelet-derived growth factors (PDGF AA, BB, and AB) Stimulates cell survival, growth, and proliferation
Vascular endothelial growth factor (VEGF) Stimulates angiogenesis
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Fig. 3.4 Tyrosine kinase-stimulated receptor and activation of the
MAP kinase (MAPK) pathway. The structure on the left represents
an inactive growth factor receptor. The structure on the right repre-
sents the reactions upon ligand binding including receptor dimeriza-
tion and cross-phosphorylation of the tyrosine (Tyr) residues, which
create binding sites for the scaffolding protein Grb2 and for PLC-γ.
These initial reactions are followed by activation of Ras and the MAPK
pathway. CREB: cAMP regulatory element binding protein; DAG:
1,2-diacylglycerol; GAP: GTPase-activating protein; GDP: guanosine
diphosphate; GEF: Guanine nucleotide exchange factor; Grb2: growth
factor receptor-bound protein-2; GTP: guanosine triphosphate; IP3:
inositol triphosphate; MAPK: mitogen activated kinase; MEK: MAP-
kinase-kinase; Myc: transcription factor encoded by the c-myc gene;
P: indicates phosphorylation; PLC-γ: phospholipase-Cγ; RAF: MAP-
kinase-kinase-kinase; Ras: small G-protein; TK: tyrosine kinase

kinase receptors with multiple downstream mitogenic effec-
tors resembling the GTP-binding proteins that switch the
seven transmembrane receptor signals. Hyperactive mutant
forms of Ras resistant to GTPases have been found in approx-
imately 30% of human tumors, which remain continuously
activated in the GTP-bound state, suggesting that mutations
in the Ras proto-gene may promote the development of can-
cer. Tyrosine kinase receptors interact with Ras through an
adaptor protein termed growth factor receptor-bound protein-
2 (Grb2) that carries the SH2 and SH3 domains. Grb2 binds
to the proline-rich domain a guanine nucleotide exchange
factor (GEF) encoded by the son of sevenless (SOS) gene.
Ras also interact with GAP, a GTPase-activating protein
that increases hydrolysis of bound GTP and inactivate Ras.
Thus, GEF and GAP serve as signal switches modulating the
GTPase activity of Ras (Fig. 3.4).

Interaction of tyrosine kinase receptors with the MAP-
kinase pathway—ligand binding to tyrosine kinase recep-
tors, autophosphorylation, and Ras activation are transient

reactions. The tyrosine-specific phosphatases rapidly remove
the phosphate groups from the receptor and GAP promotes
GTP-Ras hydrolysis, switching off the reactions. Therefore,
an alternative mechanism is activated that relays the tyro-
sine kinase pathway message downstream along several other
pathways, prolonging and amplifying the signal. This mech-
anism is mediated by Ras that initiates a cascade of down-
stream phosphorylation on serine and threonine residues
of a group of proteins termed mitogen-activated protein
kinase (MAP-kinase; originally termed “extracellular signal-
regulated kinase,” ERK, or “microtubule-associated protein
kinase,” MAPK), which are much more stable than tyrosine
phosphorylations.

Activation of the MAP-kinase pathway involves the inter-
action of Ras with Raf, a serine/threonine-specific kinase
encoded by the c-raf proto-oncogene, also termed MAP-
kinase-kinase-kinase. This reaction initiates a cascade of ser-
ine/threonine phosphorylations that last longer than the pre-
viously described tyrosine phosphorylation (Fig. 3.4). Raf
phosphorylates a second enzyme in the cascade, termed
MAP-kinase-kinase (MAPKK) or MEK, which phosphory-
lates MAPK. Phosphorylated MAPK transmits the signal
downstream by phosphorylating various other kinases and
gene regulatory proteins, which modulate transcription of
genes and translation of several mRNAs. The role of the Ras-
MAP-kinase signaling pathway is to convey mitogenic sig-
nals from the cell membrane to the nucleus, activating several
transcription factors involved in cell proliferation, includ-
ing c-myc, c-fos, and CREB and regulate expression of G1-
cyclins.

The MAP-kinase pathways not only regulate mitogenesis
but also participate within mechanisms that control cell sur-
vival and cell growth through a signaling cascade of protein
phosphorylation reactions that involve Ras-dependent phos-
phorylation of phosphatidylinositol-3-kinase (PI3-kinase),
which is a protein that carries the SH2 domain recognized by
Ras. The Ras-activated PI3-kinase then phosphorylates phos-
phatidylinositol at the third position of the inositol ring to
generate phosphatidylinositol 3,4-biphosphate, or PI(3,4)P2

and phosphatidylinositol 3,4,5-triphosphate, or PI(3,4,5)P3.
Both, PI(3,4)P2 and PI(3,4,5)P3 remain attached to the cell
membrane, serving as dock sites for proteins that link the sig-
nal from the membrane to the cytoplasm. PI(3,4,5)P3 docks
two enzymes that carry the PH domain the protein kinase B
(PKB, also termed Akt) and phosphatidylinositol-dependent
protein kinase (PDKI). PDKI phosphorylates PKB, which
moves to the cytoplasm and phosphorylates a variety of
signaling proteins such as the S6 subunit of the ribo-
somes, which enhances translation efficiency. In addition,
PKB inactivates by phosphorylation a protein termed Bcl-
2-associated death promoter (BAD), a pro-apoptotic mem-
ber of the Bcl-2 family of proteins involved in programmed
cell death.
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Fig. 3.5 Tyrosine kinase associated receptor. (A) Upon ligand binding
receptors dimerize, Jaks cross phosphorylate each other and then phos-
phorylate the receptor. (B) STAT dock on the phosphorylated receptor
and is phosphorylated by Jak. (C) STATs dissociate from the receptor,

dimerize through the SH2 domains, and migrate to the nucleus where
they bind to the regulatory region of activated genes. Jak: janus kinase;
P: indicates phosphorylation; SH2: src homology region 2; STAT: signal
transducers and activators of transcription; Tyr: tyrosine

3.4.2 Tyrosine Kinase Associated Receptors

Tyrosine kinase associated receptors are transmembrane pro-
teins devoid of intrinsic enzymatic activity, but associ-
ated to cytoplasmic tyrosine kinases by non-covalent bonds
(Fig. 3.5). Some hormones, such as growth hormone (GH),
prolactin (PRL), and erythropoietin, and the cytokines
including granulocyte-macrophage stimulating factor, granu-
locyte colony-stimulating factor, interferon-α, -β, and -γ, and
interleukins (IL), IL-2, IL-3, IL-4, IL-5, IL-6, and IL-7 medi-
ate their effects through tyrosine-kinase-associated receptors
(Table 3.4).

Tyrosine-kinase associated receptors are composed of two
or more ligand specific polypeptide chains that form dimmers.

Upon ligand binding the dimmers phosphorylate their respec-
tive tyrosine residues, as well as the residues of other sig-
naling proteins that activate a group of cytoplasmic enzymes
termed Janus kinases (named Jaks after the two-faced Roman
god). Four different Jaks have been described: Jakl, Jak2, Jak3,
and Tyk2 (Table 3.4). The activated receptor induces associ-
ation between two Jaks, which activate their tyrosine kinase
domains and cross-phosphorylate. Phosphorylated Jaks serve
as docking sites for other signaling proteins, including a group
of gene regulatory proteins carrying SH2 domain, termed
signal transducers and activators of transcription (STAT),
which move to the nucleus and regulate transcription of
selected genes. An interesting feature of STAT is that the SH2
domains enable docking with phosphorylated residues of the

Table 3.4 Extracellular ligands that activates cytokine receptors and the Jak-STAT signaling pathways

Ligand Jaks STATS Typical responses

γ-interferon Jakl and Jak2 STAT1 Activates macrophages; increases MHC protein expression
α-interferon Tyk2 and Jak2 STAT1 and STAT2 Increases cell resistance to viral infection
Erythropoietin Jak2 STAT5 Stimulates production of erythrocytes
PRL Jakl and Jak2 STAT5 Stimulates milk production
GH Jak2 STAT1 and STAT5 Stimulates growth by inducing IGF- I production
GM-CSF Jak2 STAT5 Stimulates production of granulocytes and macrophages
IL-3 Jak2 STAT5 Stimulates early blood cell production

GH: growth hormone; GM-CSF: granulocyte-macrophage colony-stimulating factor; IL: interleukins; Jak: Janus kinase; MHC: major histo-
compatibility complex; PRL: prolactin; STAT: signal transducers and activators of transcription; Tyk2: tyrosine kinase 2.
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activated tyrosine kinase receptor. STAT is phosphorylated by
Jak causing dissociation from the receptor. The SH2 domains
on the released STATs mediate binding to phosphorylated
tyrosine residues with other STAT molecules, forming either
STAT homodimers or heterodimers, which move into the
cell nucleus where in association with other proteins regulate
transcription.

3.4.3 Serine/Threonine Kinase Receptors

Serine/threonine kinases receptors are single-chain peptides
with a large extracellular domain containing a cysteine-
rich region, a transmembrane domain, and a cytoplasmic
domain (Fig. 3.6). The cytoplasmic domain contains two sep-
arated amino acid sequences homologous to other serine-
threonine kinases, such as PKA and PKC. Several mem-
bers of the serine/threonine kinase receptors have been
cloned and characterized, including the receptors for trans-
forming growth factor (TGF) β-I and -II, activin, inhibin,
Müllerian-inhibiting substance (MIS), and bone morphogen
(BMP). Serine-threonine receptors activated by these extra-

cellular regulatory molecules recognize and phosphory-
late a group of proteins termed SMAD (Small Mothers
Against Decapentaplegic), of which five (SMAD1, SMAD2,
SMAD3, SMAD5, and SMAD9) form complexes that act as
transcription factors. The effects for TGFβ and activins are
mediated by SMAD2 and SMAD3, while BMP and MIS are
mediated by SMAD1, SMAD5, and SMAD9. The SMAD
amino terminal (MH1) has DNA-specific binding properties
and binds to promoter nucleotide specific sequences, and
also interacts with other transcriptional activators including
members of the AP-1 family. The complex SMAD3–SMAD4
binds to a four base pair sequence 5′-GTCT-3′, or the com-
plement 5′-AGAC-3′, termed SMAD-binding element (SFE).
The carboxy terminal (MH2) recognizes the receptor and
oligomerize with other SMAD.

3.4.4 Guanylate Cyclase Associated Receptors

Guanylate cyclase associated receptors mediate effects by
activating the enzyme guanylate cyclase (GC), through a

Fig. 3.6 Activation of the TGF-β serine-threonine receptor. TGF-β
binding to type-II TGF-β receptor induces recruitment and phosphory-
lation of type-I TGF-β receptor. Phosphorylated type-I TGF-β receptor
phosphorylates Smad2 or Smad3, which dissociates from the receptor
and oligomerizes with Smad4. The oligomer migrates to the nucleus and

binds the Smad binding regulatory element (SFE) in activated genes. P:
indicates phosphorylation; Ser: serine; SMAD: group of proteins that
form complexes that acts as transcription factors; TGF-β: transcription
growth factor β; Thr: threonine
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Fig. 3.7 Activation of guanylate cyclase associated receptors and syn-
thesis of cGMP. Ligand binding to a GC-associated receptor induces
conversion of GTP into cGMP. Soluble intracellular GC is activated by
CO and NO. In both cases, the resulting cGMO activates cGMP-PK.

cGMP: cyclic guanosine monophosphate; cGMP-PK: cGMP-dependent
protein kinase; CO: carbon monoxide; GC: guanylate cyclase; GMP:
guanosine monophosphate; GTP: guanosine triphosphate; NO: nitric
oxide; sGC: soluble guanylate cyclase

mechanism that has some analogies with adenylate cyclase,
since it catalyzes the conversion of GTP into the second mes-
senger cyclic cGMP (Fig. 3.7). Several extracellular regula-
tory molecules, including ANP, also known as atrial natri-
uretic factor (ANF), the sea urchin sperm proteins resact
and speract that are involved in the regulation of sperm-
egg interactions, and the gases NO and CO mediate their
effects by activating GC. However, like the tyrosine and ser-
ine/threonine kinases, GC can directly be both receptor and
effector. Two main types of GC have been described, a mem-
brane associated form (mGC) and a cytoplasmic soluble form
(sGC) that directly catalyze the production of cGMP in the
cytosol. ANP, guanylin, and the sea urchin sperm proteins
interact with mGC, whereas NO and CO interact with sGC.
NO is synthesized from L-arginine by the action of NO-
synthetase and is induced in various tissues by cytokines
and endotoxins. One of the most prominent actions of NO
is vascular smooth muscle relaxation in the penis. cGMP can
activate cGMP-dependent protein kinases (cGMP-PK), stim-
ulate the actions of specific phosphodiesterases, which in turn
inactivate cGMP and cAMP. The cGMP-PKs have a number

of functions, including relaxation of smooth muscle, inhibi-
tion of platelet activation, reduction of endothelial perme-
ability, and increased negative inotropic effect on the cardiac
muscle.

3.5 Regulation of Receptors and Signaling
Pathways

When cells are exposed to stimulus for a prolonged period of
time, their response decreases through a mechanism called
receptor desensitization or adaptation (Fig. 3.8). Receptor
desensitization can occur in at least three ways: inactivation
when the receptor is uncoupled from the G-proteins; seques-
tration, also termed internalization by endocytosis, when the
receptor is temporarily moved to the interior of the cells but
can be recycled into the membrane and become active; and
downregulation when the internalized receptor is destroyed
by the lysosomes.
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Fig. 3.8 Desensitization of G-protein linked receptors. After acti-
vation, the seven transmembrane receptor is phosphorylated by GRK
at serine (ser) and threonine (thr) residues, creating docking sites for
the protein arrestin that inhibits binding to the G-proteins and drives
the receptor to endocytosis. ADP: adenosine diphosphate; ATP: adeno-
sine triphosphate; GRK: G-protein-linked receptor kinase; P: indicates
phosphorylation

Desensitization of the G-protein linked receptors is medi-
ated by phosphorylation. PKA, PKC, or a kinase stimulated
by another ligand-activated G-protein linked receptor (GRK)
phosphorylates multiple serine and threonine residues on a tar-
geted G protein-coupled receptor, which then binds with high
affinity toamemberof thearrestin familyofproteins.Arrestins
uncouple the receptor from the G-proteins and serve as adap-
tors to couple the receptor to clathrin-coated pits, inducing
endocytosis, which is followed by intracellular sequestration
and/or degradation of the ligand-receptor complex.

The second messenger pathways can also be downregu-
lated by hormone over-exposure. Downstream of the recep-
tor inactivation involves mainly dephosphorylation of the
proteins phosphorylated by the kinases. Dephosphorylation
of phorphorylated serines and threonines is catalyzed by
four types of serine/threonine phosphoprotein phosphatases,
which are termed protein phosphatases I, IIA, IIB or cal-
cineurin, and IIC. Protein phosphatase-I dephosphorylate
many of the PKA substrates and inactivates CREB.

In the enzyme-linked receptors the level of activation
depends on the net level of phosphorylation of their own
tyrosine residues, which is the result of two opposite
reactions: phosphorylation and dephosphorylation. Phos-
phorylation depends on ligand binding, whereas dephos-
phorylation depends on the activity of phosphotyrosine
phosphatases. Thus, changes in activity of the phosphoty-
rosine phosphatases are also determinants of enzyme-linked
receptor activity. Two groups of tyrosine phosphatases have
been described. The first are small intracellular phosphatases
with a single catalytic domain. The second are the phospho-
tyrosine phosphatase-like receptors (PTPs), which are con-
stituted by a large transmembrane domain with two tandems
intracellular catalytic repeats that resemble membrane recep-
tors. Although their ligands have not yet been identified,
more than ten PTPs expressed within the plasma membrane
have been characterized. The cellular signaling functions
of the PTPs are still undefined, however, they have been

described carrying SH2 domains, which suggest that they
may be involved in modulating signals from cytokine and
growth factor receptors. The speculative mechanisms of the
SH2 domain in PTPs include the following:

• reduction of receptor activity and tyrosine kinase signal-
ing by dephosphorylation;

• inactivation of other tyrosine-phosphorylated signaling
molecules, such as phospholipase-Gγ and src tyrosine
kinase;

• signal amplification via binding of other tyrosine-
phosphorylated signaling proteins to one of the two SH2
domains; and

• signal transmission via interaction between another SH2
domain protein and the phosphorylated tyrosine in the car-
boxy terminus of SH2 domain PTP-1.

3.6 Interactions Between Signaling Pathways

Cells are under the influence of more than one extracellular
regulatory molecule at one time, therefore, a particular sig-
naling cascade operates under conditions where more than
one signaling pathway is simultaneously activated (Fig. 3.9).
In addition, the endocrine system has more than one way to
achieve a given biological response, and organs may have an
extra regulatory capacity in the form of overlapping controls
or redundancy. Redundant systems probably developed dur-
ing evolution as a fail-safe mechanism to secure vital func-
tions at levels beyond day-to-day demand for survival. Sev-
eral extracellular regulatory molecules, including hormones,
neurotransmitters, and growth factors activate more than one
pathway simultaneously, as summarized below:

• Adrenergic agonists bind to the α-1 receptors that activate
PI hydrolysis, and to the β-receptors and α-2-receptors,
that can stimulate or inhibit adenylate cyclase by coupling
to different G-proteins, and regulate two different signal-
ing pathways (Table 3.1).

• Ligand-binding to the M2-muscarinic receptor inhibits
adenyl cyclase and weakly stimulates PI hydrolysis by
interacting with Gi and Gq, respectively.

• Thyroid stimulating hormone (TSH) binding to the
TSH receptor (TSH-R) simultaneously activate adeny-
late cyclase and PI hydrolysis activating both the Gs and
the Gq.

• EGF and PDGF not only activate the tyrosine kinase of
their respective receptors, the EGF-R and PDGF-R, but
also induce PI hydrolysis by phosphorylating PI-PLC-γ.

Signaling pathways can respond to the same agonist, or
to different agonists, interacting to affect similar intracellular
processes. These interactions are termed cross-talk, in which
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Fig. 3.9 Interactions between signaling pathways. AC: adenylate
cyclase; Ca2+: calcium ions; CaM: calmodulin; cAMP: cyclic AMP;
DAG: 1,2-diacylglycerol; GEF: Ras guanine nucleotide exchange fac-
tor; Grb2: growth factor receptor-bound protein-2; IP3: inositol triphos-
phate; Jak: janus kinase; MAPK: mitogen activated protein kinase;
MEK: MAP kinase-kinase; PDK: phosphatidylinositol dependent pro-

tein kinase; PI(3,4,5)P3: phosphatidylinositol 3,4,5-triphosphate; PI3-
Kinase: phosphatidylinositol 3-kinase; PKA: protein kinase A; PKB:
protein kinase B; PKC: protein kinase C; PLC: phospholipase C; RAF:
MAP-kinase-kinase-kinase; Ras: small G-protein; STAT: signal trans-
ducers and activators of transcription

two or more distinct pathways affect the same response and
produce an additive or synergistic response, or that the acti-
vation of one pathway may inhibit the response stimulated
by the other. Some examples of cross-talk between signaling
pathways in the pituitary gland illustrate the topic:

• In the mamotroph cells of the pituitary gland, thyrotropin-
releasing hormone (TRH) and the vasoactive intestinal
peptide (VIP) stimulate synthesis and secretion of PRL,
but through different pathways. TRH mediates its effects
by elevating cAMP, whereas VIP activates the PI signal-
ing cascade and elevations of cytoplasmic Ca2+.

• In PRL-secreting cells, when TRH and VIP are added
simultaneously at maximally effective concentrations,
stimulation of PRL secretion is additive and the kinetics
of stimulated PRL secretion is a composite of the two ago-
nist effects. When TRH is added hours before, the amount
of PRL secreted in response to VIP is increased because
TRH stimulates PRL synthesis as well as secretion.

• Both angiotensin-II (AII) and TRH activates PI hydroly-
sis and stimulates PRL secretion in the mamotroph cells.
However, if cells are pre-exposed to TRH the effect of AII

on PRL is attenuated, probably by PKC-mediated phos-
phorylation of the AII receptor. This effect cause feedback
inhibition and is believed to be a mechanism of AII recep-
tor desensitization.

Overall, cell signaling has been classically described as
the response of one pathway to one extracellular signal. How-
ever, physiology is more complex, cells are exposed to more
than one external signal at a given time, and the outcome is
not the consequence of unidirectional and independent sig-
nals but rather the cross-talk between multiple pathways.
Thus, to understand endocrine integration at the cellular level
a more holistic approach is required, in which interaction
between signaling pathways must be taken into considera-
tion to understand the mechanism behind the final biological
response.

3.7 Summary

Intracellular signaling pathways organize and amplify extra-
cellular signals in a way that a small number of ligands
affect the activity of a large numberof molecules leading
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to the regulation of gene expression. Signaling via seven
transmembrane receptors involves activation of G-protein
that couple receptors with effectors. Three major intracel-
lular pathways convey seven transmembrane activated sig-
nals PKA, PI/PKC, and PLA2. The effector of the PKA
pathway is adenylate cyclase that converts ATP into cAMP.
The PI/PKC pathway is activated mainly by ligands that
activates PLC leading to the conversion of PI(4,5) P2 into
IP3 and DAG. IP3 binds to ER receptors and open Ca2+-
channels, inducing a rapid release of the stored Ca2+ into
the cytoplasm, while DAG stimulates various types of PKC.
The PLA2 is regulated by PKC, tyrosine kinase receptors,
MAPK and Ca2+. Stimulated PLA2 hydrolyzes phospholipids
releasing arachidonic acid and lysophospholipids. Ion chan-
nel receptors control the passage of the cations and anions
into the cell. They include receptors for several neurotrans-
mitters, among others for ACh, GABA, glycine, glutamate,
serotonin, and ATP. Enzyme-linked receptors are single-
span transmembrane proteins that bind the ligand, and serve
as cell membrane signal effectors. Enzyme-linked recep-
tors are classified into four classes: tyrosine kinase, tyrosine
kinase-associated, serine/threonine kinases, and guanylate
cyclase-associated. Most of the ligands of the enzyme-linked
receptors are local regulators and growth factors. Receptor
activity is regulated through mechanisms of desensitization
or adaptation that involve inactivation, sequestration, and
downregulation. Extracellular regulators activate more than
one pathway simultaneously and respond to the same agonist,
or to different agonists, interacting to affect similar intracel-
lular processes. Interaction involves a mechanism of cross-
talk, in which two or more distinct pathways affect the same
response and produce an additive or synergistic response or
inhibit the response stimulated by the other.

Glossary of Terms and Acronyms

5′AMP: adenosine monophosphate

AC: Adenylate cyclase

ACh: Acetylcholine

ACTH: adrenocorticotropic hormone

AII: angiotensin-II

Akt: protein kinase-B, also termed PKB

ANP: atrial natriuretic peptides

ATP: adenosine triphosphate

BAD: Bcl-2-associated death promoter

BDNF: brain-derived neurotrophic factor

BMP: bone morphogenetic protein

BNP: B-type natriuretic peptide, also known as brain natri-
uretic peptide or GC-B

βARK: β-adrenergic receptor kinase

Ca2+: calcium ions

Ca2+-CaM: Ca2+ bound to CaM

CaM: calmodulin

cAMP: cyclic adenosine monophosphate

c-fos: cellular protooncogene of the transforming gene of
the FBJ and FBR osteosarcome viruses

cGMP: cyclic guanosine monophosphate

cGMP-PK: cGMP-dependent protein kinase

c-jun: cellular protooncogene of the transforming gene of
avian sarcoma virus

CNP: C-type natriuretic peptide

CO: carbon monoxide

CREB: cAMP response element binding protein

CRF: corticotropin releasing factor

CSF: colony-stimulating factor

Cα, Cβ, Cγ: isotypes of the PKA C-subunit

EGF: epidermal growth factor

EGF-R: EGF receptor

Eph: ephrins

ER: endoplasmic reticulum

ERK: extracellular signal regulated kinase

FGF: fibroblast growth factor

Fos: transcription factor expressed by the c-fos gene

FSH: follicle-stimulating hormone

GABA: γ-aminobutiric acid

GAP: GTPase-activating protein

GC: guanylate cyclase

GDP: guanosine diphosphate

GEF: Ras guanine nucleotide exchange factor

GH: growth hormone

GHRH: growth hormone releasing hormone

GM-CSF: granulocyte-macrophage colony-stimulating
factor
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GnRH: gonadotropin releasing hormone

Grb2: growth factor receptor-bound protein-2

GRK: G-protein-linked receptor kinase

GTP: guanosine triphosphate

Gαi: G-protein inhibitory α-subunit

Gαs: G-protein stimulatory α-subunit

HGF: hepatocyte growth factor

HPL: human placental lactogen

IGF-I: insulin-like growth factor-I

IGF-II: insulin-like growth factor-II

IL: interleukin

IP3: inositol triphosphate

IRS-1: insulin receptor substrate-1

Jak: Janus kinase

Jun: transcription factor expressed by the c-jun gene

LGIC: ligand-gated ion channels

LH: luteinizing hormone

L-type: long lasting VSCC

mAch: muscarinic acetylcholine receptor

MAPK: mitogen-activated protein kinase

MARKS: myristolated alanine-rich C-kinase substrate

M-CSF: macrophage colony-stimulating factor

MEK: MAP-kinase-kinase or MAPKK

mGC: membrane-associated guanylate cyclase

MHC: major histocompatibility complex

MIS: Müllerian-inhibiting substance

MSH: melanocyte-stimulating hormone

Myc: transcription factor encoded by the c-myc gene

nACh-R: nicotinic acetylcholine receptor

NGF: nerve growth factor

NO: nitric oxide

N-type: neither long-lasting nor transient VSCC

PACAP: pituitary adenylate cyclase-activating polypeptide

PDE: nucleotide phosphodiesterase

PDGF: platelet-derived growth factor

PDKI: phosphatidylinositol-dependent χ protein kinase

PH: Pleckstrin homology

PI/PKC: phosphatidylinositol/protein kinase-C

Pi: inorganic phosphate

PI: phosphatidylinositol

PI3-kinase: phosphatidylinositol-3-kinase

PI-PLC: phosphatidilinositol-specific phospholipase-C

PKA: cAMP-dependent protein kinase-A

PKB: protein kinase-B, also termed Akt

PKC: protein kinase-C

PKG: cGMP-dependent protein kinase

PLA2: phospholipase-A2

PLC: phospholipase-C

PRL: prolactin

PTH: parathyroid-stimulating hormone

PTP: phosphotyrosine phosphatase-like receptors

RACK: receptor for activated C-kinase

RAF: MAP-kinase-kinase-kinase

ras: oncogene of the Harvey (rasH) and Kristen (rasK) rat
sarcoma viruses

Ras: small G-protein, first identified as product of the ras
oncogene

RH: Ras homology domain

ROC: receptor operated Ca2+ channel

S6: ribosomal S6 kinase

SFE: SMAD-binding element

sGC: cytoplasmatic soluble guanylate cyclase

SH2 and SH3: src homology region-2 and -3 respectively

SMAD: Small Mothers Against Decapentaplegic

sPLA2: secreted phopholipase-A2

src (pronounced “sark”): retroviral oncogene (v-src) from
the chicken Rous sarcoma retrovirus and its precursor (c-src)

STAT: signal transducers and activators of transcription

TGF: transforming growth factor

TK: tyrosine kinase

TNF: tumor necrosis factor

TRH: thyrotropin-releasing hormone

Trk: tropomyosin-related kinase receptor
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TSH: thyrotropin, or thyroid-stimulating hormone

TSH-R: TSH receptor

T-type: transient type VSCC

VD-R: vitamin D receptor

VEGF: vascular endothelial growth factor

VGCR: voltage-gated channel receptors

VIP: vasoactive intestinal peptide

VSCC: voltage-sensitive Ca2+ channel

PI(3,4,5)P3: phosphatidylinositol 3,4,5-triphosphate

DAG: 1,2-diacylglycerol

PI(3,4)P2: phosphatidylinositol 3,4-biphosphate

5-HT3: 5-hydroxytriptamine

PI(4,5)P2: phosphatidylinositol 4,5-biphosphate
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Chapter 4

Introduction to Molecular Biology: Structure and Function
of the Macromolecules of Genetic Information

Pedro J. Chedrese

4.1 Introduction

Every living organism contains two types of nucleic acids:
deoxyribonucleic acid (DNA) and ribonucleic acid (RNA).
DNA is the macromolecule that stores the full complement
of genetic information of every individual. This information
represents the chemical basis of heredity, which in the form
of a code is organized into genes. RNA is the macromolecule
involved in the process of conveying the genetic informa-
tion from the DNA to synthesis of proteins. Understanding
the basic biochemistry of nucleic acids and proteins is fun-
damental for complete appreciation of the mechanisms by
which extracellular signals affect gene expression and ulti-
mately the biological responses.

4.2 Structure and Functions
of the Nucleic Acids

Both DNA and RNA molecules are polymers of monomeric
precursors that are composed of an organic base, a sugar,
and a phosphoric acid group. The organic bases found in
DNA and RNA are the purines—adenine and guanine— and
the pyrimidines—cytosine, thymine, and uracil (Fig. 4.1).
While the sugars are deoxyribose (2-deoxy-D-ribose), found
in DNA, which contains only one hydroxyl (OH) group
located on the 3′ carbon, and ribose (D-ribose), found in
RNA, which contains two OH groups located on the 2′ and 3′

carbons (Fig. 4.2).
Adenine, cytosine, and guanine can link to either deoxyri-

bose or ribose, while thymine links only to deoxyribose and
uracil links only to ribose. Therefore, thymine is only present
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as deoxythymidine and is exclusive to DNA and uracil is only
present as ribouridine and is exclusive to RNA. Monomers
that consist only of a sugar attached to the organic base are
termed nucleosides. A, G, C, T, and U denote the nucle-
osides of adenine, guanine, cytosine, thymine, and uracil,
respectively. They are termed deoxynucleosides when the
sugar is deoxyribose and ribonucleosides when the sugar is
ribose. Purine nucleosides end in -osine, while pyrimidine
nucleosides end in -idine. Nucleosides phosphorylated on the
hydroxyl groups of the sugar are termed nucleotides. Phos-
phorylated deoxyribose and ribose of the nucleosides are
termed deoxynucleotides and ribonucleotides, respectively.

The position of the phosphate on the sugar molecule is
indicated by a numeral followed by a prime symbol (′).
The prime symbol differentiates atoms of the sugar from
those of the organic bases, which are not followed by the
prime symbol. The prefix “d” is used to indicate that the
sugar is deoxyribose. For example, cytidine with the phos-
phate attached to carbon 5 of the sugar ribose is cytidine
5′-monophosphate (CMP), and dCMP when the sugar is
deoxyribose. The exceptions are phosphorylated adenosine
and guanosine (adenosine 5-monophosphate, AMP; guano-
sine 5-monophosphate, GMP), since the prime symbol in the
nucleotide nomenclature is omitted when the phosphate is
esterified to carbon 5 of ribose (Table 4.1; Fig. 4.2).

Additional phosphates attached to the sugar of the
nucleotide form nucleotide di- and triphosphates (Fig. 4.3).
The position of the phosphate group in the nucleotide is indi-
cated by Greek symbols, α, β, and γ, with respect to being
proximal, medial, or distal to the sugar molecule. Nucleotide
triphosphates have high group transfer potential and par-
ticipate in covalent bond formation during DNA and RNA
synthesis. By forming covalent bonds, they polymerize to
generate the long chains characteristic of the nucleic acids
(Fig. 4.4).

• Polymerization of dTMP, dCMP, dAMP, and dGMP to
form DNA;

• polymerization of UMP, CMP, AMP, and GMP form
RNA.
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Fig. 4.1 Structure of the purines and pyrimidines

Fig. 4.2 Structure of the nucleosides of ribose and deoxyribose. The
sugars are attached to the organic base by a P-N-glycosidic bond, at N9

in the purines or N1 in the pyrimidines

4.2.1 DNA

DNA is a very long polymer of the four deoxynucleotide A,
G, C, and T that are linked together by phosphodiester bonds
between the deoxyribose monomers (Fig. 4.4). Deoxynu-
cleotides are asymmetric and each sugar phosphate chain has
polarity. Thus, the phosphodiester bonds within the deoxynu-
cleotide chains have directionality. The ends of the chains
are denoted as 5′ and 3′, corresponding to the portion of the
deoxynucleotide that is exposed at each end with respect to
this polarity (Fig. 4.4).

The entire DNA molecule consists of two antiparallel
strands that are held together by hydrogen bonds. The strands
are coiled, one from 5′ to 3′ and the other from 3′ to 5′, to
generate a double helix configuration. The hydrogen bonds
are very selective, A links only to T by two hydrogen bonds
and G links only to C by three hydrogen bonds. The speci-
ficity of the hydrogen bonds makes both strands comple-
mentary. Therefore, during replication, the deoxynucleotide
sequence of one strand determines the sequence of the second
strand.
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Table 4.1 Organic bases, nucleosides, and nucleotides. Purine nucleosides end in -osine, while pyrimidine
nucleosides end in -idine. Prefix “d” is used to indicate that the sugar is deoxyribose

Base Ribonucleoside Ribonucleotide

Adenine (A)
Guanine (G)
Cytosine (C)
Uracil (U)

Adenosine (A)
Guanosine (G)
Cytidine (C)
Uridine (U)

Adenosine monophosphate (AMP)
Guanosine monophosphate (GMP)
Cytidine 5′-monophosphate (CMP)
Uridine 5′-monophosphate (UMP)

Base Deoxyribonucleoside Deoxyribonucleotide

Adenine (A)
Guanine (G)
Cytosine (C)
Thymine (T)

Deoxyadenosine (dA)
Deoxyguanosine (dG)
Deoxycytidine (dC)
Thymidine (dT)

Deoxyadenosine 5′-monophosphate (dAMP)
Deoxyguanosine 5′-monophosphate (dGMP)
Deoxycytidine 5′-monophosphate (dCMP)
Deoxythymidine 5′-monophosphate (dTMP)

Nucleotide monophosphate

Base

(OH - Ribose)

(H - Deoxyribose)

OH

O–O–O–

O–

O

P P P OCH2

5′

4′
3′ 2′

1′

O

O O

Nucleotide diphosphate

Nucleotide triphosphate

γ αβ

Fig. 4.3 Structure of the nucleotides

The sugars of the deoxynucleotides are adjacent, while
the bases are oriented toward the interior of the molecule,
facing each other (Fig. 4.5). Within the double helix the
hydrogen bonds form the minor grove and the adjacent
deoxynucleotides form the major grove (Fig. 4.6). This struc-
tural configuration makes DNA a strong, stable molecule
designed to store genetic information and transmit it from
generation to generation.

DNA is organized into genes, which are defined as the
fundamental units of genetic information. Genes contain the
information for the synthesis of various types of RNA such
as the protein coding RNA, messenger RNA (mRNA), and
the non-coding RNAs, such as transfer RNA (tRNA), riboso-
mal RNA (rRNA), and small RNAs. The genetic information
resides in the sequence of nucleotides on one strand, termed
the template strand or DNA antisense strand. The opposite
strand is considered the coding strand, or DNA sense strand,
because it matches the RNA transcript (Fig. 4.7). In the cell,
DNA is complexed with proteins called histones to form
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O O O

O
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3′

3′
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γ αβ

Fig. 4.4 Nucleotide triphosphate incorporation and covalent bond for-
mation in DNA synthesis. dNTP: deoxynucleotide

chromatin. Chromatin consists of five histones: H1, H2a,
H2b, H3, and H4. Histones are basic proteins that neutralize
the strong acidity of the DNA. Approximately 145 base pairs
(bp) of DNA are wrapped with two molecules of histones to
form the nucleosome core. Nucleosomes are compacted and
condensed to form solenoids, which are further compacted to
form the chromosomes (Fig. 4.8).
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Fig. 4.6 Double helical structure of DNA

Fig. 4.7 Complementary sequence of DNA and mRNA during tran-
scription. The arrow indicates the direction of transcription. mRNA is
homologous to the DNA sense strand and complementary to the anti-
sense strand

4.2.2 RNA

The structure of RNA is similar to that of DNA; except that it
is a single-stranded molecule in which deoxyribose is sub-
stituted by ribose and thymine by uracil. RNA also con-
tains minor amounts of the organic bases: pseudouridine (ψ),
inosine (I), dihydrouridine (D), ribothymidine (RT), methyl-
guanosine (MG), or methylinosine (MI). The other main
difference between DNA and RNA is that RNA is a very
unstable molecule that rapidly degrades. Although RNA is a
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Fig. 4.8 Histone-DNA complexes

simple single-stranded molecule, it has extensive correspond-
ing regions in which AU and GC pairs are joined by hydro-
gen bonds. This configuration results in molecules that fold,
forming hairpin loop structures (Fig. 4.9).

Classically three major classes of RNA have been
described: mRNA, tRNA, and rRNA. Most recently, other
RNA molecules were recognized playing important roles
in gene regulation, including small nuclear (snRNA), small
nucleolar (snoRNA), micro RNA (microRNA), ribozymes,
and small interfering RNAs (siRNAs). RNA molecules are
synthesized by three different DNA-dependent RNA poly-
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Fig. 4.9 Cloverleaf structure of the alanine-tRNA. The uncom-
mon bases found in tRNA include: pseudouridine (ψ), inosine (I),
dihydrouridine (D), ribothymidine (RT), methylguanosine (MG), and
methylinosine (MI). In the anticodon of the alanine-tRNA I replaced G

merases present in the nucleus: RNA polymerase-I, -II, and
-III. In addition, other RNA polymerases have been described
in the mitochondria. The three main types of RNA poly-
merases described in eukaryotes are as follows:

• RNA polymerase-I that synthesize the 45S pre-RNA,
which matures into 28S, 18S and 5.8S rRNA and form
the most abundant components of the ribosomes;

• RNA polymerase-II that synthesize the precursors of
mRNAs and most snRNA and microRNAs; and

• RNA polymerase-III that synthesizes tRNAs, rRNAs 5S
and other small RNAs found in the nucleus and cytosol.

The functions of the different types of RNA can be sum-
marized as follows.

mRNA conveys the genetic information encoded in the
genes and serves as a template for protein synthesis in the
ribosomes. mRNA is the most heterogeneous in size and
stability, and its size reflects the size of the polypeptide it
encodes. Most cells produce small amounts of thousands of
different mRNA molecules that can only be visualized using
specific labeled nucleic acid probes. Many mRNAs are unsta-
ble molecules, being rapidly degraded by enzymes called
RNAses.

tRNA identifies and transports amino acids to the ribo-
somes. There are 33 known different tRNAs, products of
separate genes, one for each amino acid. The mature tRNA
molecules are synthesized by 20 different aminoacyl-tRNA
synthetases, also one for each amino acid. tRNA molecules
are of uniform size, of about 73–93 ribonucleotides, and also
contain inosinic acid, ribothymidylic acid, and pseudouridilic
acid (ψU). Many of the bases in the chain pair with each
other forming sections of double helix paired loops with the
shape of a cloverleaf (Fig. 4.9). The tRNA loops include

• the acceptor loop that binds to the amino acid;
• the TψC loop that binds to the ribosomes;
• the anticodon loop that recognizes mRNA nucleotide

triplets, called codons; and
• the D loop, which is the site recognized by the specific

aminoacyl-tRNA synthetase.

Each tRNA carries one of the 20 amino acids at its 3′ end.
Since there are more than 20 amino acids, most amino acids
have more than one tRNA. In the anticodon loop the three
unpaired bases pair with the complementary codon on the
mRNA molecule, bringing its amino acid into the growing
polypeptide chain.

rRNA is the most abundant RNA and represents the main
mass of the ribosomal nucleoprotein in the cell cytoplasm.
The most abundant rRNAs are the 28S and 18S that can
be easily visualized on agarose gel electrophoresis stained
with ethidium bromide (Fig. 4.10). One of the 18S rRNA
molecules, along with 30 other proteins, forms the small sub-
unit of the ribosomes, while one of each of the 28S, 5.8S, and
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Fig. 4.10 Agarose gel electrophoresis of total RNA. Four differ-
ent samples of total RNA were separated by size via formaldehyde
agarose gel electrophoresis, stained with ethidium bromide, and then
photographed under UV light. The above picture shows two main bands,
at 28S and 18S, and indicates the position of a minor band at 5S

5S rRNA along with 45 other proteins forms the large subunit
of the ribosomes.

snRNA are part of the spliceosomes that participate in
mRNA processing that involve excising introns and splicing
exons after transcription.

snoRNA are small RNA molecules made from the introns
removed during RNA processing. snoRNA are present in the
nucleolus, where they participate in a variety of functions
including alternative splicing of mRNA, processing of the
precursors of the 28S, 18S, and 5.8S RNA, methylation of
ribose, and template for the synthesis of telomers.

microRNAs are short non-coding RNA of ∼21–31
nucleotides transcribed from DNA but not translated into pro-
tein. microRNA are complementary to mRNA and can down-
regulate gene expression by a mechanism known as post-
transcriptional gene silencing (Chapter 5).

Ribozymes, also termed catalytic RNA, are enzymatically
active RNA molecules that catalyze the hydrolysis of RNA
phosphodiester bonds and also have aminotransferase activ-
ity in the ribosomes.

siRNAs are a group of RNA molecules that are not prod-
uct of the RNA polymerase, but are the product of the enzyme
dicer, which cleaves double strand RNA molecules in frag-
ments of about 20–25 nucleotides. Like the microRNA,
siRNA participate in post-transcriptional gene silencing
(Chapter 5).

4.3 Flow of Genetic Information: From DNA
to RNA to Proteins

The information determining a sequence of amino acids in
a protein is contained in the genes, in the form of contin-
uous sequences of nucleotides called exons, which are the

coding regions. In eukaryotes, exons are interspersed with
non-coding sections of the DNA molecule called introns
(Fig. 4.11).

Genes are transcribed into mRNA by the enzyme RNA
polymerase-II, a multisubunit enzyme complex that synthe-
sizes a single-stranded RNA. This process starts at the first
nucleotide of the first exon, called the transcription start site
(Tx). Transcription ends when RNA polymerase reaches the
transcription stop signals, AUAAAA. These signals indicate
the post-transcriptional addition of multiple adenine ribonu-
cleotides, called poly-adenylated (poly-A) tails, at the 3′ end
of the mRNA.

The first molecule of mRNA synthesized, or first tran-
script, is called heteronuclear RNA (hnRNA) and is an exact
copy of the DNA from the Tx to the transcription stop sig-
nals (Fig. 4.11). hnRNA is then processed within minutes
after transcription into mature mRNA within the nucleus and
immediately transported to the cytoplasm. The processing of
hnRNA can be summarized as follows:

• The introns are spliced out and exons rejoined yielding
a mature molecule that is shorter than the original tran-
script. Splicing of the introns and rejoining of the exons
are defined by signals that include the sequences GT and
AG.

• At the 5′ end of the mRNA, 7′-methylguanosine links by a
unique 5′ to 5′ phosphodiester bond (Fig. 4.12) forming a
structure called “CAP” (capped mRNA). CAP appears to
protect mRNA from RNAses. Therefore, CAP may play
an important role in mRNA stability.

• At the 3′ end, a poly-A tail attaches, which appears to play
a role in ribosomal recognition of mRNA and helps regu-
late translation efficiency.

Not all mRNA sequences are translated into protein. The
mature mRNA contains untranslated sequences at both ends
of the molecule, called the 5′ and 3′ untranslated regions (5′-
UT and 3′-UT, respectively). The 5′-UT extends from the
CAP to the first codon AUG that encodes for methionine,
which is the first amino acid in every protein. The 3′-UT
spans from the transcription stop signal to the poly-A tail.
The untranslated sequences of mRNA are regions of great
variability between genes, especially the 3′-UT, which can
be from a few dozen to several thousand bases in length.

4.3.1 The Genetic Code and Protein Synthesis

The genetic code is defined as the order of the nucleotide
sequences in DNA or RNA that form the basis of hered-
ity through their role in protein synthesis. The genetic code
is organized into signals comprised of three nucleotides,
or triplets, called codons, which encode for each amino
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Fig. 4.11 Structure of the gene and flow of genetic information from DNA to mRNA to protein
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Fig. 4.12 The mRNA 5′ terminus. In most mRNA, a 7′-methyl-
guanosine triphosphate, called CAP, is attached at the 5′ terminus by
a unique 5′ to 5′ phosphodiester bond, which usually contains a 2′-
methylpurine nucleotide

acid. Since there are only 20 amino acids and there are 64
possible combinations of the four nucleotides into triplets,
amino acids are encoded by more than one codon, with the
exception of methionine that is encoded by a unique codon

(Table 4.2). The main features of the genetic code can be
summarized as follows:

• It is universal. With a few minor exceptions, such as the
mitochondria, the same genetic code is used by viruses,
prokaryotes, and eukaryotes.

• It is written in linear form using the letters designating the
ribonucleotide bases.

• Each codon contains three nucleotides, arranged in
16 families.

• It does not contain comas, meaning that when translation
begins each codon is read in sequence.

• It is non-overlapping, meaning that any single letter is part
of only one codon.

• It is unambiguous, meaning that each codon specifies a
single amino acid.

Table 4.2 The genetic code

UUU Phe UCU Ser UAU Tyr UGU Cys
UUC Phe UCC Ser UAC Tyr UGC Cys
UUA Leu UCA Ser UAA Stop UGA Stop
UUG Leu UCG Ser UAG Stop UGG Trp
CUU Leu CCU Pro CAU His CGU Arg
CUC Leu CCC Pro CAC His CGC Arg
CUA Leu CCA Pro CAA Gln CGA Arg
CUG Leu CCG Pro CAG Gln CGG Arg
AUU Ile ACU Thr AAU Asn AGU Ser
AUC Ile ACC Thr AAC Asn AGC Ser
AUA Ile ACA Thr AAA Lys AGA Arg
AUG Met ACG Thr AAG Lys AGG Arg
GUU Val GCU Ala GAU Asp GGU Gly
GUC Val GCC Ala GAC Asp GGG Gly
GUA Val GCA Ala GAA Glu GGA Gly
GUG Val GCG Ala GAG Glu GGG Gly
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• It is degenerate, meaning that more than one codon spec-
ifies for the same amino acid.

• It is ordered, meaning that degenerate codons are grouped,
most often varying by only the third letter.

• It contains start and stop signals.

Immediately after processing, mature mRNA reaches the
ribosomes, which order the interaction of all of the compo-
nents of translation and protein synthesis. Translation does
not start until the ribosomes recognize the methionine codon
in the mRNA (Fig. 4.11). mRNA is translated from the 5′

to 3′ direction, and the proteins are synthesized from the
N-terminus to the C-terminus. tRNA carries amino acids
to the ribosomes. Each tRNA has an anticodon of three
nucleotides that can pair with the complementary mRNA
codon (Fig. 4.9). Translation ends when the ribosomes reach
the first of the termination, or stop, codons—UAA, UAG, or
UGA—in the mRNA molecule. No tRNA carries anticodons
that recognize these sequences.

4.4 Summary

DNA and RNA are polymers of monomeric precursors
composed of an organic base, a sugar, and a phosphoric
acid group. The DNA molecule consists of two antiparallel
strands held together by hydrogen bonds, in which the sugar
of the deoxynucleotides are adjacent, while the bases face the
interior of the molecule. DNA is organized into genes that
are transcribed into mRNA. Transcription starts at the first
nucleotide of the first exon, called the transcription start site,
and ends at the transcription stop signals. The first molecule
of mRNA synthesized, the hnRNA, is processed into mature
mRNA, in which the introns are spliced out, capped at the 5′

end, and a poly-A tail is added at the 3′ end. Mature mRNA
reaches the ribosomes, which order protein synthesis accord-
ing to the genetic code, which is organized into signals com-
prised of three nucleotides, called codons that encode for
every amino acid. Translation starts when the ribosomes rec-
ognize the methionine codon, AUG, and mRNA is read in
the 5′ to 3′ direction, and proteins are synthesized sequen-
tially from the N-terminus to the C-terminus. Translation
ends when the ribosomes reach the first of the termination
codons in the mRNA.

Glossary of Terms and Acronyms

2-deoxy-D-ribose: deoxyribose

3′-UT: 3′ untranslated region

5′-UT: 5′ untranslated region

A: adenine or adenosine

AMP: adenosine 5-monophosphate

bp: base pairs

C: cytosine or cytidine

CAP: capped mRNA

CMP: cytidine 5′-monophosphate

D: dihydrouridine

dAMP: deoxyadenosine monophosphate

dCMP: deoxycytidine monophosphate

dCMP: deoxyribose cytidine 5′-monophosphate

dGMP: deoxyguanosine monophosphate

DNA: deoxyribonucleic acid

D-ribose: ribose

dTMP: deoxythymidine monophosphate

G: guanine or guanosine

GMP: guanosine 5-monophosphate

hnRNA: heteronuclear RNA

I: inosine

MG: methylguanosine

MI: methylinosine

microRNA: micro RNA

mRNA: messenger RNA

OH: hydroxil group

Poly-A: poly-adenylated tail at the 3′ end of the mRNA

RNA: ribonucleic acid

RNAses: enzymes that specifically degrade RNA

rRNA: ribosomal RNA

RT: ribothymidine

siRNA: small interfering RNA

snoRNA: small nucleolar RNA

snRNA: small nuclear RNA

T: thymine or thymidine

tRNA: transfer RNA

Tx: transcription start site

U: uracil or uridine

UMP: uridine monophosphate



4 Introduction to Molecular Biology 49

ψ: pseudouridine

ΨU: pseudouridilic acid
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Chapter 5

Regulation of Gene Expression

Pedro J. Chedrese

5.1 Introduction

All living organisms are genetically characterized by infor-
mation stored in the genome as sequences of nucleotides.
The genetic information required for organic development
and functions is contained in the genes, which comprise only
a fraction of the total sequences of nucleotides transmitted
during every cell division and from generation to genera-
tion. Genes that express proteins can be divided in two main
groups. The first group called constitutive or “housekeeping”
genes encode slow turnover proteins required for basal func-
tions and, therefore, are steadily expressed without regulation
in most cells. The second group includes genes that encode
proteins required for cell-specific biochemical activities and,
therefore, are expressed only in particular cell groups. Some
of these genes express high turnover proteins that are subject
to rapid changes. Because these genes have restricted spatial
patterns of expression, depending on their role, they can be
highly regulated.

Genes can be regulated by extracellular signals, including
hormones, growth factors, and neurotransmitters that mainly
affect transcription. However, other levels of regulation are
also involved, such as epigenetic mechanisms that include
modifications in the DNA and chromatin without changes in
the sequence of nucleotides. In addition, expression of genes
can be regulated post-transcriptionally at the level of pro-
cessing, transport, stability and translation of mRNA, and
by RNA interference (RNAi) through small RNA molecules
that target and degrade mRNA. Finally, gene expression
can be regulated post-translationally, where modification of
the synthesized protein results in changes in its biological
activity.

P.J. Chedrese (B)
Department of Biology, University of Saskatchewan College of Arts and
Science, Saskatoon, SK, Canada
e-mail: jorge.chedrese@usask.ca

5.2 Transcriptional Regulation of Gene
Expression: The Basic Transcription Unit

Eukaryotic genes contain the information necessary to
encode proteins and the sites to initiate and terminate tran-
scription. In addition, genes contain the information needed
to regulate their own expression in the form of specific DNA
nucleotide sequences called cis-acting regulatory elements.
The cis-acting regulatory elements are recognized by trans-
acting regulatory factors, such as the nuclear transcription
factors that are the direct targets of the intracellular signal-
ing pathways. Regulatory elements can be classified into five
main groups: promoters, enhancers, silencers, boundary ele-
ments, and response elements.

5.2.1 Promoters

Promoters are classically defined as specific regulatory
regions of the gene where transcription factors bind to ini-
tiate transcription. However, researchers generically refer
to the entire 5′-flanking region of a gene as the promoter
region. Promoters are located in the first 100–300 base pairs
(bp) upstream of the transcription start site (Tx) and can be
divided into two segments, the core promoter and the proxi-
mal promoter. The core promoter is involved in initiation of
transcription and basal levels of gene activity (Fig. 5.1). The
elements of the core promoter include the TATA box, which
is an 8 bp consensus sequence rich in T and A, surrounded
by a C and G rich region. The TATA box is usually found
in the first 25–30 bp upstream of the transcription start site.
The TATA box binds the TATA-binding protein (TBP), which
is a key component of the transcription factor IID (TFIID).
Although some genes lack consensus TATA boxes, they have
related TA-rich sequences that define the site where transcrip-
tion starts. In addition, three more elements are commonly
found in the core promoter: the TFIIB recognition element
(BRE) located upstream of the TATA box that binds TFIIB;
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Fig. 5.1 Regulatory elements in the promoter and enhancer regions
of a gene. AP-1: activating protein-1 binding site; AP-2: activating
protein-2 binding site; BRE: TFIIB recognition element; CAAT: C/EBP:
CAAT-enhancer binding protein; CBF: CAAT box binding factor; CRE:
cAMP responsive element; CREB/AP-1: CRE binding protein/activator

protein-1; DPE: downstream promoter element; E-box: binds members
of the basic helix-loop-helix (bHLH) family of proteins; Inr: initiator;
NF-1: nuclear factor-1; Sp1: selective promoter-1 transcription factor;
TBP: TATA box-binding protein; TSE: tissue-specific element; HRE:
hormone-response element; Tx: transcription start site

the initiator (Inr) sequence, located at the transcription start
site that binds TFIID; and the downstream promoter element
(DPE) located approximately 30 bp downstream of the tran-
scription start site, which is recognized by TFIID.

The proximal promoter is located immediately upstream
of the core promoter and may include elements also found
in the core promoter (Fig. 5.1). The typical elements of the
proximal promoter are the GC box and the CAAT box. The
GC box contains the sequence GGGCGG found in multiple
copies and can be in opposite orientation, GGCGGG. The
GC box binds the selective promoter-1 (Sp1) transcription
factor, and is therefore, also termed the Sp1 box. The CAAT
box contains the sequence CCAAT, usually found within
the first 100 bp upstream of the transcription start site. The
CAAT box binds the CAAT box/enhancer binding protein
(C/EBP), the CAAT box-binding factor (CBF), also termed
nuclear factor-Y (NF-Y), and the CAAT-binding transcription
factor (CTF), also known as nuclear factor-1 (NF-1). The
CAAT box continues to function even when located at dis-
tances further than 100 bp upstream of the Tx and when
placed in opposite orientation, TAACC. In conjunction with
the GC box, the CAAT box brings the RNA polymerase-II
into proximity of the Tx. Overall, the CAAT box and the CG
box determine efficiency of transcription. However, it must
be taken into consideration that CAAT boxes and GC-boxes
are associated with numerous genes, but not all genes.

5.2.2 Enhancers

Enhancers are cis-acting elements located in the regulatory
region of the gene that improve basal transcription initi-
ated through the core promoter (Fig. 5.1). Enhancers per-
mit interaction of transcription factors, even when located
at various distances, either upstream or downstream, of the
Tx. Enhancers recognized by particular transcription factors

determine tissue specific gene expression. Typical enhancers
include the tissue-specific element (TSE), the E-box that
binds members of the basic helix-loop-helix (bHLH) family
of proteins, the steroidogenic factor-1 (SF-1) binding sites
found in the steroidogenic enzyme gene promoters, and the
pituitary-specific factor-1 (Pit-1) site found in the growth hor-
mone gene promoter.

Both promoters and enhancers are positioned in a linear
manner and although they may be located far apart from each
other, DNA looping brings the enhancer-bound transcription
factors close to the promoter allowing molecular interactions
(Fig. 5.2). Further characterization of the enhancers, and tran-
scription factors that they bind, reveals that there is consid-
erable functional overlap with other regulatory elements in
the promoter, such as the CAAT and GC boxes. Therefore,
the difference between enhancers and promoters sometimes
becomes indistinguishable.

Fig. 5.2 DNA looping and interactions between enhancer bound
transcription factors and components of the promoter. The diagram
shows DNA looping and interaction between distant regulatory ele-
ments and the general transcription factors in the promoter. CREB:
cAMP-regulatory element binding protein; CBP: CREB-binding pro-
tein; GTF: general transcription factors; HAT: histone acetyltransferase;
SRC: steroid receptor co-activator; TBP: TAATA box binding protein;
Tx: transcription start site
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5.2.3 Silencers

Silencers, also termed repressors, are elements that reduce
transcription. Silencers are located at various positions within
genes, including the introns. Although they are not fully
characterized, two groups have been recognized: classical
silencers that are position-dependent and negative regulator
elements that are position-independent.

5.2.4 Boundary Elements

Boundary elements, also termed insulators, are short sections
of DNA that flank the regulatory elements of the gene. The
function of the boundary elements is to insulate genes, from
the activity of adjacent genes. For example, the nucleotide
sequence CCCTC that binds an eleven zinc-finger motif pro-
tein, CTC-binding factor (CTCF), is found in many genes
blocking the influence of other gene promoters.

5.2.5 Response Elements

Response elements are cis-acting DNA nucleotide sequences
that modulate transcription in response to extracellular mes-
sages. They are classified into two main groups: ligand-
activated and second messenger-activated.

Ligand-activated response elements mediate the effects
of extracellular signaling on transcription by recognizing
nuclear receptor transcription factors, such as the recep-
tors for steroids, thyroid hormones, and retinoic acid (Table
5.1). Thus, they are termed hormone response elements
(HRE) and are usually a pair of inverted repeat sequences
complementary to another sequence located downstream,
suggesting that the transcription factor binds as a dimer
that recognizes the pair. Many different genes share the
same, or very similar HREs, therefore the term “consensus

sequences” has been established for nucleotide sequences
that bind a common transcription factor. Conversely, consen-
sus sequences can also be recognized by more than one tran-
scription factor, which adds another level of complexity to
gene regulation.

Second messenger-activated response elements are
sequences that bind proteins activated by intracellular
signaling, such as the protein kinase-A (PKA) and protein
kinase-C (PKC) pathways. Second messenger-activated
response element includes the sequence TGACGTCA,
termed cAMP-response element (CRE), that binds the CRE-
binding protein (CREB) activated by the second messenger
cAMP. Some genes contain related sequences that differ
from CRE by a single nucleotide deletion, TGA–GTCA,
termed TPA-response element (TRE) because they respond
to the PKC pathway activator phorbol ester TPA (12-O-
tetradecanoyl-13-acetate). TRE binds the transcription factor
activating protein-1 (AP-1), a heterodimer formed by the
products of the c-jun and c-fos proto-oncogene (Jun/Fos).
Another common second messenger-activated response
element is GCCN3GGC, the site that binds the activating
protein-2 (AP-2) transcription factor (Table 5.2).

Although the signaling-activated response elements are
considered enhancers, they are also often found in the core
promoter of several genes. For example, CRE, which oper-
ates as a classic enhancer, is commonly found in the core
promoter region of several cAMP-activated genes, such as
the α-subunits of the glycoprotein hormones, FSH, LH, TSH,
and hCG.

5.3 Transcription Factors

Transcription factors, also called trans-acting regulatory fac-
tors, are the proteins needed for initiation of transcription
that are not part of the enzymatic complex DNA-dependent
RNA-polymerase-II. Transcription factors recognize and bind

Table 5.1 Consensus sequences
of ligand-activated response
elements Ligand

trans-acting
factor

cis-acting
element Consensus sequence

Glucocorticoids
Progesterone
Androgens
Mineralocorticoids
Estrogens
Thyroid hormones
Retinoic acid

GR
PR
AR
MR
ER
TR
RAR

GRE
PRE
ARE
MRE
ERE
TRE
RRE

GGTACAnnnTGTTCT
“
“
“
AGGTCAnnnTGACCT
TCAGGTCA
TGACCTGA

AR: androgens receptor; ARE: androgens receptor element; ER: estrogen receptor; ERE: estrogen recep-
tor element; GR: glucocorticoid receptor; GRE: glucocorticoid receptor element; MR: mineralocorticoid
receptor; MRE: mineralocorticoid receptor element; PR: progesterone receptor; PRE: progesterone receptor
element; RAR: retinoic acid receptor; RRE: retinoic acid receptor element; TR: thyroid hormone receptor;
TRE: thyroid hormone receptor element.
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Table 5.2 Consensus sequences of signaling-activated response
elements

Signal
Trans-acting
factor Consensus sequences

PKA CREB (ATF) TGACGTCA [CRE]
PKA Fos TGACGTTT [CRE-like]
PKA and PKC AP-1 TGA-GTCA [TRE]
PKA and PKC AP-2 GCCN3GGC
PKA Jun-B AGTGCACT
PKA GATA (A/T)GATA(A/G)
Serum growth

factor
SRF CC(A/T)(A/T)(A/T)(A/T)

(AJT)(A/T)GG [SRE]
Heavy metals MTF-1 TGCACAC
Interferon-γ STAT1 TTNCNNNAAA
Heatshock HSP70 CTNGAATNTTCTAGA

AP-1: activating protein 1; AP-2: activating protein 2; CRE: cAMP
response element; CREB: CRE binding protein also called ATF or
activator transcription factor; GATA: family of transcription factors;
HSP70: heat shock protein-70; MTF-1: metal-responsive transcription
factor-1; PKA: protein kinase-A; PKC: protein kinase-C; SRE: serum
response element; SRF: serum response factor; STAT1: signal transduc-
ers and activator of transcription; TRE: TPA-response element.

cis-acting elements located in promoters through protein–
DNA interaction, and can bind other transcription factor(s)
through protein–protein interactions.

Initiation of transcription requires the interaction of DNA-
dependent RNA-polymerase-II with the general transcrip-
tion factors (GTF), which are the proteins necessary for basal
transcriptional activity. At least seven GTFs participate in
initiation of transcription, including TFIIA, TFIIB, TFIID,
TFIIE, TFIIF, TFIIH, and TFIIJ that interact according to the
following four steps:

1. TFIID binds to a region upstream of the TATA box, a pro-
cess that requires the participation of TFIIA;

2. TFIIB allows the binding of RNA polymerase II to this
complex;

3. TFIIE binds to a region downstream of RNA polymerase
II; then

4. TFIIF, TFIIH and TFIIJ complete the complex and tran-
scription begins.

Regulated gene expression requires the participation of a
third group of proteins, specific transcription factors, which
are obligated links between the extracellular signals and the
gene (Table 5.1). Thus, DNA-dependent RNA-polymerase-II
activity is regulated by the interaction between specific tran-
scription factors and GTF, with the cis-acting elements.

5.3.1 Coregulators

Coregulators are proteins that recognize other proteins,
including nuclear receptor transcription factors. Coregulators

link GTF with specific transcription factors without inter-
acting directly with DNA. Coactivators are coregulators
that activate transcription, while corepressors suppress
transcription.

5.4 Transcription Factors Structural Motifs

Most transcription factors have a series of common sec-
ondary structural features that facilitate interaction with
DNA. They include an α-helix that fits into the DNA major
groove and a free peptide strand that makes contact with
the DNA minor groove. The amino-terminal region binds
the bases while the carboxy-terminal region interacts with
the deoxyribophosphate backbone of the DNA. According to
their structural motifs, transcription factors are classified as
follows: helix-turn-helix, homeodomain proteins, high mobil-
ity group proteins, zinc-finger transcription factors, leucine
zippers, and helix-loop-helix.

5.4.1 Helix-Turn-Helix

Helix-Turn-Helix (HTH) motif is defined as two α-helices,
each composed of 20 amino acids connected by a short amino
acids chain that twist the α-helices into an “L” shape config-
uration (Fig. 5.3A). The carboxy terminal α-helix, referred
to as the recognition helix, fits into the DNA major groove
and interacts with specific bases. This motif is found in many
DNA-binding proteins, including the catabolic activator pro-
tein (CAP), the λ-phage repressor cro, the lac repressor, and
the trp repressor. Extensions of the HTH motif are the winged
HTH (wHTH), which is a group of proteins characterized by
a third α-helix and an adjacent β-sheet that are components
of the DNA-binding motif providing additional contacts with
the DNA backbone.

5.4.2 Homeodomain Proteins

In higher-order organisms the HTH motifs are more com-
monly found in a family of proteins termed homeodomain,
which has three α-helices instead of two (Fig. 5.3B). The
carboxy-terminal α-helix, which is identical to the HTH
except that the length of the loop is longer, is the recog-
nition helix and lies in the major groove of the DNA. The
remaining α-helices lie on the top of the recognition helix.
A variation of the homeodomain motif is found in the POU
family of transcription factors, an acronym derived from Pit-
1, Oct, and Unc-86, which were the first three members
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Fig. 5.3 Structural representation of the transcription factors motifs.
(A) HTH motif with two α-helices forming an L-shape configuration.
The α-helix that interacts with the DNA cis-acting element is termed
recognition helix. (B) The recognition helix of the homeodomain motif
fits into the DNA major groove, while the other two helices are located
perpendicularly over the recognition helix. (C) The recognition helices
in the HMG contact the minor groove of the DNA. (D) In the Zn-
fingers the amino to carboxy ascending limb is part of a β-sheet and

the descending limb forms a recognition α-helix that fits into the DNA
major groove. (E) The leucine rich domain of the leucine zipper is con-
stituted of leucine repeats every seventh amino acid that forms two par-
allel α-helices. An extended α-helix of the motif fits into the DNA major
groove. (F) The bHLH form one helix linked by a loop to a second helix
that is required to contact with the deoxyribose-phosphate backbone of
the DNA. The bHLH and can form homo- and hetero-dimers through
interactions between their hydrophobic residues

reported. The POU family contains a homeodomain, called
POUH, preceded by a conserved 75–82 amino acid sequence
called POUS, composed of four α-helices. Transcription fac-
tors carrying the homeodomain motif include the homeotic
proteins involved in development of the fruit fly Drosophila
melanogaster, and the thyroid transcription factor 1 (TTF1)
in mammals.

5.4.3 High Mobility Group Proteins

The high mobility group (HMG) is a small group of diverse
proteins, highly conserved during evolution, that bind DNA
and mediate gene regulation. They are called “high mobil-
ity” because they migrate rapidly in polyacrylamide gel elec-
trophoresis. HMG proteins have a homologous DNA-binding
domain called the HMG-box and are the only group of tran-
scription factors that bind to the DNA minor groove. The
HMG proteins contain three α-helices (Fig. 5.3C). Two of the
α-helices are perpendicular forming a twisted “L” over the
DNA, widening the minor groove, while the third helix con-
tacts the DNA deoxyribose-phosphate backbone. The HMG
are associated with chromatin activity and two members of
this group, HMG-14 and HMG-17, selectively bind to the

nucleosome of active chromatin. Other members include T-
cell factor/lymphoid enhancer factor (TCF/LEF), the sex-
determining region-Y (SRY) and the SRY box-9 (SOX-9).

5.4.4 Zinc-Finger Transcription Factors

Zinc (Zn) finger transcription factors are a family of proteins
whose amino acids are folded around Zn atoms that stabi-
lize their three-dimensional structure (Fig. 5.3D). The first
group of this family includes the transcription factors TFI-
IIA, Sp1, and GATA. They are sequences of 12–14 amino
acids bound to a Zn atom by a cysteine pair at the amino-
terminus and a histidine pair (C2H2) at the carboxy-terminus.
The C2H2 force a loop configuration of the protein, in which
the amino to carboxy ascending limb is part of a β-sheet and
the descending limb forms a recognition α-helix called the
Zn-finger that fits into the DNA major groove. Only the tip
of the Zn-finger makes contact with 3–4 bases of the DNA,
therefore, many fingers are required to recognize a specific
DNA sequence.

The second group of this family is the nuclear recep-
tor transcription factors that bind lipophilic ligands with
high affinity. This group includes the nuclear receptors for
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progesterone (PR), estrogens (ER), glucorticoids (GR), min-
eralocorticoids (MR), vitamin-D (VDR), thyroid hormone
(THR), retinoic acid, 9-cis-retinoic acid (RAR), ecdysone,
and a group of unknown ligands referred to as orphan recep-
tors, such as the chicken ovoalbumin upstream promoter
transcription factor (COUP-TF). Nuclear receptor transcrip-
tion factors bind to HRE as dimers, in which each monomer
recognizes only half of the consensus sequence. Thus, the
orientation and spacing between half-sites of the HRE deter-
mines receptor specificity. Three different regions can be dis-
tinguished in the nuclear receptor transcription factors (Fig.
5.4), including the following:

1. The DNA-binding domain is characterized by a non-
conserved amino-terminal region of variable size that
determines tissue specificity;

2. The activation domain is characterized by a conserved
central DNA-binding region that contains basic amino
acids and 9 conserved cysteine residues. Two Zn-finger
substructures can be distinguished in this domain, each
containing one molecule of Zn that interacts via coordi-
nation bonds with four cysteine residues. The two Zn-

fingers are flanked by α-helices at the carboxy-terminal
regions, which include a proximal box (P-box) and a
distal box (D-box). Both Zn-fingers are structurally and
functionally different and are encoded by two different
exons. The α-helix of the amino-terminal-proximal Zn-
finger interacts directly with the major groove of the
DNA. Three amino acids—glycine, serine, and valine—
at the amino-terminus of the α-helix, are responsible for
the recognition of a DNA responsive element. The second
Zn-finger appears to be involved in protein–protein inter-
actions such as receptor dimerization and stabilization of
complexes; and

3. The hormone-binding domain, characterized by a
carboxy-terminal region, of approximately 250 amino
acids that recognize and bind the ligand with high affin-
ity. The carboxy-terminal is the second most conserved
region of the nuclear receptor transcription factor family
of proteins.

Steroid hormone receptors are complexed to the chap-
erone heat shock protein (HSP). Upon ligand binding, the
steroid receptor undergoes phosphorylation of its serine

Fig. 5.4 The androgen receptor. Top panel: linear representation of the
eight exons encoding the three main domains of the androgen recep-
tor gene. Bottom panel: sequence and structure of the Zn-finger binding
domain of the human AR. The amino acid sequences are represented in
the single-letter code. The first Zn-finger contains the proximal box (P-
box) sequences that define the specificity of receptor binding to DNA.

Thus, receptors that bind to the same hexameric DNA binding site have
the same or similar P-box sequences. The second Zn-finger contain
the distal box (D-box) sequences, in which are located the amino acid
residues involved in protein–protein interaction with a second receptor
molecule, to form an active homodimer complex
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residues at the amino-terminal activation domain, dissociates
from the HSP and becomes activated. The activated recep-
tors form dimers and bind to palindromic steroid-responsive
cis-acting elements located upstream of the CAAT and TATA
boxes (Table 5.1). DNA-dependent RNA-polymerase-II and
other transcription factors and coactivators are then recruited
to initiate transcription of the steroid response genes.

5.4.5 Leucine Zippers

Leucine zippers or bZip are a family of heterodimeric pro-
teins with two well-defined domains, a basic DNA-binding
domain rich in basic amino acids, and a leucine rich
domain (Fig. 5.3E). The basic DNA-binding domain has an
extended α-helix motif that fits into the DNA major groove.
The leucine rich domain is constituted of leucine repeats
every seventh amino acid that forms two parallel α-helices.
This molecular configuration creates a hydrophobic inter-
face allowing homo- and hetero-dimeric interactions with
other proteins of the family. A number of transcription fac-
tors belong to this group including CREB, the CREB-binding
proteins CBP and p300, the cAMP-responsive element mod-
ulator (CREM), Fos and Jun, C/EBP, and the yeast factor
GCN4.

5.4.6 Helix-Loop-Helix

Helix-loop-helix (HLH), also termed basic HLH (bHLH), is
an extension of the bZip motif. All members of this group
share a common sequence of 40–50 amino acids that form
one short helix and one long helix that are linked by a loop
of 12–28 amino acids (Fig. 5.3F). The loop is required to
flip one helix over the other, forming a parallel structure
that makes contact with the deoxyribose-phosphate backbone
of the DNA. Both α-helices have hydrophobic residues on
one side and charged residues on the other side. Molecules
with bHLH motifs can form both homo- and hetero-dimers
through interactions between the hydrophobic residues on the
corresponding faces of the two helices. Overall, the bHLH
motif has similar characteristics to the bZIP motif; both are
involved in gene transcription during development and differ-
entiation, and bind DNA in a similar way. Transcription fac-
tors carrying the bHLH motif bind to the sequence CACGTG,
termed E-box, or related consensus sequences located in the
promoter region. bHLH motif transcription factors include
Myc, MAD/MAX proteins, and the upstream stimulating
factors USF-1 and USF-2. The transcription factor AP-2
belongs to an extension of this family, the helix-span-helix
group, which has a longer loop.

5.5 Signaling Regulated Transcription

Every gene has a distinct temporal pattern of expression
and response to specific extracellular signals. Intracellu-
lar activated signaling pathways and nuclear transcription
factors trigger a cascade of reactions in the genome that
regulate transcription. These reactions include changes in
chromatin structure, post-translational modifications of tran-
scription factors, and epigenetic modifications. Chromatin
is the DNA complexed with histones to form the chromo-
somes within the nucleus of the cell. The DNA wraps around
the histone to form the nucleosomes that are further com-
pacted into chromosomes. The phosphate components of
the DNA backbone are negatively charged, while the his-
tones are rich in positively charged lysine residues. These
opposite charges are responsible for the strong attraction
and tight binding between DNA and histones that makes
DNA inaccessible to most transcription factors, maintain-
ing transcription in a repressed state. Thus, gene regulation
requires controlled chromatin decondensation, which occurs
by acetylation/deacetylation of histones.

Coactivators, which either have intrinsic histone acetyl-
transferase (HAT) catalytic activity or recruit HAT to the pro-
moter region, acetylates the amino group of lysine residues
and neutralizes the positive charges of the histones. In this
way coactivators weakens binding of histones to DNA,
decondense chromatin, unwinds DNA, and allow transcrip-
tion factors access to the regulatory region of the gene acti-
vating transcription.

Corepressors silence transcription by reversing the reac-
tion of histone deacetylation. They interact with DNA-bound
histones and recruit histone deacetylases (HDAC) that cat-
alyzes hydrolysis of acetylated lysine, restoring the positive
charge and the link with DNA. Classical examples of silenc-
ing by corepressors are the silencing mediators of retinoid
and thyroid (SMRT) receptors, and the nuclear receptor core-
pressor, N-COR. These mechanisms of gene silencing have
been described in the MAD (Myc associated factor X, also
known as MAX) proteins, the retinoic acid receptor (RAR),
and the unliganded thyroid hormone receptor (THR), in
which the transcription factors bind Sin3A, a transcriptional
regulatory protein that interacts with HDAC to form repres-
sive chromatin.

5.5.1 Changes in Chromatin Structure: CBP
and CREB/CREM/ICER Family of
Transcription Factors

An example of chromatin decondensation is the regu-
lation of gene transcription by CREB, CBP, and p300
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(E1A-binding protein p300, also termed EP300). CBP
and p300 are structurally related coactivators that interact
with several transcription factors to activate transcription.
Both coactivators contain five protein interaction domains:
nuclear receptor interaction domain (RID), CREB interac-
tion domain, cysteine/histidine domains CH1 and CH3, HAT
domain, and bromodomain. The bromodomain recognizes
and binds acetylated lysine residues on the amino termi-
nal tails of histones, facilitating protein-histone association
and chromatin remodeling. Thus, CBP and p300 activate
gene expression by at least three mechanisms: relaxing the
chromatin through their HAT activity, recruiting the basal
transcriptional machinery to the promoter, and acting as an
adaptor.

CRE-binding protein was first recognized as the trans-
acting factor that binds the cis-acting element CRE
(TGACGTCA) and confers cAMP-inducible transcription to
the somatostatin gene. Six alternatively spliced transcripts
are described from the 11 exons of the CREB gene, includ-
ing CREBΔ, CREBα, CREBγ, CREBαγ, CREBΩ, and
CREBψ. The predominant isoforms expressed in most tis-
sues are CREBΔ produced by exclusion of exons 3, 5, and
6, and CREBα produced by exclusion of exons 3 and 6.
Both transcripts encode a peptide of about 43 kDa with a
basic domain, a bZip motif, and two glutamine-rich domains,
Q1 and Q2, essential for transcriptional activation. In addi-
tion, a PKA consensus sequence is located between Q1 and
Q2, termed kinase inducible domain (KID). The rest of the
CREB isoforms are truncated peptides that lack KID, Q2, and
the bZip motif. cAMP-stimulated PKA activates CREB by
phosphorylation at serine-133 within the KID domain. Acti-
vated CREB forms homodimers through their bZip motifs
and binds via its basic regions to CRE in the promoter
of target genes. Activated CREB also binds CBP, which
recruits the basal transcription complex into the promoter.
The two glutamine-rich regions in CREB and the glutamine-
rich region in CBP are required for interaction with the tran-
scription machinery.

cAMP-responsive element modulator is a transcription
factor highly homologous to CREB, of which several alterna-
tively spliced isoforms are characterized. CREMα, CREMβ,
and CREMγ isoforms are transcribed from the same pro-
moter and contain a bZip motif and a KID region, but lack
the glutamine-rich domains Q1 and Q2 required for transcrip-
tional activation. These isoforms bind CRE with the same
efficiency and specificity as CREB, but regulate gene expres-
sion suppressing cAMP-induced transcription. The CREM
gene expresses two other groups of isoforms that contain
the glutamine-rich regions, which function as activators. The
first group includes the CREMτ isoforms (τ1, τ2, and τ3)
that originate from promoter-1. The second group, termed
CREMθ1 and CREMθ2, are transcribed from two newly
identified exons that utilize promoters 3 and 4. Promoters

3 and 4 contain several CREs that are responsive to cAMP
and therefore are activated by CREB and CREM induction,
which allows for positive auto-feedback regulation of the
CREMθ isoforms.

The inducible cAMP early repressor (ICER) is a power-
ful repressor of cAMP-responsive genes also encoded by the
CREM gene. ICER originates from an alternative intronic
promoter, promoter-2, located close to the 3′ end of the
CREB gene that directs the expression of a truncated pro-
tein containing the bZip motif only. ICER has four CRE ele-
ments in its promoter so its transcription can be activated
by CREB and CREM. ICER binds to the CRE of cAMP
responsive genes, including its own CRE, and represses tran-
scription. Thus, the CREB/CREM system can be negatively
auto-regulated. Overall, the multiple alternatively spliced
isoforms of CREB and CREM, some of which function as
activators, whereas others are repressors, and the use of alter-
native promoters exert spatial and temporal specificity on
cAMP-regulated genes.

The CREB/CREM family of transcription factors plays
a major role in regulating complex processes, including
the cAMP-mediated signal transduction during the sper-
matogenic cycle. In Sertoli cells, CREB levels fluctuate
in a cyclical manner along the spermatogenic wave. The
FSH-activated cAMP signaling pathway positively auto-
regulates expression of CREB, which binds to a CRE-like
element in its own promoter and activates transcription of
genes involved in germ cell differentiation. ICER, which is
also activated by CREB, down regulates CREB expression
together with its own expression, resetting CREB to basal
level enabling a new spermatogenic wave.

In addition to binding CREB, CBP contains distinct inter-
action domains for various classes of transcription factors,
mediating actions of other transcription factors and coac-
tivators as well. When combined with the steroid regu-
latory coactivator, SRC, CBP enhances nuclear receptor
transcription and therefore is considered an integrator of
transcription. The nuclear receptor coactivator-1, also termed
steroid receptor coactivator-1 (SRC-1), which possesses
intrinsic HAT activity and several nuclear receptor interact-
ing domains, function as a transcriptional coregulator. Upon
ligand binding, nuclear receptors recruit SRC-1 to the pro-
moter/enhancer region of a gene assisting nuclear receptors
in transcription upregulation.

5.5.2 Post-translational Modifications
of Transcription Factors

Intracellular kinases including PKA, PKC, mitogen-activated
protein (MAP) kinase, Janus kinase (JAK), and Jun N-
terminal kinase (JNK) can also regulate gene transcription by
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post-translational modification of transcription factors. PKA
activates C/EBP by phosphorylation, which is consistent with
the role of C/EBP in a variety of cAMP regulated genes. The
reverse reaction, dephosphorylation, can also induce tran-
scription factor activity. PKC-mediated dephosphorylation of
Jun activates AP-1 to bind TRE. PKA and PKC can also
activate AP-2, which binds to CRE and is involved in reg-
ulation of the proenkephalin gene that responds to a variety
of signals including PKA, PKC, and Ca2+-dependent path-
ways. AP-2 also binds to a variety of other GC sequences
with no similarities to CRE, such as GCCN3GGC, and
acts as a basal transcription enhancer in the gene promoter
of metallothionein, estrogen receptors, cholesterol side-
chain cleavage cytochrome P450, and the α- and β-subunits
of the human chorionic gonadotropin. Another example
of post-translational modification includes the mechanism
of interferon-regulated transcription. Interferon binding to
the cytokine receptor is followed by the activation of the
cytokine receptor-associated kinase, JAK. Activated JAK
phosphorylates the cytokine receptors creating sites for inter-
action with proteins that contain the phosphotyrosine-binding
domain SH2, which then recruits the signal transducers
and activators of transcription (STAT). The SH2 domain of
STAT act as docking sites for the SH2 domains of other
STATs and bind to the interferon-gamma activated sequence
promoter element (GAS) of cytokine-regulated genes. The
JAK pathway is negatively regulated by at least three
mechanisms:

1. tyrosine phosphatases that remove phosphates from
cytokine receptors and activated STATs;

2. suppressors of cytokine signaling (SOCS) that inhibit
STAT phosphorylation by binding and inhibiting JAKs, or
competing with STATs for phosphotyrosine binding sites
on cytokine receptors; and

3. protein inhibitors of activated STATs (PIAS), which bind
to STAT and block access to the DNA sequences of the
cytokines-regulated genes.

Overall, the mechanisms of transcription regulation are
not mutually exclusive and some transcription factors may
participate in more than one type of regulation. Therefore, the
response to intracellular signaling pathways combined with
the interaction of multiple transcription factors specific for
every tissue can be unique to a particular gene.

5.5.3 Tissue-Specific Gene Expression

Every cell type expresses a limited number of genes, such
as the chorionic gonadotropins in the placenta of primates
and equidae, growth hormone in the pituitary somatotroph
cells, insulin in the β-cells of the pancreatic islet, and

β-globin in erythroid cells. Several mechanisms defining cell-
specific gene expression have been described, with most of
them determined by the interaction of multiple regulatory
promoter elements and by their cognate transcription fac-
tors. The simplest mechanism of tissue specific transcription
appears to be regulation of transcription factor abundance
(e.g., CREM). By using alternative promoters and transla-
tion initiation sites the CREM gene encodes several differ-
ent isoforms, which are found in varying amounts in differ-
ent tissues, some of which operate as activators and others as
repressors by transcription factor displacement.

Tissue-specific expression of some genes requires the
combinatorial effect of different transcription factors in a
particular tissue. For example, expression of the chori-
onic gonadotropin α-subunit gene is influenced by a tissue-
specific regulatory element (TSE) located adjacent to the
CRE that binds a protein expressed specifically in the pla-
centa. CRE and TSE form a composite enhancer that imparts
the unique property of placental cells to express the chorionic
gonadotropin α-subunit gene. Thus, although CRE is present
in the promoter of many genes and can bind several tran-
scription factors, the combination of CRE and TSE is unique
to the placental cells.

In the pituitary gland the somatotroph cells express a
member of the POU-homeodomain family termed Pit-1 that
binds to multiple Pit-1 sites in the GH gene promoter. Pit-1
is effective only in the presence of adjacent cell-specific
and ubiquitous DNA binding sites for transcription factors
expressed exclusively in the pituitary gland. Thus, Pit-1
requires the participation of other enhancer binding factors
to fully activate transcription in the pituitary.

The thyroglobulin and thyroid peroxidase genes are
expressed specifically in the thyroid gland. Several transcrip-
tion factors that bind promoters of thyroglobulin and thyroid
peroxidase genes have been identified, including the thyroid
transcription factor-1 (TTF-1), which is mainly expressed
in the thyroid gland, but is also expressed in other tissues,
such as the lung and brain, and the paired box member,
PAX-8, which is expressed in the thyroid and the kidney.
The combined expression of TTF-1 and PAX-8 is unique
to the thyroid gland therefore they activate expression of
the thyroid-specific thyroglobulin and thyroid peroxidase
genes.

The mechanisms of cell-specific expression appear to
respond to a combinatorial code that allows unique pat-
terns of transcription for each tissue. Dimerization of tran-
scription factors with the same structural motif allows com-
binations and interactions of related factors that generate
transcriptional switches in which some combinations acti-
vate and others inhibit transcription. Overall, specific pat-
terns of transcription appear to be regulated by dimerization
and expression of limited transcription factors in each cell
type.
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5.5.4 Epigenetic Regulation of Gene
Expression

Gene expression is also regulated by modifications in chro-
matin and DNA that are stable and transmitted from gen-
eration to generation, but do not involve changes in the
nucleotide sequence of the DNA. These modifications,
termed epigenetics, occur during cell differentiation, allow-
ing cells to acquire different characteristics without changes
in the genome. The main epigenetic mechanism of gene reg-
ulation is DNA methylation, which involves addition of a
methyl group to the fifth carbon of the cytosine nucleotides.
Common targets of methylation are densely clustered CpG
dinucleotide genomic sequences, termed CpG islands (“p”
refers to the phosphodiester bond between C and G.) CpG
islands are approximately 300–3,000 bp located at or near
the Tx of many vertebrate genes.

Methylation is catalyzed by three specific methyltrans-
ferases: DNA methyltransferase-1, -3α, and -3β (DNMT1,
DNMT3α, DNMT3β). It is believed that DNMT3α and
DNMT3β establish a pattern of DNA methylation early in
development and that DNMT1 copies the DNA pattern of
methylation during DNA replication. Methylation changes
DNA binding sites in a gene promoter. Therefore, cognate
transcription factors and proteins that would normally bind
to the promoter are not recognized, causing silencing of the
gene. Methylation is involved in the mechanisms of parental
imprinting, where a gene of a contributing parent determines
expression of the same gene in the offspring. An example
of methylation imprinting is expression of the insulin-like
growth factor-II (IGF-II) gene, in which only the paternal
allele is active. The mechanism involves the participation
of a methylated insulator between the IGF-II promoter and
enhancer, in a way that the CTC-binding factor can no longer

Fig. 5.5 Regulation of gene expression by RNA interference. (A)
miRNA pathway. A gene expressing miRNA is transcribed into a Pri-
miRNA, which is cleaved by Drosha into Pre-miRNA. Pre-miRNA is
transported to the cytoplasm by Exportin 5 and cleaved by Dicer to form
a short dsmiRNA. dsmiRNA separates into miRNA that binds to mRNA

repressing translation. (B) siRNA pathway. dsDNA enters the cell and
is cleaved by Dicer to form a short dssiRNA that separates into siRNA
and complexes with RISC. The RISC-siRNA complex binds to mRNA
causing degradation
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bind to the insulator. Thus, the enhancer is free to turn on the
paternal IGF-II gene promoter.

5.6 Regulation of Gene Expression by RNA
Interference

Relatively recent discoveries have lead to increased interest
in RNA interference (RNAi), which is a natural regulatory
mechanism conserved among many organisms. RNAi regu-
lates gene expression by directing post-transcriptional silenc-
ing through small RNA molecules of ∼22 bp, such as micro
RNAs (miRNAs) and short interfering RNAs (si RNAs).
RNAi targets genes in a sequence-specific manner and
either decreases mRNA translation or cleaves and degrades
mRNAs. Although miRNAs and siRNAs are closely related,
sharing some common features and functions, their origin is
different and, therefore, their pathways and mechanism of
action are different too.

miRNAs originate from non-translated genes, some of
which are found in intronic regions and can be transcribed
as part of the primary transcript for the corresponding gene
(Fig. 5.5A). Others originate from intergenic regions or are in
antisense orientation to known genes. miRNA genes are tran-
scribed by a DNA-dependent RNA polymerase-II into pri-
mary transcripts termed pri-miRNAs, which are processed
into pre-miRNA by a member of the RNase-III family of
enzymes, termed drosha, in conjunction with a dsRNA-
binding protein, termed pasha in Drosophila and DGCR8 in
humans. The pre-miRNAs are imperfect base-paired hairpin
loops of approximately 70–100 bp that are transported to the
cytoplasm by a protein termed exportin-5. In the cytoplasm,
another RNase-III enzyme termed dicer cleaves pre-miRNA
to generate two mature miRNA molecules that are comple-
mentary. Dicer also assembles the miRNAs into the RNA-
induced silencing complex (RISC), which carries an endonu-
clease termed argonaute that degrades the anti-guide (pas-
senger) strand, while the guide strand base pair with the tar-
get mRNA. If miRNA is fully complementary to its target,
the mRNA is cleaved and degraded. However, if base pair-
ing is partially complementary, translation is repressed. Thus,
activation of the miRNA-RNAi pathway results in the down-
regulation of gene expression through either degradation of
mRNA or repression of translation.

The origin of siRNAs has not yet been clearly defined,
however, it is believed that they are synthesized by RNA-
dependent RNA polymerases that convert single-stranded
RNA (ssRNA) into double-stranded RNA (dsRNA) (Fig.
5.5B). Alternatively, DNA-dependent RNA polymerases pro-
duce dsRNA by transcribing inverted DNA repeats. The
dsRNAs are transported into the cytoplasm, presumably by
a mechanism similar to the miRNAs involving exportin-5.

Cytoplasmic dicer recognizes and cleaves both strands of
long dsRNA at specific distances from the helical end into
numerous double stranded siRNA molecules that are loaded
into RISC, where they are separated into two single strands.
The antisense strands of siRNA act as guides for RISC-
argonaut that targets complementary or partial complemen-
tary mRNA leading it to cleavage and degradation, which
results in down-regulation of gene expression.

Direct post-transcriptional silencing through RNAi has
been described in genes involved in a wide variety of cellular
functions, including development, cell proliferation, differen-
tiation and apoptosis, and fat metabolism. The siRNA path-
way can also be artificially activated using synthetic silenc-
ing reagents designed to degrade target mRNAs. Delivery of
exogenous siRNA into the cell is currently utilized as a tool
for identification of novel genes and gene functional anal-
ysis. As more is learned about RNAi and the target genes
of miRNAs and siRNAs, it will be possible too more accu-
rately assess gene expression. RNAi is a significant molecu-
lar tool used to study gene silencing, with potential applica-
tions in the health science field, such as selected gene silenc-
ing to treat diseases and development of disease management
therapies.

5.7 Summary

Genes have unique patterns of temporal and spatial expres-
sion that ultimately characterize the genetic make-up of all
living organisms. Gene expression can be regulated at several
levels, which include transcription, post-transcriptional, post-
translational, and through epigenetic mechanisms. Genes
contain the information necessary to regulate their own
expression in the form of specific DNA nucleotide sequences,
called cis-acting regulatory elements, which can be classi-
fied into five main groups: promoters, enhancers, silencers,
boundary elements, and response elements. Regulatory ele-
ments are recognized by specific transcription factors that
are the link between the intracellular signaling pathway and
gene transcription. Transcription factors can be classified
according to common secondary structural features, or motifs
that include helix-turn-helix motif, homeodomain proteins,
high mobility proteins, zinc-containing transcription factors,
leucine zipper motif, and HLH motif. Transcription regu-
lation involves changes in chromatin structure by histone
acetylation, post-translational modifications of transcription
factors, and epigenetic modifications such as methylation.
Gene expression can also be regulated by RNAi, also known
as post-transcriptional gene down-regulation or silencing,
through small RNA molecules that either repress gene trans-
lation or degrade mRNA. Overall the mechanisms described
are not mutually exclusive and more than one mechanism
may participate in the regulation of a particular gene.
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5.8 Glossary of Terms and Acronyms

AP-1: activating protein-1, Jun-Fos heterodimer

AP-2: activating protein-2

AR: androgen receptor

ARE: androgens response element

bHLH: basic helix-loop-helix

BRE: TFIIB recognition element

bZip: DNA binding domain of the leucine zippers family
of heterodimeric proteins

C/EBP: CAAT box/enhancer binding protein

CaMK: Ca2+-mediated kinase

CAP: catabolic activator protein

CBF: CAAT box-binding factor

CBP: CREB binding protein

c-fos: cellular protooncogene of the transforming gene of
the Finkel-Biskis-Jinkins murine osteosarcoma viruses

c-jun: cellular protooncogene of the transforming gene of
avian sarcoma virus

COUP-TF: chicken ovoalbumin upstream promoter tran-
scription factor

CRE: cAMP response element

CREB: CRE-response element binding protein

CREM: cAMP-responsive gene modulator

Cro repressor: dimeric protein composed of identical
subunits

CTCF: CTC-binding factor

CTF: CAAT binding transcription factor

DNMT: DNA methyltransferase

DPE: downstream promoter element

dsRNA: double-stranded RNA

E-box: sequence CACGTG that binds members of the basic
helix-loop-helix

ER: estrogen receptor

ERE: estrogens response element

Fos: transcription factor expressed by the c-fos oncogene

FSH: follicle stimulating hormone

GAS: interferon-gamma activated sequence promoter

GATA: a family of transcription factors that contain
two zinc finger motif and binds to the DNA sequence
(A/T)GATA(A/G)

GH: growth hormone

GR: glucocorticoid receptor

GRE: glucocorticoids response element

GTFs: general transcription factors

HAT: histone acetyl transferase

hCG: chorionic gonadotropin hormone

HDAC: histone deacetylase

HMG: high mobility group of proteins

HMG-box: homologous DNA binding domain of the HMG
proteins

HNF: hepatocyte nuclear factor

HRE: hormone response element

HSP: heat shock proteins

HSP70: heat shock protein-70

HTH: helix-turn-helix

ICER: inducible cAMP early repressor

IGF-II: insulin like growth factor-II

Inr: Initiator sequence

IPF: insulin promoter factor

JAK: Janus kinases

JNK: Jun N-terminal kinase

Jun: transcription factor expressed by the c-jun gene

KID: kinase inducible domain

LH: luteinizing hormone

MAD/MAX: group of proteins of the bHLH family that can
form heterodimers with myc and regulate transcription

MAP: mitogen activated protein

MAPK: mitogen-activated protein kinase

miRNA: micro RNAs

MR: mineralocorticoid receptor

MRE: mineralocorticoids response element

MTF-1: metal-responsive transcription factor-1
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Myc: transcription factor expressed by a gene originally
described in the avian MC29 myelocytomatosis virus (v-
myc). A homologous gene (c-myc) is located in the long arm
of the human chromosome 8.

N-COR: nuclear receptor co-repressor

NF-1: nuclear factor-1.

NF-Y: nuclear factor-Y

p300: E1A-binding protein p300, also termed EP300

P450scc: cytochrome P450 cholesterol side chain cleavage

PAX-8: transcription factor expressed by a member of the
paired box (PAX) family of genes that encode proteins that
contain a paired box domain, an octapeptide, and a paired-
type homeodomain. It is expressed in the thyroid and the
kidney and binds thyroglobulin and thyroid peroxidase genes
promoters

PIAS: protein inhibitors of activated STATs

Pit-1: a transcription factor expressed specifically in the
pituitary gland; member of the POU-homeodomain family

PKA: protein kinase-A

PKC: protein kinase-C

POU: acronym derived from the homeodomain proteins
Pit-1, Oct and Unc-86

PR: progesterone receptor

PRE: progesterone response element

pre-miRNA: precursor of miRNA

pri-miRNA: primary transcript of an miRNA gene

RAR: retinoic acid receptor

RID: nuclear receptor interaction domain

RISC: RNA-induced silencing complex

RNAi: RNA interference

RRE: retinoic acid response element

SF-1: steroidogenic factor-1

SH2: Src Homology (SH) region 2, a phosphotyrosine-
binding domain originally described in proteins of the
Rous sarcoma virus (src) oncogene family of tyrosine
kinases

Sin3: a negative regulator of transcription in yeast also
known as SDII

siRNA: short interfering RNA

SMRT: silencing mediator of retinoid and thyroid receptors

SOCS: suppressors of cytokine signaling

SOX: SRY box

Sp1: selective promoter-1

SRC: steroid receptor coactivator

SRE: serum responsive element

SRF: serum response factor

SRY: sex-determining region of the Y chromosome

ssRNA: single-stranded RNA

STATS: signal transducers and activators of transcription

TBP: TATA-binding protein

TCF/LEF: T-cell factor/lymphoid enhancer factor

TF: transcription factor

TFIID: transcription factor IID

THR: thyroid hormone receptor

TPA: 12-O-tetradecanoyl-13-acetate

TR: thyroid hormone receptor

TRE: TPA response element

TSE: tissue specific element

TSH: thyrotropin hormone

TTF-1: thyroid transcription factor

Tx: transcription start site

USF-1 and USF-2: upstream stimulating factors 1 and 2,
respectively

VDR: vitamin-D receptor

wHTH: winged HTH
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Chapter 6

Molecular Basis of Abnormal Phenotype

Pedro J. Chedrese and Christine Meaden

6.1 Introduction

With the exception of gametes, genes occur in homologous
pairs located on chromosomes, which also occur in homolo-
gous pairs within the cell nucleus. Each gene of the homolo-
gous pair is positioned at corresponding fixed locations called
the locus on each of the matching chromosomes. Natural
random modifications within the DNA nucleotide sequences
of genes create one or more alternative forms called
alleles. The alleles constitute the genetic make-up or geno-
type for each gene and determine normal variability essential
for genetic diversity. The genotype provides the primary code
for the phenotype, which refers to observable structure, func-
tion, and behavior that result from gene expression. Identi-
cal alleles located at the same locus on each of the matching
chromosomes are considered homozygous for a trait, while
two different alleles are heterozygous. The allele expressed
by phenotype is said to be dominant, while the other allele,
which is masked by the dominant gene, is described as
recessive.

Phenotypic variations produced by alleles that can be dis-
tinguished from the traits produced by their homologous
genes are known as genetic polymorphisms. Normally, poly-
morphic sites are located approximately once every 500
nucleotides or about 107 times in every genome. Sequences
of polymorphic sites are used for studying genetic link-
age and gene mapping. Dramatic changes to phenotype
can occur due to modifications within DNA nucleotide
sequences of homologous gene pairs in response to envi-
ronmental factors, the influence of other genes, or errors
during replication. Heritability is the proportion of phe-
notypic variation in a population that is attributable to
genetic variation. Heritability analysis estimates the differ-
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ences in genetic and non-genetic factors relative to the total
phenotypic variance in a population. Therefore, it must be
considered that genotype and phenotype are not always
directly correlated; some genes are triggered only by envi-
ronmental conditions and some phenotypes are the result
of multiple genotypes. Overall, modification within DNA
nucleotide sequences may represent either naturally occur-
ring polymorphisms or genetic mutations when they produce
uncharacteristic variations.

6.2 Genetic Mutations

A genetic mutation is a heritable change in the genetic mate-
rial, which occurs mainly due to alteration of nucleotide
sequences and inversion or translocation of genes. Rate
of mutations may be increased by exposure to mutagens,
which are physical (i.e., radiation from UV rays, X-rays, or
extreme heat) or chemical (natural or synthetic) agents that
change genetic information. Mutations that cause expression
of abnormal proteins, which produce detrimental effects to
the individual, are the basis of genetic syndromes or disease.

However, mutations are not always harmful or affect phe-
notypic change. Darwin’s theory of natural selection is based
on phenotype or the observable characteristics, in which
favorable traits become more common in successive genera-
tions while unfavorable traits become less common. Meaning
that individuals with favorable phenotypes are more likely to
survive and reproduce than those with less favorable phe-
notypes. This theory is validated throughout evolution, in
which changes in the genome were essential for adaptation to
the internal and/or external environment, making the species
fitter and better adapted to environmental change, coining
the term survival of the fittest. Also, alleles may increase or
decrease in frequency within a population over time through
genetic drift, which is determined statistically using the law
of large numbers theory. The statistical theory is applied to
determine the effect “chance” has on survival of the alle-
les or gene variation. For example, not every member of the
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population will become a parent and not every set of parents
will produce the same number of offspring. Neutral muta-
tions that occur due to genetic drift do not influence the fit-
ness of the species favorably or negatively. A genetic muta-
tion in a population that began with a few individuals, who
carried a particular allele that is inherited by many descen-
dants, is known as the founder effect. A mutation that was
not inherited from either parent is called a de novo mutation.
Thus, mutations also create variations in the gene pool.

Mutations can be subdivided into germline mutations,
which can be passed on through generations and are respon-
sible for inherited genetic syndromes or disease, and somatic
mutations that cannot be transmitted to descendants. Somatic
cell mutations can occur any time after oocyte fertilization
and are much higher than germinal cell mutations because
the majority of cell divisions that generate an organism are of
somatic lineage. It is estimated that a single-cell zygote gen-
erates ∼1013 cells of somatic lineages. As molecular tech-
nology advances, scientists are increasingly able to iden-
tify genetic mutations, thus providing information to diag-
nose genetic syndromes or diseases (i.e., cancer) affecting
individuals. Consequently, progress towards goals of devel-
oping interventional therapies and, in some instances, cures
for genetic disorders are being achieved. Mutations can be
classified into three categories: gene mutations, chromosome
mutations, and genome mutations.

6.2.1 Gene Mutations

In most situations, DNA polymerase has the ability to repair
errors that occur during replication. They include nucleotide
substitutions, deletions, and insertions, which can be repaired
by removing abnormal 3′ nucleotides of the growing DNA
strand, and using the normal strand as a template to replace
the abnormal nucleotide(s). In addition, errors during DNA
replication often occur in the non-coding regions of the
DNA, or at sites that do not affect normal expression, there-
fore the phenotype is not influenced. Gene mutations result
when errors during normal DNA replication are not repaired
(Fig. 6.1).

Point mutations are the substitution of a single nucleotide
with another nucleotide. Transitions are substitutions of a
purine base for another purine or of a pyrimidine base
for another pyrimidine. Transversions are a purine substi-
tuted for a pyrimidine or a pyrimidine substituted for a
purine. Transitions occur more frequently than transversions.
A nucleotide substitution in the coding region will affect any
amino acid to be synthesized from this gene.

Nonsense mutations are point mutations that change an
amino acid triplet codon for a stop codon, thus, the ribosome
will stop adding amino acids.

Fig. 6.1 Examples of mutations in the DNA and subsequent changes
in amino acid sequences

Frameshift mutations are deletions or insertions of
nucleotides that result in changes in the length of a gene.
When nucleotides are deleted, the coding of proteins that
uses that particular DNA sequence will be unable to be pro-
duced because each successive nucleotide after the deleted
nucleotide will be out of place, thus shifting the reading
frame. Similarly, when a nucleotide is inserted into a genetic
sequence this also shifts the reading frame.

Missense mutations are substitution of nucleotides that
result in a different amino acid. When an amino acid is
replaced by one of similar properties, size, charge, and ten-
dency to bend, the substitution may not cause much change in
the final shape or properties of the protein, for which they are
called silent mutations. On the other hand, if the new amino
acid has different properties, the mutation can result in the
synthesis of an abnormal protein. For example, if a single
mutation incorporates a cysteine (Cys) instead of a tyrosine
(Tyr) in the catalytic active site of a cell signaling protein,
this would result in a non-functional signaling pathway. Cys
forms disulfide bonds with other cys residues, which creates
the three-dimensional structure of a protein. Thus, the loss
of a cys residue involved in a disulfide bond may result in an
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inactive or partially active protein, due to changes in its three-
dimensional structure, affecting the response to a variety of
hormones and growth factors. Another example is individuals
suffering from the genetic disease sickle-cell anemia; a point
mutation occurs where a single amino acid replacement on
the sickle hemoglobin molecule produces an abnormal pro-
tein. Analysis of both the α- and the β-chains that make up the
α2β2 form of hemoglobin molecules indicates that the sickle
hemoglobin β-chain differed from the normal hemoglobin β-
chain, through a specific amino acid substitution of glutamic
acid→valine, at position 6.

6.2.2 Chromosome Mutations

Chromosome abnormalities usually result from an error
within the gametes when cells grow and divide or can occur
during early fetal development. Chromosome mutations are
a result of gene rearrangements leading to structural vari-
ations or changes in number of chromosomes. Depending
on which genes are involved, chromosomal mutations may
not be viable to produce an organism, result in a lethal
genetic disorder, or may produce advantageous changes in
the genome. The age of the mother and certain environmen-
tal factors can increase the risk of fetal chromosomal abnor-
mality. There are several structural rearrangements associ-
ated with chromosome mutations, which can be classified as
follows.

Microduplication, also termed amplification, occurs
when there is an increase in the number of genes at a par-
ticular locus, leading to multiple copies of the chromosomal
region affected.

Microdeletion and intrachromosomal recombination
involves deletion of several adjacent genes causing loss of a
portion of the chromosome. Loss of a segment of DNA from
a single chromosome may create spontaneous intrachromo-
somal recombination, bringing together previously distant
genes.

Chromosomal inversion is the reverse in the orientation
of a chromosomal region when connection between genes
breaks.

Chromosomal translocation is the interchange of sec-
tions of the gene from chromosomes that are not members of
the same pair. Translocations occur when information from
one of two homologous chromosomes breaks and attaches to
another chromosome, thus producing duplications and dele-
tions within different pairs of chromosomes. Translocations
may be balanced or unbalanced. In a balanced translocation,
part of one chromosome may break off and attach to another
chromosome. Since chromosomes occur in pairs, the indi-
vidual will have a smaller than normal chromosome, while
its homologue is normal. The chromosome with the broken

piece attached is longer, while its homologue is also normal.
Thus, the person has the correct amount of genetic mate-
rial that is simply rearranged. They appear phenotypically
normal with no related health problems. However, their off-
spring face several possibilities in that they may inherit the
following:

• In the best case scenario, normal chromosomal structure.
• A balanced translocation, therefore the individuals are not

affected. However, since they carry the balanced translo-
cation their offspring may be affected or also carry the
chromosomal mutation.

• A balanced translocation added onto normal chromoso-
mal structure which produces a disproportionate amount
of genetic material and the individual will suffer the
affects of the genetic disorder related to the particular
unbalanced translocation. Alternatively, an unbalanced
translocation may cause problems incompatible with life,
leading to miscarriage of an affected fetus.

Chromosome mutations occur approximately one rear-
rangement per 1,700 cell divisions. It is estimated that 1/550
individuals may carry a balanced translocation. If three or
more miscarriages occur in a family, chromosomal mutation
should be suspected, and the family’s genetic history investi-
gated and chromosome studies conducted.

6.2.3 Genome Mutations

The genome is defined as the total genetic material contained
within the chromosomes of an organism. Disomy is the nor-
mal condition for diploid organisms, which indicates that
chromosomes are assembled in pairs. The human genome is
comprised of 46 chromosomes arranged into 22 homologous
pairs of somatic cell chromosomes called autosomes and one
pair of sex cell chromosomes, non-autosomal germline cells,
the ova (X) in females and spermatozoa (Y) in males.

Genome mutations occur within the chromosomes of
germline cells during either of the two meiotic divisions
when the paired chromosomes fail to segregate properly,
called non-disjunction, which results in errors in chromo-
some number. Genome mutations that occur after conception
may result in mosaicism, a condition in which some cells
have the mutation and some do not. Examples of chromo-
some non-disjunction are shown in Table 6.1 [1]. It is esti-
mated that genome mutations occur at a rate of one event per
25–50 meiotic cell divisions. This result is derived from data
collected from chromosomally abnormal stillborn fetuses and
live-born infants. However, it is quite possible there are other
chromosomal genome mutations that are lethal and therefore,
spontaneously aborted shortly after conception.
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Table 6.1 Examples of chromosome missegregations

Chromosome
missagregation Karyotype Frequency in live births

Trisomy 21 47,XY,+21 or 47,XX,+21 1 in 700
Trisomy 18 47,XY,+18 or 47XX,+18 1 in 3,000
Klinefelter’s

syndrome
47,XXY 1 in 1,000 males

Turners
syndrome

45,X or variants One in 2,500 females

Triple X 47,XXX One in 1,000 males
XYY syndrome 47,XYY One in 1,000 males
Triploidy 69,XXY or 69,XXX or

69,XYY
Rare

Modified from Cox & Sinclair [1].

When more than the usual two sets of homologous chro-
mosomes occurs the condition is referred to as polyploidy.
Types of polyploidy are classified according to the num-
ber of chromosome sets: three sets is triploidy, four sets is
tetraploidy, and five sets is pentaploidy.

Triploidy consists of three sets of chromosomes, there-
fore, the individual will possess 69 chromosomes. Triploidy
may also occur with mosaicism where some cells have a
triploid chromosome. Generally, triploidy is incompatible
with life and is associated with hydatidiform moles and mis-
carriage [2].

When the chromosomes are not all duplicated during
meiosis or mitosis the condition is called aneuploidy, which
is the most common genome mutation (Table 6.1) [1]. Ane-
uploidy is commonly observed in tumor cells, therefore, in
many cases, cancer is considered a genetic disease. Types
of aneuploidy are based on the number of chromosomes
changed and are classified into monosomy, uniparental dis-
omy, trisomy, tetrasomy, and pentasomy.

If an entire chromosome from a homologous pair is
absent, the disorder is called monosomy. Partial monosomy
occurs when only a portion of the chromosome is absent. Dis-
orders caused by monosomy include the following:

• Turner Syndrome, which affect females, only one X chro-
mosome (X0) is present instead of the normal (XX);

• Cri-du-chat Syndrome is caused by a deletion of the end
of the short p arm of chromosome 5;

• 1p36 Deletion Syndrome is caused by a deletion at the end
of the short p arm of chromosome 1.

Uniparental disomy (UPD) refers to individuals who
receive two copies of a chromosome or part of a chromosome
from one parent and no copies from the other parent. UPD
can occur as a random event during the formation of egg or
sperm cells or may happen in early fetal development. Disor-
ders include Prader-Wili syndrome and Angelman syndrome,
although both can also be due to errors involving genes on
the long arm of chromosome 15.

Trisomy pertains to conditions having one or more sets
of three chromosomes. In many cases trisomy is expressed
as mosaicism, in which the extra chromosome is present in
specific tissue. Individuals with mosaic trisomy tend to have
mild forms of conditions associated with full trisomy. Com-
plete trisomy is observed in conditions such as the following:

• Trisomy 21 (Down syndrome), which is perhaps the most
frequently observed human genetic disease, occurring in
1:660 newborns. Trisomy 21 is due to the presence of a
part, or an extra complete copy of chromosome 21.

• Klinefelter’s syndrome (47,XXY), or XXY syndrome, is a
condition in which affected males have an extra sex chro-
mosome because of a non-disjunction event during sex
cell division.

• Trisomy 18 (Edwards Syndrome) is the most common
form of trisomy after Down syndrome. It is caused by
an extra chromosome 18, which usually occurs by non-
disjunction, making 24 haploid chromosomes rather than
23. Thus, this mutation in either gamete results in a fetus
with three copies of chromosome 18;

• XYY syndrome is a condition in which the male has an
extra copy of the Y chromosome, producing a 47,XYY
karyotype. The 47,XYY is a result of a random non-
disjunction event that occurs in metaphase II during the
formation of sperm cells. Fertilization with one of these
sperm cells causes the fetus to have an extra Y chromo-
some in each cell.

• Mosaic trisomy involving chromosome 8 and 12, respec-
tively, is associated with chronic lymphocytic leukemia
and acute myeloid leukemia.

Tetrasomy and pentasomy are the presence of four and
five copies of a chromosome, respectively. These disorders
would appear to be rare, however they may be under reported,
since the individual may not have phenotypical changes or
symptoms may not be consistent between individuals and
thus syndromes of tetrasomy or pentasomy are not identified.
With respect to the sex chromosomes an individual could be
born with the following karyotypes: (Tetrasomy X)—XXXX,
XXXY, XXYY, XYYY; (Pentasomy X) XXXXX, XXXXY,
XXXYY, XXYYY, and XYYYY.

6.3 Summary

Natural modifications of DNA create one or more alterna-
tive forms of the genes called alleles that determine normal
variability of the genotype and provides the primary code
for the phenotype, which is the observable structure, func-
tion, and behavior that result from gene expression. A genetic
mutation is a heritable change in the genetic material, which
occurs mainly due to alteration of nucleotide sequences and
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inversion or translocation of genes. Mutations that cause
expression of abnormal proteins that produce detrimental
effects to the individual are the basis of genetic syndromes
or disease. Mutations can be subdivided into germline muta-
tions, which can be passed on through generations and are
responsible for inherited genetic syndromes or disease, and
somatic mutations that cannot be transmitted to descendants.
Somatic cell mutations can occur any time after oocyte fer-
tilization and have higher incidence than germinal cell muta-
tions, because the majority of cell divisions that generate an
organism are of somatic lineage. As molecular technology
advances, scientists are increasingly able to identify genetic
mutations, thus providing information to diagnose genetic
syndromes or diseases affecting individuals. Consequently,
progress toward goals of developing interventional therapies
and, in some instances, cures for genetic disorders are being
achieved.
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Chapter 7

Recombinant DNA Technology

Pedro J. Chedrese

7.1 Introduction

The terms recombinant DNA technology, DNA cloning,
molecular cloning, or gene cloning all refer to use of molec-
ular techniques to select a specific sequence or sequences of
DNA from an organism and transfer it into another organism
to code for or alter specific traits. Thus, recombinant DNA
technology provides a powerful molecular tool that enables
scientists to engineer sequences of DNA.

Although the chemical structure of the nucleic acids and
the genetic code were completely deciphered during the
1950s and early 1960s, the great progress in recombinant
DNA technology occurred in the 1970s, when the advances
in enzymology of nucleic acids and molecular genetics of
bacterial viruses and plasmids made possible cutting, join-
ing, and modification of DNA. The first successful cloning
experiment was reported in the 1970s when a specific gene
from one bacterium was removed and inserted into another
host bacterial cell, from which many identical copies of
the desired DNA, or clones, were recovered. From then
on this technique started to be called recombinant DNA.
By 1977, interspecies genetic recombinations were attained
when genes from different organisms were transferred into
bacteria to replicate and be expressed, a process called trans-
genesis. In 1980, the process of recombinant DNA tech-
nology used to obtain transgenic organisms, “process for
producing biologically functional molecular chimeras,” was
patented. Recombinant DNA technology was used to insert
DNA carrying the gene that encodes human insulin into the
bacterium Escherichia coli (E. coli), which resulted in trans-
genic bacteria able to produce insulin. In 1983, human insulin
used to treat diabetes mellitus was the first recombinant bio-
pharmaceutical marketed. Knowledge rapidly evolved and
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recombinant DNA technology made possible the use of a
variety of expression systems, in vitro and in vivo, result-
ing in a universal tool applied in many fields. In healthcare
recombinant DNA technology contributes, to name a few, to
produce biopharmaceuticals, create treatments that have the
potential to regenerate damaged cells and tissue, and develop
genetic therapy for the treatment and/or cure for diseases.

7.2 Restriction Enzymes

A fundamental requisite for molecular cloning is that both the
target DNA sequence and the cloning vehicle must to be cut
into discrete and reproducible fragments. This became pos-
sible with the identification of the host-control system of the
bacterium Haemophilus influenzae, as this microorganism is
able to rapidly breakdown intact foreign phage DNA into dis-
crete pieces. The DNA degradation activity of Haemophilus
influenzae was subsequently observed in cell-free extracts,
from which the first site-specific restriction endonuclease
was isolated. This enzyme was able to breakdown E. coli
DNA, whereas it failed to cut up the DNA of Haemophilus
influenzae itself. Subsequently, many other enzymes of sim-
ilar features were isolated and identified. Those capable
of cutting DNA molecules internally at specific base pair
sequences are called type II restriction endonucleases, cur-
rently known as restriction enzymes, to differentiate from the
type I restriction endonucleases that only cut DNA externally.
Currently, several hundreds of type-II restriction endonucle-
ases have been isolated from a variety of microorganisms.
The recognition sequences of some restriction endonucleases
are summarized in Table 7.1. Restriction endonucleases are
named according to the following nomenclature: the first let-
ter, capitalized and italicized, represents the genus name of
the organism from which the enzyme is isolated; the sec-
ond and third lowercase, italicized letters are usually the ini-
tial letters of the species name of the microorganism of ori-
gin; a fourth letter, if any, indicates a particular strain of
organism; roman numerals are used to designate the order of
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Table 7.1 Recognition sequences of some restriction endonucleases

Enzyme Recognition site Type of end cut

BamHl G↓G-A-T-C-C 5′-phosphate extension
C-C-T-A-G↑G

EcoRl G↓A-A-T-T-C 5′-phosphate extension
C-T-T-A-A↑G

HaeIII G-G↓C-C Blunt end
C-C↑G-G

HindII GTPy↓PuAC Blunt end
CAPu↑PyTG

HindIII A↓AGCTT 5′-phosphate extension
TTCGA↑A

HpaI G-T-T↓A-A-C Blunt end
C-A-A↑T-T-G

NotI G↓C-G-C-C-C-G-C 5′-phosphate extension
C- G-C-C-G-G-C↑G

Sau3AI ↓G-A-T-C 5′-phosphate extension
C-T-A-G↑

PstI C - T-G-C-A↓G 3′-hydroxyl extension
G↑A-C-G-T- C

PvuII C-A-G↓C-T-G Blunt end
G-T-C↑G-A-C

characterization of the different endonucleases isolated from
the same organism. For example, HindI and HindII are the
first and second type II restriction endonucleases that were
isolated from Haemophilus influenzae.

The length of the recognition site for different enzymes
can be four, five, six, eight, or more nucleotide pairs. Those
that cleave within sites of four and six nucleotide pairs are
more commonly used in molecular cloning protocols, because
combinations of four and six nucleotides exist in fewer num-
bers in the genome, therefore the enzymes are more spe-
cific. The Haemophilus influenzae restriction enzyme, called
HindII, recognizes and binds the following sequence:

(5′)G − T − Py ↓ Pu − A − C(3′)

(3′)C − A − Pu ↑ Py − T − G(5′)

HindII cleaves the DNA phosphate bond between the oxy-
gen of the 3′ carbon of the sugar of one nucleotide and the
phosphate group attached to the 5′ carbon of the sugar of the
adjacent nucleotide. This particular enzyme cuts at the cen-
ter of the recognition site leaving the DNA with two blunt
ends. Another type II restriction endonuclease isolated from
E. coli designated EcoRI, binds DNA in a region with a spe-
cific palindromic sequence, and cuts between the guanine and
adenine residues on each strand as follows:

5′G ↓ A − A − T − T − C3′

3′C − T − T − A − A ↑ G5′

This cleavage leaves two single-stranded complemen-
tary ends (staggered ends), each with extensions of four

nucleotides. In this case, each single-stranded extension ends
in a 5′-phosphate group, and the 3′-hydroxyl group from
the opposite strand is recessed. They are also called “sticky-
ends” because the base pairing of two compatible extensions,
aligned by the hydrogen bonds, can hold together. Other
restriction endonucleases leave 3′-hydroxyl extensions and
5′-phosphate groups from the opposite strand recessed, such
as PstI:

(5′)C − T − G − C − A ↓ G(3′)

(3′)G ↑ A − C − G − T − C(5′)

When a DNA sample is treated with a restriction endonu-
clease, an identical set of fragments is always produced. The
frequency with which a given restriction endonuclease cuts
DNA depends on the recognition site of the enzyme. The size
of the fragments obtained after digestion can be calculated if
the size of the restriction site is known. Therefore it is pos-
sible to predict the size and number of DNA fragments that
would be obtained by cutting a DNA molecule of known size.
Concrete maps of DNA can be constructed by treating DNA
with two restriction endonucleases separately, called single
digestions, and then with a combination of two restriction
endonucleases, called double digestion, to generate identi-
cal DNA fragments. The DNA fragments are then separated
by agarose gel electrophoresis, a process using an electric
field to move the DNA through the pores of an agarose gel
in which the smaller fragments move faster than the larger
ones. Fragment sizes can then be estimated by comparing
their position in the gel to the positions of a DNA standard
of known size. This technique gives molecular biologists the
capability to produce DNA fragments for further manipula-
tions such as gene mapping, sequencing, and cloning.

7.3 Recombination of DNA
and Gene Libraries

The basic strategy of molecular cloning is to move desired
genes from the large and complex genome to a smaller,
simple one that facilitates manipulation. The process of in
vitro recombination makes possible to cut different strands
of DNA in vitro with a restriction enzyme and join or
recombine them via complementary base pairing. Restric-
tion endonuclease-digested DNA molecules can be recovered
intact after separation in agarose gel electrophoresis and can
be recombined with the use of DNA ligases, which in the
presence of adenosine triphosphate (ATP) restore the linkage
between the 3′-hydroxyl group and the 5′-phosphate group
of DNA. A DNA ligase expressed by the bacteriophage T4, a
virus that infects E. coli, is commonly used for this purpose.
T4 ligase catalyzes the formation of phosphodiester bonds
at the ends of DNA strands, which are already held together
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by the base pairing of two compatible extensions aligned by
their hydrogen bonds, or two blunt ends that come in contact
when they bind to the enzyme.

Two different fragments of DNA can be recombined using
restriction endonucleases and several recombination are pos-
sible, including the following:

• Ligation of two different DNA fragments, previously
cleaved with a single restriction endonuclease that leave
sticky ends, results in new DNA combinations that are the
result of base pairing between the extended regions. This
construct will be a recombination in which approximately
half of the molecules will be oriented in one direction,
while the other half in the opposite direction.

• If the digestions are conducted with a restriction endonu-
clease that leave blunt ends, the recombinant will also
have no defined orientation.

• By digesting two pieces of DNA with two different restric-
tion endonucleases, one that leaves sticky ends and the
other that leaves blunt ends, a recombinant product with a
defined orientation can be generated.

The use of recombination techniques permitted the iden-
tification and analysis of entire genomes in the form of
gene libraries, which are a collection of DNA molecules,
inserted into cloning vectors. There are two main types of
gene libraries: complementary DNA (cDNA) libraries and
genomic libraries.

A cDNA library is a collection of DNA molecules
obtained by reverse transcription of mRNA, using the
enzyme reverse transcriptase. Thus, a cDNA library repre-
sents only the portions of the genome that are transcribed
in a particular tissue under a particular physiological, devel-
opmental, or environmental condition. Because cDNA is a
copy of the processed mRNA, a cDNA library contains nei-
ther introns nor the non-transcribed sections of the gene.

A genomic library is a complete collection of all DNA
sequences from the entire genome of an organism. Genomic
libraries are prepared by digestion of DNA with a restric-
tion endonuclease, a procedure that results in a collection of
DNA fragments that are inserted into a cloning vector (usu-
ally λ-phage), which is a cosmid or an artificial chromosome
(described in Section 7.4.2). In a genomic library all regions
of the genome are represented, including exons, introns, and
the non-transcribed regions.

7.4 Biological Systems Used
in Molecular Biology

A broad variety of organisms are used by molecular biol-
ogists to clone and express genes. They include microor-
ganisms, such as the bacterium E. coli and the unicellular

yeast Sacharomyces cerevisiae (S. cerevisiae), cloning vec-
tors based on engineered bacterium’s parasites and viruses,
tissues and cells in culture, and multicellular organisms such
as plants, insects, fish, laboratory rodents, and domestic
animals.

7.4.1 Microorganisms

E. coli is a gram-negative, non-pathogenic, short (<1 mm in
length), motile, rod-shaped bacterium naturally found in the
intestines of humans and animals. E. coli is the main host
cell used for manipulating DNA because it is easy to culture
and multiplies by binary fission on a simple medium, consist-
ing of ions (Na+, K+, Mg2+, Ca2+, NH4

2+,Cl–, HP04
2–, and

S04
2–), trace elements, and a carbon source such as glucose.

For DNA cloning, restriction enzyme deficient strains of
E. coli are used, which are unable to digest cloned DNA. By
introducing cloned DNA into E. coli investigators can pro-
duce unlimited identical copies of the molecule. However, for
protein synthesis, E. coli is a limited system, mainly because
they lack post-translational modification capability and do
not possess the biosynthetic ability to perform the complex
protein modifications that occurs in eukaryotes. Therefore,
for the production of eukaryotic protein, other systems are
used, such as S. cerevisiae, mammalian and plant cells in cul-
ture, and transgenic animals.

S. cerevisiae is a non-pathogenic, single-cell microorgan-
ism ∼5 mm diameter. One of the best-characterized features
of S. cerevisiae is its ability to convert sugars to ethanol and
carbon dioxide. This property has been used since ancient
times for the production of alcoholic beverages and bread.
Thus, S. cerevisiae can be considered one of the oldest
biotechnological tools in history. S. cerevisiae reproduces
by the budding off of a sibling cell from a parent cell and
proliferates in the same kind of culture medium used for
E. coli. S. cerevisiae was the first eukaryotic organism to
have its complete set of chromosomes entirely sequenced
and is a very useful and versatile host cell. A genetic sys-
tem of S. cerevisiae is the yeast artificial chromosome, which
has been used for studies of the physical organization of
human DNA.

7.4.2 Cloning Vectors

Fragments of DNA can be easily manipulated taking advan-
tage of a variety of natural replicable units derived from
plasmids and phages. Engineered versions of these replica-
ble units, termed cloning vectors, are able to host foreign
DNA and replicate it in restriction enzyme deficient strains
of E. coli. A common feature of cloning vectors is that one
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segment of the molecule provides the biological information
for maintenance in the host cell, while another segment con-
tains a structure to carry the cloned DNA, also termed pas-
senger DNA.

The classical recombinant experiment involves extraction
of DNA from a donor organism, cleaved with a restriction
enzyme, and joined with a DNA ligase to the cloning vehi-
cle. The newly recombined DNA, or DNA construct, carries
the DNA from the donor organism as an insert. The DNA
construct is then transferred into, and maintained within, the
host E. coli by a process called transformation. The hosts that
take up the DNA constructs are identified and selected from
those that do not carry the desired DNA insert. Thus, by cul-
turing the transformed E. coli, the insert can be reproduced
as needed by the investigator, mapped, and its nucleotide
sequence analyzed. When the insert is a gene, or its cDNA,
it can be expressed in an expression system in which the
gene products, its mRNA and/or the protein, can be further
investigated. The following are some of the basic types of
cloning vectors used: plasmids, phagemids, lytic bacterio-
phages derived from the phage lamda, cosmids, and artificial
chromosome vectors.

Plasmids are autonomous self-replicating, double-
stranded, circular DNA molecules that virtually become
parasites of most bacteria. They do not integrate into the
bacteria genome but replicate independently of the host chro-
mosome. Some plasmids have very specific functions, such
as carrying information for their own transfer from one cell
to another, defining the origin of their DNA replication in a
host cell, and encoding for resistance to antibiotics. Insertion
of plasmids into host cells that replicate is called transfor-
mation and this produces cells called transformed cells. The
most commonly used procedure for transformation of E. coli
involves the heat shock (2 min at 42◦C) of permeabilized
bacteria, also called competent cells, in the presence of the
plasmid DNA, and in a culture media containing calcium
chloride (CaCl2). Although the process of transformation is
very inefficient and typically yields one transformed cell per
1,000, it is useful for selection as the host cell carrying the
recombinant DNA can easily be identified. In the process
of transformation, only the recombined plasmid DNA can
be expressed in the host cells because any extra chromo-
somal DNA that lacks an origin of replication cannot be
maintained within a bacterial cell. Thus, non-plasmid DNA,
such as recombined DNA fragments, does not have any
biological effect on the host cell. Plasmids are engineered
to be cut with restriction enzymes, recombined with foreign
DNA and religated without altering their fundamental
biological functions. They also have to be of small size
for efficient transfer of foreign DNA into E. coli. Transfer
efficiency decreases significantly with plasmids larger than
15 kb long. Plasmid vectors for cloning must contain the
following:

• A dominant selectable marker, usually a gene confer-
ring resistant to an antibiotic to the host cell; commonly
ampicillin, tetracycline, chloramphenicol, or kanamycin is
used. Selection and identification of host cells carrying the
desired clone rely in the ability of growing in the presence
of one of these antibiotics.

• An origin of replication that allows the plasmid to repli-
cate as an extrachromosomal circle, independent of the
host genome.

• A cloning site with a unique restriction endonuclease
recognition sequence, into which DNA can be inserted. A
plasmid-cloned DNA construct can not be digested by the
host’s restriction endonucleases, therefore, the plasmids
are maintained, replicated, and recovered intact.

One of the first plasmid cloning vectors was pBR322,
developed in the 1980s by two Mexican scientists, Francisco
Bolivar and Raymond Rodriguez. pBR322 is a precursor of
a large variety of modern cloning vectors carrying multi-
ple unique cloning sites (MCS), also called polylinkers. The
modern cloning vectors are more versatile and are designed
to facilitate cloning and selection. The first series of these
vectors called pUC plasmids were created at the University of
California. The pUC vectors, from which many versions are
derived, are engineered to have a short fragment of DNA with
a polylinker for many different restriction endonucleases,
located where gene function is not affected, unless exogenous
DNA is inserted. The use of polylinker has extended the range
of enzymes that can be used to generate a restriction frag-
ment. By combining several contiguous restriction sites in the
short section of DNA of the polylinker, any two sites can be
cleaved simultaneously without affecting vector sequences.
The pUC-based plasmids are small (∼2,700 bp) and
contain the ampicillin resistance gene (ampR), the pBR322
origin of replication, and a polylinker for multiple endonu-
cleases. The polylinker is located between a segment of the
β-galactosidase gene (lacZ ′) of the E. coli lactose operon
that expresses a regulatory protein that inhibits transcription
of the lacZ ′ gene. Fragments of DNA can be cloned using
one or two of the restriction sites of the pUC plasmids and
introduced into E.coli that are grown in agar plates contain-
ing isopropyl-β-D thiogalactopyranoside (IPTG), X-Gal, and
the antibiotic ampicillin. IPTG is a lactose analogue inducer
of the lactose operon (binds to the product of lacI and depress
activity of the lacZ ′ gene) and X-Gal is a chromogenic
substrate of β-galactosidase that releases a blue indolil
derivative. Plasmids carrying the desired cloned DNA have
an inactive lacZ ′ gene, therefore, the host cell does not pro-
duce β-galactosidase rendering white colonies. This feature
is called blue/white selection system that facilitates identifi-
cation of fragment carrying plasmids.

Phagemids are engineered cloning vectors with two ori-
gin of replication, one derived from the plasmid Col E1 and
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the other from the single stranded DNA phage f1. The Col
E1 origin of replication is used for replication in the same
way as pBR322 and pUC vectors and the phage f1 origin
of replication is used for induction of synthesis of single
stranded DNA. Thus, phagemid transformed E. coli produces
single stranded DNA. In addition, phagemids have the pro-
moters of the phages T7 and T3, located at both sides of the
polylinker, which enables expression of the cloned insert to
be obtained regardless of its orientation. Thus, complemen-
tary RNA to either strand of DNA can be obtained by incubat-
ing phagemids with either T7 or T3 RNA polymerase in the
presence of ribonucleotides. Like the pUC vectors, the new
generations of phagemids have operon lactose genes inserted
in the polylinker, allowing for blue/white color selection.

Bacteriophages are viruses that normally infect bacteria,
which have been engineered for DNA cloning. The most
commonly used for the construction of gene libraries is the
E. coli bacteriophage lambda (λ), also called λ-phage. This
phage is constituted by tubular shaped proteins that form a
capsid head containing 50 kb of DNA, and by a tail of fibers
in the form of “pins” that attach to the cell surface of E.
coli and penetrate the membrane injecting DNA into the bac-
terium. Once inside the bacterium, the λ-phage can repro-
duce in the lytic and/or the lysogenic cycles. In the lytic cycle
an infective λ-phage replicates rapidly and the toxins pro-
duced lyse the host cell and release phage particles. In the
lysogenic cycle the λ-phage DNA integrates into the E. coli
chromosome as a prophage, without disrupting the bacterial
cell, where it can be maintained as benign guest more or less
indefinitely. However under certain conditions, such as nutri-
tional or environmental stress, changes in the host cell can
cause excision of the prophage from the chromosome, a pro-
cess called prophage induction. After excision, the λ-phage
enters into the lytic cycle and replication begins.

An infective λ-phage consists of a linear double strand
DNA molecule with single-stranded extensions of 12 bp,
called cohesive (cos) ends, at the end of each 5′ strand,
which are complementary to each other. The genes for the
integration-excision processes are carried in a middle frag-
ment of the phage of ∼20 kb, termed I/E region, while the
left arm, or L region, contains the genetic information for the
production of heads and tails and the right arm, or R region,
carries the genes for DNA replication and cell lysis. As a
cloning vector the λ-phage has been engineered carrying two
BamHI restriction sites that flank the I/E region. Thus, by cut-
ting with BamHI, a fragment of DNA can be inserted replac-
ing the I/E region, after which the phage multiplies only
through the lytic cycle. Infective particles can be produced
in vitro using a set of reagents containing purified empty
heads and tails, which mimic the natural conditions, and a
recombined λ-phage DNA of up to 50 kb. If the recombined
phage is larger than 52 kb of DNA does not fit into a head,
as the enzymatic component of the reaction recognizes the

double-stranded cos sequence and cuts it at this site. Thus the
location of the cos sequences, which are ∼50 kb apart, deter-
mines the correct amount of DNA to be packed into the head.
In contrast, if less than 38 kb DNA is packed, a non-infective
λ-phage particle is generated.

Recombinant λ-phages are perpetuated in a strain of E.
coli that does not allow reconstituted λ-phage with intact I/E
region to grow. Colonies containing the λ-phage form zones
of lysis, termed plaques, which can be screened by using
either a labeled DNA probe or a labeled antibody against the
protein encoded by the inserted gene and synthesized during
the lytic cycle. In both cases, transfer of the colonies to a
solid matrix, usually a membrane of nitrocellulose or nylon,
is required. Membranes can be hybridized with the labeled
probe or incubated with the antibody. Positive colonies are
identified by autoradiography of the membrane, in which
the corresponding plaques on the original plate are identified
based on the location of the signal. Subcultures of the indi-
vidual plaques provide limitless source of E. coli carrying the
recombinant λ-phage.

Cosmids are engineered vectors that combine the proper-
ties of plasmids and bacteriophages. The advantages of cos-
mids are that can carry large DNA inserts, up to 40 kb, and
that can be maintained as plasmids in E. coli. The commonly
used cosmid pLFR-5 is a small molecule of approximately
6 kb that carry the two cos sites of the λ-phage separated
by a ScaI restriction site. It contain six unique restriction
enzymes sequences in its multiple cloning site: HindIII, PstI,
SalI, BamHI, SmaI, and EcoRI and carries an origin of DNA
replication and the tetracycline resistance gene. Cloning into
the tpLFR-5 requires purification of DNA of ∼40 kb in length
partially digested with BamHI, which is inserted into the ScaI
and BamHI of the vector. The new molecules will be of about
50 kb long, separated by cos sequences located 50 kb apart,
which can be packaged into λ-phage heads and maintained
as a plasmid-like insert in E. coli in media containing tetra-
cyclin.

Artificial chromosome vectors include yeast (YAC), bac-
terial (BAC), and human (HAC) artificial chromosomes.
YAC are artificially designed vectors that contain sequences
of telomeres, centromeres, and the autonomously replicat-
ing sequence (ARS) that recruits replication proteins and
replicate in S. cerevisiae. YAC vectors permits cloning of
larger fragments of DNA, between 100 and 3,000 kb. BAC
is a vector designed based on the fertility plasmid, or F-
plasmid, that contains genes that facilitate proper distri-
bution of plasmids after bacterial cell division. BAC vec-
tors contain all the sequences to replicate E. coli, like the
replication origins, and also the antibiotic resistance genes
and sites for DNA cloning, which accept fragments of up
to 350 kb. The use of BAC vector facilitated sequenc-
ing of large genomes, like the human genome, by reduc-
ing the number of clones required covering all sequences.
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HAC vectors were designed as an artificial microchromo-
some of ∼6 to 10 megabases, which can operate as an
additional chromosome in human cells. Thus, a human cell
carrying HAC would have 47 chromosomes instead of 46.
HAC can be introduced into HT1080 cell, in which this
additional chromosome can be stable for up to 6 months.
HACs are used as gene transfer vectors for studying gene
expression and for determining human chromosome func-
tions. HACs have been used in gene therapy approaches to
complement gene deficiencies in human cultured cells by
transfer of large genomic fragments containing the regula-
tory elements for normal expression. The use of HAC also
make possible to express large human transgenes in ani-
mals and to develop laboratory models of human genetic
diseases.

7.4.3 Tissues and Cells in Culture

Tissues and cells from a variety of plants and animals can be
cultured. In many cases, cells in culture retain some of their
original physiologic capabilities and serve as ideal models of
study. Primary cell cultures can be established by removing
tissue from an organism and the use of proteolytic enzymes
to release the cells from the extra-cellular matrix. Freed cells
are then placed into a nutrient medium that contains amino
acids, antibiotics, vitamins, salt, glucose, and a source of pro-
tein and growth factors, such as fetal calf serum, and cultured
onto a solid surface, generally a plastic culture plate or bot-
tle. The cells are incubated at an appropriate temperature in
a humid environment and in the presence of CO2 where they
grow and divide until the solid surface is covered by a mono-
layer of cells, at which point the cells cease to divide, called
confluence. Cells, at or before confluence, can be subcultured
or passed by enzymatically removing them from the culture,
diluting, and transferring them into fresh medium and placing
them onto a new culture surface for continuing growth. Cells
are maintained under these conditions for a definite period,
usually 50–100 cell generations depending on the type of tis-
sue, before they lose the ability to divide, enter into a senes-
cence period, and begin to die.

A disadvantage of primary cell cultures is that new tis-
sue is required each time cultures need to be established.
Although cells in primary cultures may retain some of their
physiologic properties for several generations, they some-
times lose many of their original functions after the first few
passages, which render them ineffectual for molecular stud-
ies. On occasion, during passages of primary cell cultures,
some of the cells undergo genetic modifications that allow
them to pass the senescence period and survive indefinitely
in culture. This process is called spontaneous immortaliza-
tion and the cells are referred to as a stable cell line. Stable

cell lines can also be obtained by culturing tumoral tissue
and by in vitro transformation of primary cultured cells with
oncogenic genes, such as the SV-40 large T antigen, H-ras,
and many others. Cells expressing oncogenes are easily iden-
tified in culture, since they grow indefinitely and lose their
growth factor (serum) dependency for growing.

Some established cell lines retain a few biochemical
characteristics of the original cells and may have signif-
icant chromosome changes that include extra versions of
some chromosomes, and loss of others. These changes often
enhance features useful for the study of molecular mecha-
nisms in vitro. Another advantage of stable cell lines is that
the pattern of protein glycosylation may be very similar, or
identical, to the cell the protein originated from. Stable cell
lines are used for maintaining viruses, determining the pro-
tein that is encoded by a cloned DNA sequence, studying hor-
mone regulation of gene expression, mapping the regulatory
region of hormonally regulated genes, and commercial pro-
duction of recombinant proteins, such as hormones, growth
factors, and vaccines. Therefore established stable cell lines
are very valuable study tools and the pursuit of developing
and establishing stable cell lines is one of the main goals of
the molecular biologist.

7.4.4 Multicellular Organisms

Fish, laboratory rodents, and domestic animals can be used
for the expression of cloned genes in vivo in a procedure
called animal transgenesis. A transgenic animal carries a
foreign gene that has been artificially introduced into its
genome. Transgenic animals can be obtained by introducing
the gene of interest by injection into the pronucleous of a fer-
tilized mouse egg or by transforming embryonic stem cells
(ES cells) in culture. The foreign gene is constructed using
a DNA cloning vector carrying the sequences of interest
and sequences that facilitates incorporation into the genome
and direct the recombinant to be expressed correctly in the
targeted tissue of the host. The first transgenic vector was
designed to overexpress the growth hormone (GH) gene in
mice. This vector was constructed using the structural GH
gene driven by the methalothionein gene promoter, which is
strong mice promoter induced by heavy metals. This con-
struct targeted the somatotroph cells of the pituitary gland,
where the GH is normally produced, and overexpressed the
GH gene when the offspring were given water with a heavy
metal to drink. The offspring overexpressing the GH gene
showed elevated levels of circulating GH and larger body
size. Since then, transgenic mice have provided a valuable
tool for investigating a variety of biological questions and
became the ultimate system for studying gene function. In
addition, by using a similar approach, genes can be expressed
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in the mammary gland of goats, sheep and cows, seminal
gland of pigs, and in chicken eggs. Thus, transgenic animals
become valuable sources of recombinant proteins for a vari-
ety of therapies, for which is a source of pharmaceuticals.
This industry is currently recognized as “animal pharming.”

Transgenesis not only permit overexpression of a gene
but also offers the possibility of gene ablation, also termed
gene knockout. By using the ES cells method, cells that are
harvested from the inner cell mass (ICM) of mouse blasto-
cysts can be grown and transformed with a modified gene in
culture. The modified gene incorporates into the genome by
homologous recombination, while the transformed ES cells
retain their full potential to produce all the cells of the mature
animal including its gametes. Transformed ES cells are re-
injected into the ICM of a mouse blastocyst that is transferred
to a receptive uterus of a pseudopregnant mouse. Blastocysts
carrying the transformed ES cells can implant and develop
into pups expressing the modified genes.

7.5 Summary

Recombinant DNA technology is the methodology for trans-
ferring genetic information from one organism to another,
which provides a powerful molecular tool that enables sci-
entists to engineer sequences of DNA. A classical recom-
binant DNA experiment consists of taking DNA from a
donor organism and joining it to another DNA entity called a
cloning vector that is transferred into a replicable biological
unit or host cell, usually E. coli. Cells are selected from those
that do not carry the desired DNA and recultured in a way
that the recombinant DNA can be reproduced as required.
Molecular cloning became possible using bacterial restric-
tion endonucleases that can cut DNA at specific base pair
sequences. Molecular biotechnologists use a number of dif-
ferent biological systems for genetic manipulation. Types of
cloning vectors commonly used for manipulation of DNA
are plasmids, phagemids, lytic bacteriophages, cosmids, and
artificial chromosomes. Genes can also be expressed, over-
expressed, or ablated in transgenic plants and animals. Trans-
genic animals are presently used for the production of mam-
malian proteins to be used in therapy in human and animals.
Recombinant DNA technology contributes to create treat-
ments that have the potential to regenerate damaged cells and
tissue, and develop genetic therapy for the treatment and/or
cure for diseases.

7.6 Glossary of Terms and Acronyms

ampr: ampicillin resistance gene

ATP: adenosine triphosphate

BAC: bacterial artificial chromosome

Ca2+: calcium ion

CaCl2: calcium chloride

cDNA: complementary DNA

Cl–: chlorine ion

CO2: carbon dioxide

DNA: deoxyribonucleic acid

ES: embryonic stem cells

GH: growth hormone

HAC: human artificial chromosome

HPO4
2–: monohydrogen phosphate ion

ICM: inner cell mass

IPTG: isopropyl-β-D thiogalactopyranoside

K+: potassium ion

LacZ′: β-galactosidase gene of E. coli

MCS: multiple cloning sites also called polylinkers

Mg2+: magnesium ion

mRNA: messenger RNA

Na+: sodium ion

NH4+: ammonium

RNA: ribonucleic acid

SO4
2–: sulfate ion

YAC: yeast artificial chromosome
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Chapter 8

Techniques for DNA Analysis

Javier S. Castresana and Paula Lázcoz

8.1 Introduction

Molecular biology is a dynamic field with techniques and
analytical tools continuously being developed. Many of the
fundamental DNA analysis techniques were developed more
than 30 years ago and have evolved through various modifica-
tions, automation, and computerization. This chapter reviews
the basic concepts and techniques in order to understand how
the procedures progressed into those used today.

8.2 Gel Electrophoresis

The term electrophoresis describes a separation technique
based on the migration of charged particles under the influ-
ence of an electric field [1]. Thus, gel electrophoresis refers
to the technique in which molecules are forced across a
span of porous gel, on an electrical field. Activated elec-
trodes at either end of the gel provide the driving force. A
molecule’s properties including size, shape, and isoelectric
point determine how rapidly electricity moves the molecule
through a gelatinous medium. Since composition of DNA
includes phosphate groups that are negatively charged, tech-
niques were developed to separate DNA fragments using
gel electrophoresis. Most commonly used gels are composed
of agarose or polyacrylamide (PolyAcrilamide Gel Elec-
trophoresis or PAGE).

Gel electrophoresis is performed for analytical purposes
and as a preparative technique to partially purify DNA.
During electrophoresis, negatively charged DNA migrates
toward the positive electrode. As DNA fragments move, the
matrix of the gel slows their migration rate. The result is a
continuous separation of DNA according to size, with the
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smallest fragments moving more easily through the gel and
the greatest distance away from the origin, while the large
macromolecules are slowed or completely obstructed. A vari-
ation of agarose gel electrophoresis, called pulsed-field gel
electrophoresis, makes it possible to separate extremely large
molecules of DNA. Gel electrophoresis is performed for ana-
lytical purposes and as a preparative technique to partially
purify DNA.

8.3 Southern Blot Analysis (Southern Blot
Hybridization)

Southern blot analysis or Southern hybridization is a method
for identifying specific DNA sequences [1]. This method was
reported in 1975 by Dr. Edwin M. Southern, as a technique
for the initial analysis of the structure of specific genes with-
out prior cloning. Small DNA probes, oligonucleotides that
are typically 20 or fewer base pairs, are used for gene detec-
tion and to determine gene copy numbers in a genome. Small
probes hybridize only one DNA fragment for each gene;
therefore, the number of fragments visualized on the blot will
correspond to the number of genes.

8.3.1 Methodology

• The DNA to be analyzed is isolated and digested by one
or more restriction endonuclease(s).

• The resulting fragments are then separated by agarose gel
electrophoresis.

• The DNA is denatured by treating the gel with alkali, usu-
ally NaOH.

• The gel is then transferred onto a solid nylon membrane
support, by blotting, which preserves the positions of the
DNA fragments on the gel. The blotting can be driven by
capillary action, positive or negative air pressure, or a volt-
age gradient.
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• The DNA is fixed to the nylon membrane by covalent
bonding, using ultraviolet (UV) irradiation.

• The membrane is then hybridized with a probe, which is a
short single stranded segment of cloned DNA labeled with
a radioactive isotope (i.e., 32P) or a fluorescent tag.

• Depending on the hybridization conditions, the probe will
anneal to the complementary fragments of DNA immo-
bilized on the membrane.“Stringency” is the term given
to the conditions of annealing, which control the extent
of base pair mismatching allowed. If the hybridization
and membrane washing is conducted under conditions
of “high stringency” such as high temperature or low
salt concentration, only identical or very closely related
genes will hybridize with the probe (specific hybridiza-
tion). Conversely, if hybridization and washing are con-
ducted under lower stringency conditions the probe may
hybridize to more distantly related genes (non-specific
hybridization).

• After hybridization, the membrane is washed and autora-
diographed to locate the labeled probe as distinct bands on
the X-ray film.

8.4 DNA Sequencing

DNA sequencing, first devised in 1975, allows analysis of
genes at the nucleotide level [2–7]. It provides the following
information:

• the precise order of nucleotides;
• location of restriction enzyme recognition sites;
• location of introns and exons, from which the amino acid

sequence of a peptide can be deduced;
• analysis of the flanking regions of a gene, which pro-

vides insight about potential mechanisms that control
gene expression.

There are two main techniques for DNA sequencing:
chemical sequencing or chemical degradation method, devel-
oped by A. M. Maxam and W. Gilbert, also referred to as
Maxam-Gilbert Sequencing, and enzymatic sequencing or
chain termination method developed by F. Sanger and A.
R. Coulson, also referred to as Sanger-Coulson Sequenc-
ing. Today most DNA sequencing is conducted following
the principles of Sanger-Coulson. Various modifications have
been introduced and the technique has been automated.

8.4.1 Sanger-Coulson Sequencing
Methodology

This method entails two steps, the labeling reaction, in which
a labeled source of the DNA to be analyzed is generated,

and the termination reaction, where the synthesis of the com-
plementary DNA fragments produced in the first reaction is
ended.

During the labeling reaction, a short fragment of comple-
mentary DNA is synthesized using the DNA-sequence to be
analyzed as a template. The DNA is diluted in a polymer-
ization buffer, divided into four separate reaction tubes and
denatured by heat, which causes the H-bonds to break and
the DNA to unwind and separate into single strands. The fol-
lowing reagents are added to the denatured DNA in each of
the four reaction tubes:

• An oligonucleotide primer of known sequence;
• a mixture of four dNTPs, which include

a. deoxythymidine triphosphate (dTTP);
b. deoxycytidine triphosphate (dCTP);
c. deoxyguanosine triphosphate (dGTP); and
d. deoxyadenosine triphosphate (dATP), labeled with

radioactive isotope (i.e., 32P or 35S) or a fluorescent
tag, which permits detection of the DNA fragments by
autoradiography; and

• DNA polymerase.

Polymerization begins when the DNA polymerase rec-
ognizes the oligonucleotide as a primer and begins synthe-
sizing the complementary strand of DNA in each of the
four reaction tubes. The ddNTPs, which include ddTTP,
ddCTP, ddGTP, and ddATP, are each added to one of the four
labeling reaction tubes to stop the DNA polymerase action.
ddNTPs are devoid of an essential –OH group, thereby caus-
ing interruption of connection with the next nucleotide. In the
automated methods, only one tube is required for the
entire reaction instead of four, which simplifies the method.
The reaction is terminated using four different colors of
fluorescent-labeled ddNTPs. The interruption of polymeriza-
tion produces various lengths of DNA strands. The newly
synthesized DNA strands are run in four adjacent lanes of
PAGE in the traditional method, or just in one lane when fol-
lowing the automated method. The gel is then dried onto a fil-
ter paper and autoradiographed to locate the labeled dNTP on
the X-ray film. The DNA fragments appear as ladders in the
autoradiogram, with the labeled dNTP appearing as a rung or
band in each of the four lanes. The shortest fragments will
migrate the fastest and thus the farthest. Therefore, the bot-
tom band indicates which dideoxynucleotide was added first
to the labeled primer. The autoradiogram is read from the bot-
tom to the top, which is the reading of sequences from the 5′

to 3′ of the complementary strand. In the automated method
reading is performed using a computerized image analyzer
that distinguishes bands of each of the four different colors
generated by the fluorescent labeled dNTPs.
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8.5 DNA Fingerprinting and Profiling

The chemical structure of DNA in every individual of the
same species is identical; on the contrary, the difference
among individuals of the same species is due to the sequence
of the DNA nucleotides. It was hypothesized that individu-
als could be identified solely by variability within sequences
of their base pairs, and by the late 1970s scientists began
searching for methods to identify specific regions in human
DNA that were variable. DNA fingerprinting was initially
based on the use of the Southern blot technique to ana-
lyze polymorphic regions of human DNA [8,9]. Although it
was thought that the introns do not provide relevant genetic
information, repeated sequences of base pairs called vari-
able number tandem repeats (VNTRs) were detected. Indi-
viduals inherit VNTRs from their parents, half from their
mother and half from their father. Using the same restriction
enzyme to cut the regions of DNA surrounding the repeated
sequences, it was observed that the DNA was not cut at
the same sites, which resulted in DNA fragments of varying
length, thus demonstrating that restriction sites vary between
individuals. By comparing DNA banding patterns between
individuals it can be determined whether DNA samples are
from the same person, related people or non-related people.
The polymerase chain reaction technique (PCR) overcame
limitations of DNA fingerprinting; the enhanced technique
called DNA profiling enables isolation and autoradiography
of smaller amounts of DNA. The DNA patterns became sim-
pler to read and interpret and could be stored on a computer
database.

8.6 Polymerase Chain Reaction

Polymerase chain reaction is an in vitro technique for enzy-
matically replicating or amplifying specific regions of DNA
[10–13]. The technique allows a small amount of DNA to
be amplified exponentially. PCR is easy to execute and has
been extensively modified to allow a large number of other
applications, including genetic manipulations. PCR is com-
monly used for detection of hereditary diseases and diagnosis
of infectious diseases.

8.6.1 Methodology

To perform a PCR the following materials are required:

• The DNA sample to be amplified.
• Two oligonucleotides of 17–30 bp, designed for the 5′

and 3′ ends of the DNA target region. The oligonu-
cleotides serve as primers that bind to complementary

target sequences, thus generating a place for a poly-
merase to bind and extend the primer by the addition of
nucleotides to make a copy of the target sequence.

• A mixture of the four dNTPs: dTTP, dCTP, dGTP, dATP
dissolved in a polymerization buffer.

• A thermostable DNA polymerase (i.e., Taq polymerase),
an enzyme capable of withstanding several cycles of heat
required to denature DNA.

The reaction is carried out in a micro centrifuge plastic
tube in a thermal reactor, also called thermal cycler, an instru-
ment that can perform programmed, rapid heating and cool-
ing of the reaction. A typical PCR cycle consists of three
phases:

• denaturing, in which the DNA sample is heated at 94◦C
for 90 s to separate the complementary strands;

• annealing, in which the sample is cooled to 55–65◦C
for 2 min to let the primers bind to the target flanking
sequences; and

• polymerization, at 72◦C for 3 min, in which Taq poly-
merase extends the primer on the DNA strands.

Amplification of DNA follows a logarithmic progression.
Thus, after 25–30 cycles a million-fold increase in the orig-
inal DNA template can be obtained. Amplified DNA can
be visualized on an agarose gel electrophoresis stained with
ethidium bromide.

8.7 Real-Time PCR

Real-time PCR also called quantitative real time PCR
(qPCR) or kinetic PCR is a technique that simultaneously
quantifies and amplifies a specific part of a given DNA
molecule [14–19]. It is used to determine whether or not
a specific sequence is present in the sample; and if so, the
number of copies. The procedure follows the general pat-
tern of PCR, but the DNA is quantified after each round of
amplification; this is the “real-time” aspect of it. Two com-
mon methods of quantification are the use of fluorescent dyes
that intercalate with double-strand DNA and modified DNA
oligonucleotide probes that fluoresce when hybridized with
a complementary DNA. Frequently, real-time PCR is com-
bined with reverse transcription (RT) PCR to quantify low
abundance messenger RNA (mRNA), enabling a researcher
to assess relative gene expression at a particular time, or in a
particular cell or tissue type. RT-PCR should not be confused
with reverse transcription polymerase chain reaction, which
may be marketed as qRT-PCR or RT-qPRC.
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8.7.1 Real-Time PCR Using Double-Stranded
DNA Dyes

As the dye binds to double-stranded DNA (dsDNA) dur-
ing polylmerization, it causes fluorescence. Therefore, an
increase in the amount of DNA leads to an increase in
fluorescence intensity, which is measured at each cycle,
allowing DNA concentrations to be quantified. However,
dsDNA dyes such as SYBR Green will bind to all dsDNA
PCR products, including non-specific PCR products called
primer dimers. Like other real-time PCR methods, the values
obtained do not have absolute units associated with it (i.e.,
mRNA copies/cell). A comparison of a measured DNA/RNA
sample to a standard dilution will only give a fraction or ratio
of the sample relative to the standard, allowing only relative
comparisons between different tissues or experimental con-
ditions.

8.7.2 Fluorescent Reporter Probe Method

The fluorescent reporter probe qPCR method is the most
accurate and reliable, but also the most expensive. qPCR is
carried out using an RNA or DNA-based probe that has a
fluorescent tag reporter at one end and a quencher of fluores-
cence at the opposite end. The close proximity of the reporter
to the quencher prevents detection of its fluorescence. Dur-
ing the PCR reaction the 5′ to 3′ exonuclease activity of the
Taq polymerase breaks down the reporter-quencher proxim-
ity allowing emission of fluorescence, which can be detected.
An increase in the product targeted by the reporter probe at
each PCR cycle causes a proportional increase in fluores-
cence due to the breakdown of the probe and release of the
reporter. Only sequence-specific RNA or DNA containing the
probe sequence is quantified. Therefore, use of the reporter
probe significantly increases specificity, and allows quantifi-
cation in the presence of non-specific DNA. This method
also allows for multiple assays of several genes in the same
reaction by using fluorescent reporter probes with different-
coloured labels, provided that all genes are amplified with
similar efficiency.

8.8 Identification of Gene Mutations

Various techniques detect nucleotide rearrangements in
genes, which is critical to understanding the molecular basis
of genetic disorders and/or disease.

8.8.1 Restriction Fragment Length
Polymorphism (RFLP)

Restriction fragment length polymorphism, which derived
from DNA fingerprinting/profiling is aimed at detecting
abnormal or mutated DNA sequences, which will create
or abolish restriction site(s) [20–23]. RFLP methodology
employs the technique of Southern blot analysis to detect
mutations that alter recognition sites of specific restriction
endonucleases. For example, a copy of one chromosome
might possess the nucleotide sequence ATTTCCGG; how-
ever, a single point mutation of T to A on its homologue chro-
mosome changes the nucleotide sequence to ATTACCGG,
which is sufficient to abolish a restriction site, thereby yield-
ing different lengths of DNA fragments.

Genetic diseases linked to restriction enzyme polymor-
phisms have been identified using this approach. The RFLP
technique is applied to follow the transmission of an abnor-
mal gene when the exact sequence of the mutated gene is
unknown. A gene polymorphism can be detected irrespec-
tive of whether the DNA sequence change affects expression
of phenotype. The RFLP technique is also used in marker-
assisted selection (MAS). RFLP identifies the location of a
mutated gene by using marker DNA sequences closely linked
to the mutated gene.

8.8.1.1 Methodology

• DNA is extracted, purified and cut into restriction frag-
ments using appropriate endonucleases.

• The restriction fragments are separated according to
length by agarose gel electrophoresis.

• The gel is transferred and fixed to a membrane and com-
bined with a hybridization probe.

• The homologous DNA fragments will hybridize, resulting
in a restriction map.

Thus, RFLP can be defined as a difference in restriction
maps between two individuals. Only two alleles can happen
in the population at every given polymorphic point detected
by a RFLP probe. Therefore, as a result of the RFLP tech-
nique we will obtain a total of three different genotypes in
the population: AA, BB, and AB that are produced by com-
binations of the A and B alleles. In genotype A the enzyme
will cut the restriction point, producing a smaller allele/gel
band. In genotype B the enzyme will not cut the restric-
tion point, producing a bigger allele/gel band. The AA and
BB genotypes correspond to homozygous individuals, e.g.,
the two alleles containing (or not) the same genetic change
at the particular polymorphism, while the AB genotype
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Fig. 8.1 Three different genotypes revealed in three patients of a par-
ticular disease when RFLP analysis is performed by Southern blot and
the probe used occupies a position as in the picture. Two alleles of 100

and 70 kb are detected by the probe. Genotype AB would be heterozy-
gous, while AA and BB would be homozygous. m: DNA size marker,
A: allele A, B: allele B

manifests heterozygosity, e.g., only one of the alleles con-
taining the genetic change.

The RFLP technique can be based on Southern blot
(Figs. 8.1, 8.2, and 8.3) or on PCR (Fig. 8.4). Southern-RFLP
can produce two different bands in the gels (Figs. 8.1 and
8.2), one for the A allele and one for the B allele, or even
three (Fig. 8.3) (when the RFLP probe binds DNA on top
of the polymorphic point); in this case two bands associate
to the genotype A (smaller) allele and only one to the geno-
type B (big) allele. So, two bands appearing in a RFLP gel
do not always mean heterozygosity. The sizes of the differ-
ent alleles and how the probe binds the target DNA should be
considered into account.

PCR-RFLP will always produce three bands in the gels
(Fig. 8.4), similarly to Southern-RFLP with the use of a probe
that binds DNA on top of the polymorphic point. A PCR reac-
tion is first produced, being the DNA amplified at a particular
region that will be analyzed by restriction enzyme digestion.
If the enzyme cuts the two alleles, the genotype will be AA
and two gel bands will be produced. If the enzyme does not cut
any of the alleles the genotype will be BB (bigger bands in size
than those of the AA genotypes) and only one band will be pro-
duced. Both cases reflect homozygosity. On the contrary, het-
erozygosity, or AB genotype, will be revealed as three bands:
two will correspond to the allele cut by the enzyme and one,
the biggest, will correspond to the uncut allele.

Fig. 8.2 Three different genotypes revealed in three patients of a par-
ticular disease when RFLP analysis is performed by Southern blot and
the probe used occupies a position as in the picture. Two alleles of 100

and 30 kb are detected by the probe. Genotype AB would be heterozy-
gous, while AA and BB would be homozygous. m: DNA size marker,
A: allele A, B: allele B
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Fig. 8.3 Three different genotypes revealed in three patients of a partic-
ular disease when RFLP analysis is performed by Southern blot and the
probe used hybridizes at the region of the polymorphic restriction site,
as in the picture. Two alleles of 100 and 70+30 kb are detected by the

probe (note that although two alleles appear, three bands are produced:
100, 70, and 30 kb). Genotype AB would be heterozygous, while AA
and BB would be homozygous. m: DNA size marker, A: allele A, B:
allele B

8.8.2 Single-Stranded Conformational
Polymorphism (SSCP)

Single-stranded conformational polymorphism is the sim-
plest and most widely used method to detect sequence
differences in DNA [24–28]. SSCP involves the elec-
trophoretic separation of single-stranded nucleic acids
based on subtle differences in nucleotide sequence, often
single basemutations, which result in altered structure

(Fig. 8.5). This procedure is based on the changes in
mobility of mutated single stranded DNA fragments that
migrate as a function of their length and sequence dur-
ing electrophoresis in non-denaturing gels. Under optimal
conditions, approximately 80–90% of the potential base
exchanges are detectable by SSCP. Therefore, SSCP is a
direct approach, which can be applied to follow transmission
of genetic disorders when DNA mutations have already been
characterized by deletions or point mutations.

Fig. 8.4 Three different genotypes revealed in three patients of a partic-
ular disease when RFLP analysis is performed by PCR on a region con-
taining a polymorphic restriction site as in the picture. No probe is used.
Two alleles of 100 and 70+30 kb are revealed by gel electrophoresis

(note that although two alleles appear, three bands are produced: 100,
70, and 30 kb). Genotype AB would be heterozygous, while AA and BB
would be homozygous. m: DNA size marker, A: allele A, B: allele B
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Fig. 8.5 PCR-SSCP non-isotopic mutation analysis at PTEN gene exon
2 in DNAs extracted from seven glioblastomas (G) and one glioblas-
toma cell line (T98G) that was selected as a positive control. DNA from
T98G cell line contains a point mutation at codon 42, exon 2 of the
PTEN gene, where CTT changes to CGT, and then Leu changes to Arg

in the protein sequence. A silver stained 10% non-denaturing polyacry-
lamide (19:1 acrylamide:bis-acrylamide) gel is used for electrophoresis.
No mutation was detected in the glioblastomas. ssDNA (single stranded
DNA); dsDNA (double stranded DNA)

8.8.2.1 Methodology

• The target DNA sequence is amplified by PCR and labeled
with a radioactive or fluorescent marker.

• The sample is melted with heat and then rapidly cooled to
form single-stranded fragments.

• The sample is run in polyacrylamide gel electrophoresis
at a constant temperature.

• Detected variants are confirmed by DNA sequencing.

8.8.3 Denaturing Gradient Gel Electrophoresis
(DGGE)

Denaturing gradient gel electrophoresis is a technique for
detecting non-RFLP polymorphism single base mutations
[29]. Wild type and mutant DNA will migrate at differ-
ent speeds in a chemical gradient denaturing gel because
they have different melting temperatures. In DGGE, DNA is
melted by high concentrations of urea salt. DGGE is based
on the capability of heteroduplexes, dsDNA molecules, or
DNA/RNA hybrids where each strand is from a different
source, to separate, or melt, into single-stranded molecules
in polyacrylamide gel containing an increasing linear gradi-
ent of a chemical denaturant. Initially the dsDNA fragments
move according to molecular weight, but as they progress
into higher denaturing conditions, each depending on its
sequence composition reaches a point where the dsDNA
begins to melt. The partial melting markedly changes the
shape of the dsDNA and reduces the mobility of the molecule
in the gel. Thus, sequence differences, such as a single base
mutation in otherwise identical DNA fragments, often cause
partial melting at different positions in the gradient and
therefore stop mobility at different positions in the gel. By
comparing the melting behavior of the polymorphic DNA

fragments side by side on denaturing gradient gels, it is pos-
sible to detect fragments that have mutations.

In a variation of the DGGE technique, specific mutations
may be detected when DNA is run in a gel with a single
specific concentration of chemical denaturant rather than an
increasing gradient. Once a molecule is partially denatured,
its mobility is drastically reduced and heteroduplexes stop at
different positions in the gel as compared with normal DNA.
Based on the same principles as DGGE, several variations of
temperature gradient gel electrophoresis (TGGE) have been
designed, in which a gradient of temperature, rather than
chemical denaturants, is created within the gel.

8.8.3.1 Methodology

• Target DNA is amplified by PCR and then hybridized to
form a heteroduplex with normal DNA.

• The heteroduplexes are run through polyacrylamide
gel electrophoresis containing an increasing gradient of
chemical denaturant.

• Upon melting, rate of migration decreases dramatically,
almost stopping due to the fact that random coil, single-
stranded DNA migrates much more slowly than dsDNA.

• When the DNA is visualized on the gel after migration,
any alteration in position in comparison with a control will
indicate a sequence variation.

• DNA can then be analyzed by DNA sequencing.

8.8.4 Heteroduplex Analysis

Homoduplex (wild type DNA in the two strands) and het-
eroduplex DNA (wild type DNA in one strand and mutated
DNA in the second strand) migrate differently in PAGE.
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Therefore, if we can induce the formation of heteroduplexes,
we will be able to diagnose mutations through PAGE [30,31].

8.8.4.1 Methodology

• Control DNA (wild type) is denatured and allowed to
anneal with denatured sample DNA. Conformational dif-
ferences of the products will be analyzed on an acrylamide
gel.

• The fastest migrating band corresponds to the homodu-
plex (wild type DNA).

• Heteroduplexes (mutated DNA) will appear high in the
gel, as they migrate more slowly due to the mismatches.

8.8.5 Chemical Mismatch Cleavage (CMC) or
Enzyme Mismatch Cleavage (EMC)

To detect mutations by this method a heteroduplex has to be
formed [32]. Heteroduplexes are double stranded molecules
of DNA in which one of the strands is wild type, while
the other is mutated. Chemical compounds such as osmium
tetraoxide or piperidine will break the heteroduplex and pro-
duce smaller DNA molecules than wild type DNA. Gel elec-
trophoresis will detect the difference in size of the molecules
and define the existence of a mutation in the DNA fragments
analyzed. This is the case for CMC, but with EMC a DNA
repair enzyme will cut the heteroduplex.

8.8.5.1 Methodology

• Wild type DNA (control) and mutated DNA are amplified
separately by some cycles of PCR.

• Wild type and mutated DNA molecules are mixed
together.

• PCR continues with more cycles.
• Heteroduplexes are formed.
• CMC or EMC is applied.
• Gel electrophoresis is performed to visualize the small

(mutant) DNA fragment.

8.8.6 Protein Truncation Test (PTT)

Some abnormal genes present mutations that result in pre-
mature termination of translation, which creates a protein of
a substantial difference in length than the wild type protein.
Those mutations are of different kinds:

• nonsense mutations (that induce a stop codon);
• mutations that change the reading frame and induce a

stop codon downstream (small insertions or deletions of
a number of bases which is not 3 or a multiple of 3);

• mutations at the splicing donor or acceptor sites.

Missense mutations (change of one amino acid by another
one) are not included among the mutations that can be
detected by PTT [33,34]. Then, PTT only detects mutations
that confer biological significance. On the contrary, neutral
polymorphisms are not differentiated from those with pheno-
typic and pathological problems. PTT was initially developed
for the analysis of the Duchenne Muscular Dystrophy gene,
but it can be applied to several genes, essentially those that
suffer suppressive mutations, like tumor suppressor genes:
APC, BRAC1, BRAC2, NF1, NF2, and others.

8.8.6.1 Methodology

The coding region of a gene is screened for the presence of
translation terminating mutations using de novo protein syn-
thesis from the amplified copy. The technique includes the
following steps:

• isolation of genomic DNA and amplification of the target
gene coding sequences using PCR or isolation of RNA
and amplification of the target sequence using RT-PCR;

• a template for in vitro synthesis of RNA and further in
vitro translation of RNA into protein;

• SDS-PAGE analysis of the synthesized protein to deter-
mine the length of the protein fragments.

The forward primer used in the PCR amplification step
has to contain a T7 promoter sequence at its 5′ end to direct
the synthesis of RNA by the T7 RNA polymerase. A consen-
sus initiation sequence for eukaryotic translation has to be
incorporated before the template sequence as well.

8.9 Techniques for Detection of Promoter
Methylation

DNA methylation can be defined as the covalent addition of
a methyl group, catalyzed by the DNA methyltransferases
(DNMT), to the 5-carbon of cytosine in a CpG dinucleotide.
Methylation plays a critical role in the development and dif-
ferentiation of mammalian cells, and its deregulation has been
implicated in oncogenesis. Generalized hypomethylation in
the genome (lack of methyl groups bound to cytosine) and
regional hypermethylation (mostly at the CpG dinucleotides
placed at the promoters of tumor suppressor genes) have been
associated with human neoplasia. Hypermethylation has the
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potential to inactivate genes, such as tumor suppressor genes
and genes that physiologically should not be expressed dur-
ingdifferentiationorembryogenesis.PrecisemappingofDNA
methylation patterns in CpG islands is essential in diverse bio-
logical processes such as regulation of imprinted (methylated
in one of the parents’ chromosomes) genes, X chromosome
inactivation, and inactivation of tumor suppressor genes. In
general two methods exist to analyse DNA methylation: one by
the use of methylation-sensitive enzymes followed by South-
ern blot or PCR and a second one by bisulfite treatment fol-
lowed by PCR or sequencing. The latter is the most widely
used and will be commented on in this chapter.

8.9.1 Bisulfite Treatment

Cytosines of the DNA chain can react with the bisulfite ion to
finally be converted to uracils. This is called DNA modifica-
tion and it is the principle on which methylation assays rely
on. The modification reaction is highly single-strand specific,
so DNA should first be incubated with 3 M NaOH at 37◦C
for 10 min to obtain single-stranded DNA. Salmon sperm
DNA, yeast RNA, or tRNA could be used as carriers. There
are three processes in the DNA modification by the bisulfite
reaction.

• Sulfonation: addition of bisulfite to the 5–6 double bond
of cytosine and formation of a sulfonated cytosine deriva-
tive (cytosine-SO3). This step is reversible. The reaction
is controlled by pH, bisulfite concentration, and tempera-
ture. Low pH favors forward reaction.

• Hydrolytic deamination: cytosine-SO3 is hydrolytic
deaminated to give a uracilbisulfite derivative (uracil-
SO3). This step is catalyzed by sulfite, bisulfite, and
acetate anions. The reaction is irreversible and is favored
by pH below 7.0.

• Alkali desulfonation: alkali treatment removes the bisul-
fite adduct to give uracil.

Although 5-metyl-cytosine can also react with the bisul-
fite, the reaction is too slow and the equilibrium is favored to
the 5-methyl-cytosine rather than to the deaminated product.

8.9.2 Methylation Specific PCR (MSP)

The MSP technique can assess the methylation status of
a group of CpG sites within a CpG island [35–37]. The
treatment of the template with sodium bisulfite converts all
unmethylated cytosines to uracils, but methylated cytosines
are resistant to the modification. Then, PCR amplification
is performed with specific primers for the methylated versus

the unmethylated sequence (Fig. 8.6). This technique is very
sensitive, and requires 0.1% of methylated alleles of a CpG
island. It can be used with paraffin-embedded samples, and it
requires small amounts of DNA.

8.9.3 Bisulfite Sequencing PCR (BSP)

DNA is first denatured to create single-stranded DNA and
then modified with sodium bisulfite followed by PCR ampli-
fication using primers that are specific for the modified DNA
but do not contain any CpG sites in their sequence [38,39].
CpG sites are in the DNA sequence amplified between
primers. The resulting PCR product is sequenced directly or
after cloning.

8.10 Comparative Genomic Hybridization
(CGH)

Comparative genomic hybridization is a molecular cytoge-
netic method that makes possible to screen for copy number
aberrations (gains and/or losses) throughout the genome in a
single hybridization [40–43]. It is essential in the cytogenetic
study of solid tumors because very few metaphase spreads
are obtained after cell culture and their quality is often inad-
equate for recognition of banding patterns. With CGH, it is
possible to detect candidate oncogenes or tumor suppressor
genes. CGH can detect changes that are present in as little as
30–50% of the specimen cells. The main advantage of CGH
compared to traditional cytogenetics is that cell culture is not
necessary and this makes it possible to use archived paraf-
fin embedded material for hybridization. However, structural
alterations such as balanced translocations, inversions, small
deletions, or polyploidization cannot be detected with this
technique. DNA copy number changes of less than 10–20 Mb
in size are not detectable using CGH, unless they are highly
amplified, such as five- to ten-fold amplification of a region
of 1 Mb in length. Losses of 10–12 Mb are detectable if they
are present in a large proportion of cells.

8.10.1 Methodology

DNA from tumor sample and normal genomic DNA are
labeled by nick translation, or random priming using fluores-
cent green dUTP and fluorescent red dUTP, respectively, and
used as a probe. Both DNAs are co-precipitated and resus-
pended in a buffer that contains formamide.
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Fig. 8.6 p16 inactivation through promoter hypermethylation in one
glioblastoma (G6). An ethidium bromide-stained 2% agarose gel is
used for electrophoresis after a PCR assay to detect unmethylated pro-
moter (U) or methylated promoter (M) regions of the p16 gene. Nor-
mal Sample: DNA from leukocytes, used as a positive control for the

unmethylated p16 promoter. The T24 cell line DNA was used as a posi-
tive control of p16 methylation. NC: non-DNA PCR, used as a negative
control of the PCR reaction. A 100 base pair ladder is included (first
lane) for size determination

The probe is hybridized onto normal lymphocyte dena-
tured metaphase spreads for 3 days at 37◦C in a moist dark
chamber. Slides are covered with a glass coverslip and sealed
with rubber cement. Cover slips are removed and prepara-
tions are washed to remove non-specific bounded DNA. After
drying the slides, the preparations are counterstained with
DAPI/antifade for chromosome identification.

Metaphase images are evaluated by fluorescence
microscopy. The three colours image with red, green, and
blue are acquired from 10 to 12 metaphases (Fig. 8.7).
Metaphase karyotyping is performed using specific software.
Chromosomal regions for which the mean green-to-red
ratio fell below 0.85 (lower threshold) are considered
lost, whereas mean ratios exceeding the value 1.15 (upper
threshold) are considered to indicate gains.

8.11 Fluorescence In Situ Hybridization
(FISH)

Fluorescence in situ hybridization is a rapid diagnostic test
using molecular cytogenetic techniques [44,45]. It has wide
applications in many branches of medicine including oncol-
ogy. The FISH technique supplements conventional cytoge-
netics and in some cases provides additional information,
which is not detected by karyotyping. Using FISH a large
number of cells can be studied since interphase nuclei can
be analyzed. This helps in the detection of minimal residual
disease, assessment of the rate of cytogenetic remission, and
detection of disease recurrence.

8.11.1 Methodology

Cells in culture are stimulated with phytohemaglutinin. Then,
colchicine is added to stop cell growth in mitosis to obtain
a large number of cells in metaphase. Finally, metaphases

(a)

Fig. 8.7 CGH analysis of glioblastoma. (A) normal metaphase after
hybridization of normal and tumor DNA; (B) CGH-karyotype of one
glioblastoma; (C) CGH-idiogram of one glioblastoma, where gains and
losses of genetic material can be detected (usually no less than 10
metaphases—around 20 chromosomes of every of the 22 autosomes—
are studied); and (D) CGH-idiogram of a collection of glioblastomas,
from where we can obtain statistically relevant results of gains and
losses of tumor DNA at any particular chromosome in glioblastoma
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(b)

(C)

Fig. 8.7 (continued)

are treated with a hypotonic KCl solution and fixed with
methanol/acetic acid (3:1) onto slides. Most FISH probes can
be obtained labeled and premixed in hybridization buffer ready
to use. But sometimes it is necessary to obtain non-commercial
probes to analyze specific genes. Non-commercial probes are
obtained from bacterial artificial chromosome (BAC) clones.
DNA samples from BAC clones are labeled by random prim-
ing or nick translation. The probes are hybridized onto cell
denatured metaphases spreads for 24 h at 37◦C in a moist dark
chamber. Slides are covered with a glass cover slip and sealed
with rubber cement. Cover slips are removed and prepara-
tions are washed to remove non-specific bounded DNA. After
drying the slides, the preparations are counterstained with

DAPI/antifade for chromosome identification. Metaphase
images are assessed by fluorescence microscopy, with which
different genetic alterations like amplification, deletion, and
translocation can be detected.

8.12 Summary

Molecular biology is a dynamic field with DNA techniques
and analytical tools that detect aberrations and facilitate
the identification of crucial genes and pathways involved in
biological processes and disease. Many of the fundamental
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(D)

Fig. 8.7 (continued)

DNA analysis techniques discussed in this chapter evolved
through various modifications, automation, and computeri-
zation. Gel electrophoresis, a central technique in molecular
biology, allows separation of DNA, RNA, and proteins so that
they can be studied individually. DNA sequencing methods
provide information about the precise order of nucleotides,
location of restriction enzyme recognition sites, location of
introns and exons, and analysis of the flanking regions of
a gene. DNA fingerprinting or DNA profiling examine the
inherited variable lengths of repeat sequences of DNA that
differ from individual to individual. RFLP is a technique for
analyzing the variable lengths of DNA fragments that result
from digesting a DNA sample with a restriction endonucle-
ase, which are separated using gel electrophoresis. They are
then hybridized with DNA probes that bind to a complemen-
tary DNA sequence in the sample. RFLPs can be defined
as a difference in restriction maps between two individuals.
With the development of newer, more efficient DNA-analysis
techniques, RFLP is not used as much as it was because it
requires relatively large amounts of DNA. PCR is used to
make millions of exact copies of DNA from a biological sam-
ple. DNA amplification with PCR allows DNA analysis on
very small amounts of biological samples and enables even
highly degraded samples to be analyzed. Traditional PCR

is a qualitative tool for detecting the presence or absence
of particular DNA. Real-time PCR is a quantitative PCR
method. Methods to identify gene mutations include SSCP
and RRFP analysis, DGGE or TGGE, heteroduplex analy-
sis, CMC or EMC, and PTT. Precise mapping of DNA methy-
lation patterns in CpG islands is essential for regulation of
imprinted genes, X chromosome inactivation, and inactiva-
tion of tumor suppressor genes. Molecular cytogenetic tech-
niques, CGH and FISH, encompass aspects of chromosome
biology.

8. 13 Glossary of Terms and Acronyms

32P: radioactive isotope

5α-DHT: 5α–dihydrotestosterone

BAC: bacterial artificial chromosome

BSP: bisulfite sequencing PCR

CGH: comparative genomic hybridization

CMC: chemical mismatch cleavage

dATP: deoxyadenosine triphosphate
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dCTP: deoxycytidine triphosphate

ddATP: dideoxyadenosine triphosphate

ddCTP: dideoxycytidine triphosphate

ddGTP: dideoxyguanosine triphosphate

ddNTP: dideoxynucleoside triphosphate

ddTTP: dideoxythymidine triphosphate

DGGE: denaturing gradient gel electrophoresis

dGTP: deoxyguanosine triphosphate

DNA: deoxyribonucleic acid

DNMT: DNA methyltransferases

dNTP: deoxynucleoside triphosphate

dsDNA: double stranded DNA

dTTP: deoxythymidine triphosphate

dUTP: deoxyuridine triphosphate

EMC: enzyme mismatch cleavage

FISH: fluorescence in-situ hybridization

KCL: potassium chloride

MAS: marker-assisted selection

mRNA: messenger RNA

MSP: methylation specific PCR

NaOH: sodium hydroxide

PAGE: polyacrilamide gel electrophoresis

PCR: polymerase chain reaction

PTT: protein truncation test

qPCR: quantitative real time polymerase chain reaction

RFLP: restriction fragment length polymorphism

RNA: ribonucleic acid

RT-PCR: reverse transcription polymerase chain reaction

SDS-PAGE: sodium dodecyl sulfate polyacrilamide gel
electrophoresis

SSCP: single-stranded conformational polymorphism

TGGE: temperature gradient gel electrophoresis

tRNA: transfer RNA

UV: ultra-violet

VNTR: variable number tandem repeats
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Chapter 9

Analyzing Gene Expression

Holly A. LaVoie and Pedro J. Chedrese

9.1 Introduction

Changes in activity of regulated genes correlate with the
synthesis of the encoded proteins directly affecting the phys-
iological status of the individual. In most of the cases, protein
synthesis is directly proportional to the transcriptional activ-
ity of its gene, which affects the steady state levels of mRNA
encoding the peptide. Thus, measuring mRNA is the obli-
gated first step in investigating how expression of a gene can
be regulated.

9.2 Measuring Steady-State Levels of mRNA

Steady-state mRNA levels represent the difference between
the amount of mRNA synthesized and the amount degraded.
Steady-state levels of mRNA can be measured by a variety of
methods, most commonly by Northern blot analysis. More
advanced methods such as the nuclease protection assays
and the quantitative reverse transcriptase polymerase chain
reaction (RT-PCR) are available. Each procedure has its own
advantages and disadvantages and no one is necessary the
best. Some of the methods may answer a specific question
that cannot be addressed by other methods. All the techniques
have common basic requirements, such as isolation of RNA
from the tissue, internal controls for efficacy of the proce-
dure, and control for specificity of the response.

Most of the methods of mRNA detection and quan-
tification require isolation of total RNA from the tissue
under investigation. mRNA is a single-stranded and fragile
molecule that is easily degraded by RNAses, which are very
abundant in most of the tissues and are a common contam-
inant in most laboratories. Therefore, the first requirement
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for isolation of RNA is the immediate inhibition of the tissue
RNAse activity. Tissue disruption can be performed using a
solution containing guanidinium isothiocyanate (GTC) and
2-mercaptoethanol, which are potent inhibitors of RNAses.
Then the disrupted tissue is layered on a solution of CsCl and
ultracentrifugated. RNA is the densest molecule within the
cell. Therefore, the passage over a cesium chloride cushion
efficiently separates rRNA and mRNA from all other cellu-
lar components such as DNA, proteins, and lipids. This is an
effective method, but requires an ultracentrifuge, that limits
the number of samples to be processed. RNA can also be iso-
lated by disrupting tissues with GTC-acidic phenol solutions
and chloroform extraction followed by alcohol precipitation
from the aqueous phase. This method is very rapid and can
be adapted for the processing of large number of samples, but
is more likely to have contaminating DNA.

mRNA composes only 2–5% of total tissue RNA. There-
fore, detection of very rare message requires an enrichment
step, in which mRNA can be separated from total RNA.
The adenylated tails (poly-A) present on the 3′ end of the
mammalian mRNA facilitates this procedure. mRNA can be
isolated from total RNA using a column chromatography
of immobilized cellulose beads, containing a short oligonu-
cleotide chain of deoxythimidines (oligo-dT) cellulose. The
poly-A tails of the mRNA remain bound to the oligo-dT cel-
lulose, while the rest of the RNA passes through the column
(Fig. 9.1). Then, mRNA is eluted from the column with a
high salt buffer solution, from which it is precipitated with
ethanol. Likewise, oligo-dT coupled magnetic beads are also
commonly used in place of columns.

A variety of probes can be used for RNA analysis, includ-
ing complementary DNA (cDNA), oligonucleotides, and
complementary RNA (cRNA). Each type of probe has its own
advantages and disadvantages.

cDNA probes—double-stranded cDNA can be easily
labeled using short random oligo-nucleotides as primers; in a
polymerization reaction that includes the DNA to be labeled,
at least one radioactive dNTP, and DNA polymerase, usu-
ally the Klenow fragment, a section of the molecule devoid
of 5′- to 3′-exonuclease activity. This procedure results in
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Fig. 9.1 Isolation of mRNA by oligo-dT cellulose column chromatog-
raphy Samples, diluted in high salt solution buffers, are loaded onto
the column. tRNA and rRNA are washed out with a medium salt solu-
tion buffer. The mRNA retained by the oligo-dT cellulose beads can be
eluted passing a no salt solution buffer through the column

a population of fairly long DNA molecules labeled in both
strands, with a very high specific activity that will hybridize
to identical complementary DNA sequences or comple-
mentary molecules of RNA. Random primer-labeled cDNA
probes are useful for mRNA variant detection as well as for
detecting rare species of mRNA.

However, since both strands of the DNA are labeled and
the labeling procedure results in a heterogeneous population
of molecules rather than discrete species, random primed
DNA is used only for Northern or slot blots (described
below). In addition, the probe must be used at a low con-
centration (generally less than 10 ng/mL), in the hybridiza-
tion solution, because of complementary strand reannealing.
The use of a cDNA probe from the same species provides a
specific tool of mRNA detection. However, sometimes only
a heterologous probe is available, which may also be used
under less stringent hybridization and washing conditions to
allow for some mismatching of bases.

Oligonucleotides probes—if the gene of interest has not
been cloned, but a small portion of the RNA or amino acid
sequence of the protein is known, oligonucleotides may eas-
ily be synthesized for use as a hybridization probe. To design

oligonucleotide probes based on the sequence of a protein,
we have to take into consideration that some amino acids,
such as leucine, are encoded by up to six different codons.
Thus, a section of the protein containing amino acid with less
redundancy in their codons is preferable. In addition, a com-
bination of various different oligonucleotides with the differ-
ent possible codons can be used and are referred to as degen-
erate oligonucleotides.

If the only information available is a DNA sequence from
heterologous species, the oligonucleotide should be designed
based on the portion of the cDNA encoding a region of the
protein with the highest level of homology with the closest
species. The use of an oligonucleotide probe is also prefer-
able when a precise sequence within the mRNA is of interest,
or to map or distinguish between mRNA isoforms.

Oligonucleotides can be end-labeled using polynucleotide
kinase and ATP with 32P in its γ-phosphate group. Under
these conditions, the enzyme transfers the 32P to the 5′-
hydroxyl group of the oligonucleotide, resulting in a probe
labeled at a single base. These probes are of low specific
activity, compared with those of cDNA.

cRNA probes—single stranded labeled cRNA probes can
be synthesized by in vitro transcription, for which we need to
engineer an expression vector, in which the cDNA is inserted
next to a specific viral promoter. This vector is first linearized
with a restriction nuclease and then incubated with a vector-
promoter specific RNA polymerase, in the presence of at least
one labeled ribonucleotide, preferably UTP. This method has
several advantages, including the following.

• Either a sense or antisense cRNA can be transcribed by
cloning the cDNA in different orientation, or by using a
different promoter. Commercial expression plasmid vec-
tors are designed with different promoter sites for bacte-
riophage RNA polymerases such as T7, T3, or SP6 located
at each side of the multiple cloning site.

• The cRNA is transcribed with great fidelity and from a
defined transcriptional start site.

• The resulting cRNA probe is of high specific activity, as
it is internally labeled and can be as long as the inserted
cDNA.

• Alternatively, portions of the cDNA can be subcloned into
the construct to provide probed targeting precise areas of
the mRNA.

• RNA–RNA hybrids have a higher affinity that DNA–
RNA hybrids, so hybridization with cRNA probes can be
performed at very high temperatures and in formamide-
containing buffers, resulting in very specific hybridization
signals.

• cRNA probes can be used to make Northern and slot
blot analysis more sensitive and suitable to detect rare
mRNAs.

• cRNA probes are used in RNase protection assays.
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• An alternative to inserting a partial cDNA into a dual-
promoter vector is to add the viral polymerase sites to
either side of a cDNA by PCR using primers containing
the viral promoter sites at their 5′-ends.

The main drawback of this technique is that the use of
cRNA makes very difficult to strip the radioactivity from the
membranes, which may interfere with subsequent reprobing.

9.2.1 Northern Blot Analysis

The procedure involves electrophoresis of total RNA or poly-
A RNA, along with molecular weight markers, to separate
molecules by size. RNA samples are dissolved in buffers
containing formamide and electrophoresis is conducted in a
gel containing formaldehyde. Formaldehyde and formamide
are strong denaturing agents that disrupt the secondary struc-
ture of the RNA. Thus, linearized RNA molecules can be
separated and visualized by staining with fluorescent dyes
such as ethidium bromide and the cyanine dye SYBR green.
This procedure provides visual information on the length of
migration of two distinct rRNA bands, of 28S and 18S, of
approximately 5 and 2 kb, respectively (Fig. 9.2), and on their
integrity. It also provides information on the amount of RNA
applied to the gel. From the gel, RNA is transferred onto
a solid matrix, usually nitrocellulose or nylon membrane,
by capillary diffusion or electroblotting, and immobilized
by cross-linking under ultraviolet light radiation. Mem-
branes are then hybridized with specific labeled nucleic acid
probes. After hybridization, the membrane is washed and
the hybridized bands can be visualized by auto-radiography
(Fig. 9.2).

Northern blot analysis is usually the first test performed
after characterization of a newly cloned cDNA. It provides
information on the entire molecule of mRNA, the num-
ber of molecular species transcribed, and their molecular
size. To estimate molecular weight, there are available com-
mercial preparations of RNA markers. The main advantage
of the Northern analysis is its relative simplicity and that
allows the use of a wide variety of molecular probes such
as cDNA, cRNA, or oligonucleotides (described below). An
additional advantage is that by altering the hybridization
stringency, Northern membranes can be probed with heterol-
ogous probes, providing information even in the case that a
species-specific probe is not available. Nylon membranes are
very resistant to many hybridizations and washing. Thus, the
same membrane can be re-hybridized with another probe. To
determine if the changes in the levels of mRNA are specific,
Northern blot membranes can be re-hybridized with a struc-
tural or “housekeeping” gene probe, such as glyceraldehyde-
3-phosphate-dehydrogenase (GAPDH), shown in Fig. 9.2. In
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Fig. 9.2 Northern blot analysis of pituitary gonadotrope cultured cells
exposed to GnRH. Top panel: photograph of a total RNA agarose gel
following electrophoresis and stained with ethidium bromide. Middle
panel: autoradiogram of a Northern blot membrane showing the effect
of GnRH on the α-subunit gonadotropin mRNA. Bottom panel: autora-
diogram of the same membrane hybridized with the glyceraldehyde-3-
phosphate-dehydrogenase (GAPDH) cDNA probe

this example, the intensity of the bands hybridizing to the
GAPDH probe is the same across treatment groups.

The main limitation of Northern analysis is its low sen-
sitivity. Quantification of Northern blots, although of low
accuracy, is a simple procedure using computerized densito-
metric analysis of film or phosphorimaging autoradiograms.
The bands appearing on the autoradiogram are quantified by
scanning densitometry, resulting in measured arbitrary den-
sitometric units. Therefore, it is common practice to normal-
ize results by expressing the ratio between the mRNA of
interest and the mRNA of a structural gene. This procedure
gives only relative values, rather than an accurate number of
mRNA molecules. Better estimation of the number of mRNA
molecules can be achieved by solution hybridization or quan-
titative RT-PCR. Finally, probes can hybridize to more than
one band in the Northern blot. If the hybridization is con-
ducted at high stringency, the presence of more than one band
could suggest the presence of more than one transcript. Sev-
eral genes encode for multiple transcripts, including the FSH
and LH receptors genes.
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9.2.2 Slot/Dot Plot Analysis

The slot/dot blotting, or direct blotting, was developed with
the idea of designing a better method to detect and quantify
mRNA. The methods is based on the Northern blot analysis;
but instead of separating the mRNA by size prior to trans-
fer, the RNA is denatured in solution and applied directly
to a supporting membrane. For this purpose, a wide variety
of simple instruments (manifolds) have been developed that
hold the membrane and allow direct application of samples
in the form of rectangles (slots) or circles (dots).

The procedure is easy to perform and the apparatus allows
the analysis of multiple samples at a time. Several dilutions
of a known mass of RNA can be directly blotted into a single
membrane, which is then hybridized with any of the previ-
ously described probes. The direct blotting technique does
not provide information on RNA integrity, specificity of the
probe, or number and sizes of hybridizing species. Therefore,
Northern blot analysis must be performed first to test speci-
ficity of the probe and hybridization (stringency) conditions
before the use of direct blotting.

Once these conditions are determined, direct blotting
becomes an effective procedure to detect mRNA. The slots
provide a discrete signal in the autoradiogram, which facili-
tates scanning. Quantification can be performed by analyz-
ing several dilutions of the RNA to determine linearity of
the response. Standards of mRNA for quantification purposes
can be synthesized using transcription vectors and viral RNA
polymerases that permit the synthesis of unlabeled sense
mRNA. This synthetic mRNA can be used to construct stan-
dard curves for the calculation of specific mass.

Specificity of the response can be tested by hybridization
of housekeeping genes as was described for Northern blots.
In addition, since the slots are located in defined positions, a
more precise estimation of the response can be obtained by
excising the slots out of the membrane and quantifying them
by scintillation counting.

9.2.3 Solution Hybridization Assays

Solution hybridization assays are very sensitive methods for
analyzing RNA. They provide information on the RNA struc-
ture and its abundance. There are two main methods based on
solution hybridization: nuclease protection assay and RNAse
protection assay. The two methods differ in the type of probe
and the type of enzyme used for digestion, but the prin-
ciples are the same. Both nuclease and RNase protection
assays are performed by hybridizing the RNA in solution
to a radioactive, single-stranded DNA or RNA probe. After
hybridization, a specific nuclease is added to the solution,

which digests the non-hybridized probe and the unprotected
sections of the hybrid. The reaction is then resolved by dena-
turing polyacrylamide gel electrophoresis and exposed to X-
ray film or phosphorimager to generate an autoradiogram.

The main advantages of these assays are high sensitivity
and the possibility of obtaining structural information on the
5′ or 3′ ends of the RNA, or the detection and quantifica-
tion of splice variants, which is commonly used for RNA
mapping.

S1 nuclease protection assay—this method requires the
use of a single-stranded DNA probe, which can be obtained
using an M13 viral template internally labeled, or an end-
labeled chemically synthesized oligonucleotide. The M13
system can generate high activity cDNA probes, but some-
times they are difficult to purify. The synthesized oligonu-
cleotides, which are only labeled on one residue, result in
lower sensitivity of detection.

After hybridization, the reaction is treated with a single-
strand specific nuclease S1. This enzyme digests single-
stranded DNA and RNA and the non-homologous sections
of the probe, leaving intact all the protected, hybridized
double-stranded molecules. The hybridized molecules can be
resolved by denaturing polyacrylamide gel electrophoresis
that separates DNA from RNA and analyzed by autoradio-
graphy. A single band in the autoradiogram will represent
the amount of DNA fragment remaining. Thus, the intensity
of the band will be directly proportional to the amount of
mRNA in the sample and can be quantified by densitometric
scanning. Standard curves for quantification can be prepared
by hybridization with unlabeled sense mRNA synthesized by
in vitro transcription.

RNAse protection assay—the RNase protection assay is
based on the same principle as the S1 nuclease assay. The
difference lies in the use of an internally labeled cRNA as a
probe and RNAses instead of the S1 nuclease. Labeled cRNA
probes can be prepared as it was described above. RNase A,
T1, T7, or a combination of these enzymes is used for diges-
tion of the unhybridized probe. The rest of the procedure
is the same. Samples are resolved by denaturing gel elec-
trophoresis and the intensity of the bands are quantified by
autoradiography.

9.3 Primer Extension Analysis

Primer extension analysis is a technique aimed at mapping
the 5′ end of mRNAs and to look for alternate transcrip-
tional start sites in the gene. It can be used also for quan-
titative purposes. Primer extension requires the use of an
end-labeled DNA oligonucleotide complementary to the sec-
tion of mRNA to be analyzed. This probe is usually designed
to bind within 100 bases of the mRNA 5′ end. In solu-
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tion, this oligonucleotide is annealed to the mRNA and
serves as primer for the enzyme reverse transcriptase. The
reverse transcriptase, in the presence of the four dNTPs,
forms an RNA/DNA hybrid by extending the DNA to the
end of the molecule, using the mRNA as a template. The
hybrid is then resolved by denaturing polyacrylamide gel
electrophoresis, run along with DNA molecular weight stan-
dards or in parallel with a DNA sequencing reaction, and
analyzed by autoradiography. The newly synthesized DNA
can then be amplified by PCR and sequenced, from which
the entire structure of the mRNA molecule can be deduced
(mapped). This procedure provides also information on alter-
natively spliced mRNA. We can determine the structure of
the 5′ end of more than one transcript simultaneously when
more than one mRNA is transcribed from the same gene,
using alternative start sites.

9.4 Polymerase Chain Reaction Amplification
of mRNA

The most sensitive technique available to detect and quantify
mRNA is RT-PCR. This method is based on amplification of
a DNA substrate using a thermal cycler. The procedure can
be summarized as follows.

• Total RNA is annealed to a short oligonucleotide com-
posed of multiple dTTP (oligo-dT), which acts as a
primer for a viral reverse transcriptase. Under these con-
ditions, only mRNA or RNA containing long regions of
A residues are reverse transcribed. However, it is often
more efficient to utilize random hexamers as primers for
the reaction, which will result in reverse transcription of
non-messenger RNAs as well. Alternatively, a sequence
specific primer can be used for cDNA synthesis.

• The cDNA is then used in a PCR reaction with sequence-
specific primers. The PCR reaction consists of multiple
cycles of denaturation, annealing, and extension steps.

• The first PCR step of each cycle is denaturation of the
DNA–RNA or DNA–DNA duplexes (94–96◦C).

• The next step is the annealing of short, typically 18- to
24-base oligonucleotide primers complementary to each
end of the DNA molecule targeted for amplification. The
annealing temperature is defined by GC content (40–60%)
and the length of the primer. The two primers should have
similar melting temperatures. Annealing usually occurs at
50–65◦C for 15–30 s.

• The extension step typically occurs at 72◦C for Taq poly-
merase. In the presence of the four dNTPs the polymerase
synthesizes a new DNA strand starting at the 3′-end of the
annealed primer. The extension step is usually 1 min per
kilobase amplified.

The rest of the procedure consists of repetition of the
denaturation, annealing, and extension steps for 25–35
cycles. A final cycle extension step of 3–10 min at 72◦C is
usually performed to ensure ends are complete. Amplified
DNA can be visualized by electrophoresis using agarose or
acrylamide gels stained with ethidium bromide. The main
advantage of the RT-PCR is its sensitivity. A particular
mRNA can be detected in very small amount of tissue or even
from few cells.

For semi-quantitative purposes a labeled oligonucleotide
precursor can be incorporated into the reaction, which is
terminated during the linear phase of amplification. The
amplified DNA is quantified by autoradiography of the gel.
The rationale for the quantification is that the amount of
DNA amplified will be directly related to the amount of
mRNA originally reverse transcribed. Unfortunately this is
not always the case, as the amount of product amplified is
influenced by a number of variables, including the following:

• efficiency of the reverse transcriptase reaction;
• quantity and concentration of the reagents in the PCR

reaction;
• length of DNA to be amplified;
• exact conditions and efficiency of denaturation, primer

annealing, and extension steps; and
• rate of temperature change between steps.

Adding an internal control DNA with a mutated inter-
nal restriction site or an internal intron circumvents some of
these limitations. By using this approach, the primers that
amplify the targeted sequence also amplify the internal con-
trol. Because both molecules are of different size, they can
be distinguished from one another in the autoradiogram. The
internal control DNA is added to the amplification mixture in
serial dilutions after reverse transcription. The same princi-
ple can be applied to measure more than one mRNA simul-
taneously. Primers can be designed to different mRNAs that
result in different cDNAs. Thus, the intensity of the signal of
different bands can be used for quantitative analysis.

A more recent yet widely used approach to quantify
mRNA is real-time PCR. This technique is based on the
same principles of RT-PCR, but the reaction includes fluo-
rescent reporters that allow quantification of the amplified
product (amplicon) [1]. Thermal cyclers for real-time PCR
include optics for measuring fluorescence emission during
each cycle. The fluorescent signal increases in direct pro-
portion to the amount of amplicon. During PCR, a plot of
fluorescence versus cycle number yields a sigmoidal curve.
The point in the curve where fluorescence begins to increase
rapidly can be used to calculate the threshold cycle (Ct) value
(Fig. 9.3). Samples with lower Ct values will have higher
starting amounts of the cDNA of interest and samples with
higher Ct values will have lower starting amounts of the
cDNA.
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Fig. 9.3 Real-time PCR data. Curves represent the relative fluorescence measured in each well during each cycle. The thick horizontal line is the
threshold set by the user and used to derive the Ct value for each sample well

Several fluorescent reporters are commonly used in real-
time PCR reactions including SYBR green, Taqman probes,
and molecular beacons [1]:

• SYBR green is a dye that binds to only double-stranded
DNA, so its fluorescence increases as the amount of
amplicon increases. Steps must be taken to ensure ampli-
fication of a single amplicon because the dye will incor-
porate into any double-stranded DNA product including
primer-dimers;

• Taqman probes take advantage of fluorescence reso-
nance energy transfer (FRET). These probes are oligonu-
cleotides that bind an internal region of the amplicon
amplified. The oligonucleotide probes have a fluorescent
dye on one end and a quenching dye on the other block-
ing fluorescence emission. The probe is hydrolyzed dur-
ing the amplification process and fluorescence increases
proportional to the amount of the amplicon; and

• Molecular beacon probes take advantage of FRET with a
fluorescent dye on one end and a quenching dye on the
other end. In their unbound state they assume a hairpin
structure that keeps the dyes in close proximity to each
other blocking fluorescence emission. Molecular beacons
hybridize to the amplicons in each cycle, which separates
the dye ends and allows fluorescence emission. The total
amount of fluorescence is proportional to the amount of
amplicon.

The advantage to Taqman and molecular beacons is that
they can be used for multiplexing, amplifying different prod-
ucts in the same well at the same time using different
fluorophores.

Quantification of real-time PCR data typically utilizes
two methods [2,3]. There is the standard curve method
where DNA or cDNA template containing the sequence to
be amplified and of known concentration is serially diluted
and amplified in parallel with samples. Using the Ct value
of the sample, the concentration of the amplicon can be
extrapolated from the standard curve. A second method is
based on the differences in Ct values between the target
gene of interest and an invariant housekeeping or reference
gene for both the control and the experimental samples. For
example,

ΔΔCt = [Control ΔCt (target − reference)] −
[Experimental ΔCt (target − reference)].

The fold change is 2 ΔΔCt.
The above equation assumes primer efficiencies are 100%,

which is usually not the case. A modification of this sec-
ond method which incorporates amplification efficiencies for
a primer set into the equation is the method of Pfaffl. Fold
changes are derived from the equation:

(E target)ΔCt target (Control−Experimental)

(E reference)ΔCt reference (Control−Experimental),

E represents the PCR efficiency for a primer set. Primer
efficiencies can be determined by analyzing the Ct values
of a wide range of tenfold serial dilutions and the equation
E = 10[-1/slope].

An advantage to real-time PCR for quantification of
mRNA changes over conventional PCR is that after the
initial optimization for a primer set, there is no post-reaction
processing such as the running of gels or autoradiography.
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9.5 In Situ Hybridization

The techniques described above are aimed at analyzing
mRNA in tissue homogenates and the information obtained
represents levels of expression of all the cells that compose
the tissue. This approach may represent a bias in the infor-
mation obtained, since a heterogeneous tissue may be com-
posed of different cell types that may not express the gene of
interest, or are not regulated by the mechanisms being inves-
tigated. Exceptions to this generalization are the studies con-
ducted in cell culture, in which a uniform preparation of cells
can be maintained for analyzing gene expression.

Thus in situ hybridization techniques were developed and
are directed to determine the cells within the tissue that are
expressing a particular mRNA and/or if changes in gene
expression are occurring in the same fashion in all cell types
of a defined tissue. Moreover, by in situ hybridization it is
possible to identify specific mRNAs of the same cell type that
change its pattern of expression during differentiation and/or
at different stages of development.

The procedure includes the following steps:

• tissues frozen and/ or fixed in paraformaldehyde-
containing solutions are sliced in thin sections and placed
on glass slides;

• the sections of the tissues are used as support to perform
hybridization with labeled probes, in a procedure analo-
gous to hybridization on a solid membrane supports;

• after hybridization, the tissue sections are subjected to
washing procedures to remove non-specifically bound
probes;

• the labeled probes are bound to mRNA within the specific
cells in which it was synthesized;

• the slide is covered with a photographic emulsion and sub-
jected to autoradiography;

• the developed autoradiogram reveals patterns of grain
images localized on the cells synthesizing the mRNA
being investigated.

The probes of choice for in situ hybridization are
oligonucleotides or cRNAs labeled with 35S, a low-energy
radioisotope that generates a highly localized image. Label-
ing with other isotopes, fluorescent probes, or colorimet-
ric techniques, such as digoxigenin labeling, are also used.
Colocalization studies are conducted with digoxigenin label-
ing coupled with radiolabeled probes or using probes labeled
with different fluorophores.

Quantification of in situ hybridization images is more dif-
ficult than in the other techniques described for mRNA anal-
ysis. Some approaches include densitometric quantitfication
of the gray level variations, which are of directly related to
the amount of light transmitted through the autoradiogram
image.

9.6 Final Considerations

In the investigation on regulation of gene expression it is
generally assumed that extracellular signals affect the steady-
state levels of a specific mRNAs, while have no effect on total
RNA levels or all mRNAs. However, it must be taken into
consideration that immediately after transcription, the first
transcript, also called heterogeneous nuclear RNA (hnRNA),
is further processed into mature mRNA within the nucleus.
This process includes splicing of the introns and joining of
the exons at defined base sequences, and by alternative splic-
ing of the hnRNA, a different product of the same gene
can be translated into a protein. Thus, splicing represent a
second level of regulation of gene expression. In addition,
mRNA is a very labile molecule and its stability can be hor-
monally regulated, for which steady state levels are not a
faithful representation of the transcriptional activity of a par-
ticular gene and only represent a gross estimation of gene
activity at a particular point in time. Finally, after transla-
tion, complex proteins suffer modifications that affect their
potency, half-life in circulation, and therefore, its biologi-
cal activity. Therefore, proper assessment of gene expression
requires analyzing its activity at the following levels: syn-
thesis, accumulation, and half-life of mRNA; posttranscrip-
tional modifications of mRNA, including splicing, capping,
and polyadenylation; translation and protein synthesis; post-
translational modifications of the peptides; biological activity
of the proteins; and phenotypical and physiological effects.
Overall, the biological activity of a protein and its physio-
logical effects are the ultimate manifestation of expression of
gene activity.

9.7 Glossary of Terms and Acronyms

ATP: adenosine triphosphate

cDNA: complementary DNA

cRNA: complementary RNA

CsCL: cesium chloride

Ct: threshold cycle

DNA: deoxyribonucleic acid

dNTP: deoxynucleotide triphosphate

FRET: fluorescence resonance energy transfer

GAPDH: glyceral-dehyde-3-phosphate-dehydrogenase

GTC: guanidinium isothiocyanate

hnRNA: heterogeneous nuclear RNA
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mRNA: messenger RNA

oligo-dT: oligonucleotide chain of deoxythimidines

PCR: polymerase chain reaction

poly-A: poly-adenylated

RNA: ribonucleic acid

rRNA: ribosomal RNA

RT-PCR: reverse transcriptase polymerase chain reaction

UTP: uridine triphosphate
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Chapter 10

DNA Microarray Analysis

Gheorghe T. Braileanu

10.1 Introduction

The methods described in Chapter 9 are designed to look
at the expression of specific selected genes in relatively
small numbers. To ascertain mRNA changes that occur on
a much larger scale microarray analyses can be performed.
A microarray, also known as biochip by analogy with the
computer industry terminology, can be described as the sum
of a multitude of similar miniaturized assays that take place
simultaneously on a small surface. Microarrays types include
those for DNA, tissue, protein, and bacteria. DNA microar-
rays include those covering the whole genome, intergenic
regions, and the coding regions of genes. Within this chapter
we will focus on DNA microarrays with emphasis on arrays
for analyzing gene expression.

The main component of DNA microarrays for assessing
gene expression is a set of DNA probes immobilized on a
solid matrix, such as a glass slide or a nylon membrane.
The solid matrix can accept thousands of probes that may
represent the entire genome. Each probe is positioned at a
precise coordinate on the solid matrix that permits identi-
fication. The interaction between each probe and the com-
plimentary components of the sample after hybridization is
visualized (based on the detection of a fluorescent dye, iso-
tope, or biotin) and analyzed. The hybridization signal that
is proportional with the amount of mRNA for each corre-
sponding gene in the analyzed sample is compared between
treatment and control groups. The results are expressed in rel-
ative fold differences. Housekeeping and reference genes are
included on each microarray and can be used to normalize
the results when comparing different samples. The analysis
of the wealth of information on changes induced by a par-
ticular experimental condition on a microarray requires the

G.T. Braileanu (B)
Department of Pediatrics, University of Maryland at Baltimore
School of Medicine, Baltimore, MD, USA
e-mail: gbrai001@umaryland.edu

use of extensive bioinformatics tools. Because microarrays
analysis can yield false positive signals, the results must be
confirmed by other techniques such as Northern blot or real-
time PCR.

Each microarray experiment involves several steps includ-
ing choice of the appropriate matrix, sample preparation,
development of biochemical reactions, detection, and visu-
alization of the results. The last step consists of the analysis
and interpretation of the data. Many of these steps can be
automated.

In the studies of gene expression the use of DNA microar-
rays offers the unique possibility of detecting changes that
occur throughout the entire genome in response to a particu-
lar experimental condition in less than two days [1]; whereas,
using traditional molecular biology tools, the expression of
only one or two genes can be studied during the same amount
of time. This striking difference will press toward a large
use of this new technology in biology research, including
reproduction.

10.2 Types of DNA Microarrays

DNA microarrays (genome chip, DNA chip, or gene array),
can be classified by their purpose, how they were produced,
or the number of genes to be analyzed.

10.2.1 By Purpose

DNA microarrays can be used for gene expression profiling,
genotyping, or resequencing [2].

Gene expression microarrays—detect differences in
mRNA expression between samples for all genes represented
on the matrix. They are typically oligonucleotides, specific
for each gene, that are hybridized with labeled complemen-
tary DNA for all mRNAs in the sample (cRNA). The use of
cDNA spotted microarrays was first reported in 1995 [3],
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and the first complete eukaryotic genome, Saccharomyces
cerevisiae, displayed on a microarray was published in 1997
[4]. Under defined physiological or pathological conditions
microarrays allow expression analysis of the entire genome.
For the interpretation of the results it must be taken in consid-
eration that due to posttranslational modifications the relative
amounts of detected mRNAs may or may not be translated
proportionally into the corresponding active proteins.

Genotyping microarrays—in genotyping applications,
DNA microarrays can be used for rapid identification or
measurement of genetic predisposition to a particular dis-
ease, the identification of DNA-based drug candidates, or
for forensic applications. Examination of genetic variation
at specific loci is performed with single nucleotide polymor-
phism (SNP) microarrays. Polymorphism at the level of a
single nucleotide is thought to be responsible for suscep-
tibility to several diseases, such as sepsis, type I diabetes,
Crohn’s disease, or cancer [5,6]. A 6.0 platform produced by
Affimetrix R© (Affymetrix, Inc., Santa Clara, CA) with more
than 700,000 probes scattered along the entire genome allows
initial SNP polymorphism characterization and copy num-
ber detection. After detecting a region of interest, a more
specific SNP microarray can be used to examine all possi-
ble nucleotide combinations found in a population for the
corresponding DNA sequence. Genotyping microarrays are
also used to profile somatic mutations in cancer, specifically
loss of heterozygous events, amplifications, and deletions of
different DNA regions. Copy number variation was demon-
strated as an important parameter for cancer susceptibility.

Resequencing DNA microarrays—these microarrays can
be used to read the sequence of a genome. They include
genome tiling arrays where overlapping oligonucleotides
are designed to cover an entire genomic region of interest.
Many companies have successfully designed tiling arrays
that entirely cover human chromosomes. These arrays are
useful for examining genome variation between different
genetic strains of mice and may be used to evaluate germline
mutations or somatic mutations in cancer.

10.2.2 By Method of Production

DNA microarrays can be spotted or synthesized in situ. These
two most used platforms for DNA microarrays production
differ in how the probes are attached or synthesized on the
substrate surface.

Spotted microarrays (two-channel or two-color
microarrays)—in these microarrays, the preformed probes
(oligonucleotides, or small fragments of PCR products
corresponding to mRNA) are immobilized onto glass slides
or membranes using fine-pointed pins. Usually, a specific 50-
to 60-mer oligonucleotide corresponding to part of a gene

is placed by an ink-jet printing analog process in a precise
location on a silica substrate. The oligonucleotides can be
also placed on substrate using piezoelectric deposition, a
non-contact microdispensing system designed specifically
for pipetting sub-nanoliter volumes. This type of array
is typically hybridized with cDNA from the two samples
to be compared (i.e., treatment and control) each labeled
with a different fluorophore, such as Cy3 and Cy5. The
scanning of the hybridized product signal intensity on the
microarray with two corresponding wave length lasers allows
the visualization of the results for each sample in which
intensity for each fluorophore is quantified. Relative signal
intensity is used to calculate and determine up-regulated and
down-regulated gene expression in the experimental sample
relative to the control. Generally, a difference greater than
twofold it is considered significant. The downside of this
approach is that absolute levels of gene expression cannot be
observed.

Oligonucleotide synthesis microarrays or single-channel
microarrays—contain short oligonucleotide probes of 25–30
nucleotides that are designed to match parts of the known
or predicted mRNA sequence. They are produced in situ by
photolithographic synthesis on a silica substrate using pro-
prietary pre-made masks (Affymetrix, Inc.). They are single-
channel microarrays that give estimations of the absolute
value of gene expression and therefore the comparison of
two conditions requires the use of two separate microarrays.
There are commercially available designs that already cover
the complete genome. The photo-mediated synthesis chem-
istry using a Maskless Array Synthesizer (Roche NimbleGen
Systems, Madison, WI) allows the building of a large num-
bers of probes. These arrays can now contain up to 390,000
spots, arranged in a custom design.

10.2.3 By the Number of Genes
that can Be Analyzed

DNA microarrays can be high-density microarrays or
focused microarrays.

High-density microarrays—are identified by the high
number of genes represented and can cover the entire
genome. When searching for new genes involved in a bio-
logic process it is advisable to use the high density, whole
genome approach.

Focus microarrays—contain smaller numbers of genes
and provide answers to specific questions such as the study of
a particular cellular pathway, or a limited number of specific
biomarker genes for rapid diagnostics.



10 DNA Microarray Analysis 107

10.3 Microarray Related Resources

The Electronic Library from TeleChem International, Inc.
(http://arrayit.com—Tele Chem e-library) provides free-of-
charge to the scientific community a virtual repository that
contains citations, abstracts, summary information, and elec-
tronic links for papers, patents, and book chapters published
on microarrays since the first publication appeared in Science
magazine in 1995 [5]. The experimental design, the type of
microarray, including the number of genes to be analyzed
depends on the questions to be answered. Details of microar-
ray technology can be found at different websites, such
as www.bio.davidson.edu/courses/genomics/chip/chip.html.
Free access depositories for DNA microarray results (like
GEO—www.geo.gow) are being established, where each day
a large amount of data are stored. The deposit of the exten-
sive microarray results of each experiment in one existing
free access repository is now a requirement for publication
of microarray data by any major journal. A list databases for
DNA microarrays can be found below under “Appendix of
Public Databases for Microarray Data.”

10.4 Personalized Medicine

Personalized medicine can be defined as the use of genomic
information to improve the diagnosis, prevention, and treat-
ment of diseases. Microarrays are considered by US Food
and Drug Administration (FDA) as a key technology for
advancing new pharmaceutical products and for personal-
ized medicine [7]. In December 2004, the FDA cleared
the AmpliChip Cytochrome P450 Genotyping Test (Roche
Molecular Systems, Inc., Pleasanton, CA). Physicians can
now order this test to gain information on whether the
patient has mutations in genes involved in the metabolism
of many types of drugs including antidepressants, antipsy-
chotics, beta-blockers, and some chemotherapy drugs. FDA
experts found that women with breast cancer who have a slow
acting version of the enzyme gene SULT1A1 have lower sur-
vival rates on a typical post-surgery regimen of tamoxifen,
and may need different doses of the drug [7].

Today, routine genetic tests are used to detect defects
in the enzyme thiopurine methyltransferase, which pre-
vents patients from metabolizing the anti-cancer drug
6-mercaptopurine. Based on this test, one patient may need
a full dose, whereas another, who has a mutation in the
gene, may need less than 10% of that dose. For children
with leukemia, for example, getting the wrong dose can
make the difference between life and death. Tumors have
different genomic variations, and genomic tests may iden-
tify cancers that are likely to respond to a particular treat-
ment [8]. Another aspect of pharmacogenomics is testing

for drug resistance. For example, the HIV virus genome is
always changing, and drug resistance screening will indi-
cate the drug that is best suited for suppression of the virus
at a given moment. The TRUGENE HIV-1 Genotyping Kit
(Visible Genetics, Inc., Suwanee, GA), cleared by the FDA,
detects genetic variations that make the HIV virus resistant
to some anti-retroviral drugs. If drug resistance is discovered,
another treatment option is considered [7].

The Pharmacogenetics Research Network of the National
Institutes of Health is a nationwide collaboration of scientists
committed to study the effects of genes in response to a
variety of medicines, including antidepressants, chemother-
apy, and drugs for asthma and heart disease. However, a
patient’s genetic information will need to be considered
together with other variables, such as family history, med-
ical history, clinical examination, and other non-genomic
diagnostic tests when making treatment decisions [7]. More
information about progresses in personalized medicine
can be found at the following websites—Genomics at the
FDA: www.fda.gov/cder/genomics/; Personalized Medicine
Coalition: www.personalizedmedicinecoalition.org; the
FDA’s National Center for Toxicological Research:
www.fda.gov/nctr/; the CDC’s Office of Genomics and
Disease Prevention: www.cdc.gov/genomics/; and NIH
Pharmacogenetics Research Network: www.nigms.nih.gov/
Initiatives/PGRN/.

10.5 The Use of DNA Microarrays
in Reproductive Biology

The use of DNA microarrays technology in reproduction
allows comprehensive study of genetic influences on the
expression of complex quantitative traits and the results are
more precise when this technique is used in concert with laser
capture microdissection and linear cRNA amplification [9].

10.5.1 Female Reproduction

The understanding of all aspects of female reproduction
such as oocyte fertilization, early embryo development,
implantation, and infertility-related disease is beginning to
be advanced by the results of microarray studies [9]. By
using DNA microarray, pigs selected over the long-term for
increased ovulation rate and embryo survival were found to
have differential expression of 71 ovarian genes during the
follicular phase of the estrous cycle. Many of these genes
were not previously associated with reproduction [10, 11].
From these genes, 59 were homologous to genes of known
function, 5 had no known matches in GenBank, and 7 were
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homologous to sequences of unknown function. Among the
identified differentially expressed genes are those associated
with the transport of cholesterol in the ovarian follicle and
synthesis of steroids. Collagen type I receptor (CD36L1, also
known as scavenger receptor class B type 1) over expression
in higher fertility pigs’ ovaries may indicate a greater role for
high-density lipoproteins in steroidogenesis. The study also
showed how important it is to study the expression of all these
genes at different times of the estrous cycle. For instance
the steroidogenic acute regulatory protein (StAR) and 3β-
hydroxysteroid dehydrogenase (3β-HSD) mRNAs were over
expressed in higher producing pig ovaries at day 2 of analy-
sis, while being under expressed at day 3. These results iden-
tified other novel genes suggested mechanisms involved in
the process of ovulatory follicle selection and maturation [10]
and demonstrated changes in follicular gene expression as the
result of long-term selection for enhanced reproduction [11].
In another study in rainbow trout 240 genes were observed
to be regulated during maturation and development of the
ovary [12]. SNP variations between the identified genes are
currently being investigated to further characterize and select
them for traits of interest. Oocyte-expressed genes are impor-
tant for follicular growth and development, as well as for
early embryogenesis. By microarray 11 genes were identified
in bovine, potentially important for reproductive function,
with consistently higher expression in fetal ovaries compared
to spleen and liver [13].

Detailed knowledge of the changes that occur during the
window of implantation is fundamental for the understand-
ing of human reproduction. Microarray expression profil-
ing studies revealed new candidate genes for human uterine
receptivity [14] and identified new candidate markers that
may be used in the near future to diagnose unequivocally
the receptive endometrium [15]. Analysis of the window
of implantation has revealed the genes involved in differ-
ent processes in this short interval, such as angiogenesis,
immune modulation, secretion of unique products, transport
of ions and water, production of extracellular matrix proteins
or unique cell surface glycoproteins, and a variety of tran-
scription factors [14].

Microarrays also allow the detailed study of hormone
action. Ninety-one genes were found up regulated and 68
genes down regulated for more than twofold after FSH treat-
ment of MCV152 ovarian epithelial cells [16]. In another
example, the LH surge initiates hormonal and structural
changes of preovulatory follicle that lead to ovulation and the
formation of corpora lutea. Microarray analyses of sow folli-
cles detected a large number of genes whose expression was
decreased (107) or increased (43) during the LH-mediated
transition from the preovulatory estrogenic phenotype to
luteinized phenotype. Approximately 40% of these described
genes had unknown function. It was also shown that pre-
ovulatory estrogenic follicles had a gene-expression pro-

file of proliferative and metabolically active cells, and pre-
ovulatory luteinized follicles had a gene-expression pro-
file of non-proliferative and migratory cells with angiogenic
properties [17].

Microarray analysis allowed the description of gene
expression patterns and profiles in mouse [18] and human
[19] developing placenta. Other microarray experiments have
studied fertilization, early embryo development [20, 21,
22], implantation and infertility-related diseases, such as
endometriosis and myoma (reviewed in [9]). The different
stages of embryonic development in mice are also starting to
be comprehensively characterized [23, 24, 25].

A complex approach that illustrates the actual tendency
in research was applied to identify new global biological
principles that govern molecular events underlying mam-
mary development during pregnancy, lactation, and involu-
tion [26]. It included the use of bioinformatic techniques
to analyze and correlate microarray data, cellular localiza-
tion data, protein–protein interactions, gene ontology analy-
sis, pathway analysis, and network analysis. It was shown,
for instance, that nearly one third of the transcriptome fluc-
tuates to build, run, and disassemble the lactation apparatus;
around 100 transcripts account for the diversity of the milk pro-
teome; the lactation switch is primarily post-transcriptionally
mediated; and new regulatory gene targets were identified.
It was shown that less than one fifth of the described tran-
scriptionally regulated nodes of the lactation network were
described previously. These results have immediate implica-
tions for future research in mammary gland and cancer biology
[26]. This complex approach is anticipated to be used in the
near future in almost all aspects of reproduction and will lead
to new hypotheses and a high number of unexpected results.

10.5.2 Male Reproduction

Male infertility represents a good example of a complex trait
with a substantial genetic base. Genetic causes account for
at least 10–15% of severe cases of spermatogenic impair-
ment [27]. The result of DNA microarray studies suggest
that alternative mRNA splicing plays an important role in
testis development and spermatogenesis [28]. More and more
genes are identified as being important for spermatogenesis
in mice [29] and in humans [30]. In mice the study of gene
expression during different developmental stages of the testis
with microarray identified the novel gene TSC77 located at
the chromosome 2G1, which may play an important role
during spermatogenesis [29]. Comparing gene expression in
nine patients with normal spermatogenesis to 15 patients
with maturation arrest, ten novel sterility-related genes were
identified in human. Of the ten novel genes, six genes
encode protein with predictable functional domains believed
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to correlate with spermatogenesis and four do not encom-
pass known functional domains [30]. A time-course analysis
of the testis development identified more than 290 unknown
gene transcripts of which some were potentially essential
for male fertility, since they displayed strong expression
throughout meiotic and post meiotic steps of spermatogene-
sis [31]. In another study more than 100 genes were shown to
be differentially expressed at different stages of testis devel-
opment, from which 42 were new and probably important
for male fertility [32]. In mice and rats gene expression dur-
ing development of fetal and adult Leydig cells was stud-
ied by microarray. The expression profiles are distinct for
these two categories of cells indicating that they may orig-
inate from separate pools of stem cells [33]. DNA microar-
ray experiments regarding the profile of hormone-regulated
genes in the testis should allow a better understanding of the
factors influencing spermatogenesis [34]. If these new genes
are found to predict male infertility, microarray technology
may be used as a clinical diagnostic tool and might eventu-
ally lead to gene therapy [35].

10.5.3 Use of Microarrays for Discovery of New
Biomarkers for Reproductive Traits

Another purpose of microarray experiments in reproduction
is to identify biomarkers of reproductive performances or
for toxicity [36]. A biomarker is a parameter whose level
can be associated with or is indicative of a defined bio-
logical process such as development or a disease state. So
far, using microarrays, a large panel of biomarkers were
defined in reproductive development and health, starting with
pubertal development [37], adult reproductive health (altered
spermatogenesis in male or altered endocrine function in
female), and finishing with pregnancy success and outcome.
Biomarkers could be established for oocyte quality, embryo
competence, and capacity to sustain a successful pregnancy.
Microarray screenings of around 30,000 genes on U133P
Affymetrix gene chips identified new potential regulators
and marker genes, such as BARD1, RBL2, RBBP7, BUB3,
or BUB1B, which are involved in oocyte maturation [38].
Recently it was found that fetal mRNA measurement in
maternal plasma may be a useful tool for non-invasive pre-
natal placental gene expressing profiling [39].

10.5.4 Reproductive Diseases

The further development of gene array technology will bring
forth the ability to classify disease states at the molecular
level and elucidate unique subsets of genes associated with

a specific disease [8, 40]. Disease-specific genomic analy-
sis (DSGA) measures the extent to which the disease devi-
ates from a continuous range of normal phenotypes and iso-
lates the aberrant component of data [40]. For instance, there
are strong arguments that support a genetic component of
preterm birth in human, the leading cause of neonatal mor-
bidity and mortality. Microarrays will lead to the eventual
identification and characterization of the genetic etiology of
this entity [21].

In 1996 the National Cancer Institute (NCI) initiated the
Cancer Genome Anatomy Project (http:/www.ncbi.nlm.nih.
gov/projects/CGAP/), an interdisciplinary program with the
aim to generate information and techniques needed to deci-
pher the molecular anatomy of the cancer cell. The use of
DNA microarrays for different tumors is part of this effort.
Cancer of the endometrium represents 13% of all cancers in
women. Each year in the US 37,000 new cases are diagnosed
with reported 6,000 deaths. Microarray research is identify-
ing new molecular markers to differentiate between grade I
and II endometrial tumors from grade III, and would provide
new targets for therapy, such as genes involved in suppression
of angiogenesis or metastasis [41].

Ovarian cancer is the fifth cause of death from cancer
in American women. Most cases are detected at late stages
when the survival rate is about 28% at 5 years. However,
when the disease is detected early the 5-year survival rate
is 95%. Microarray results will contribute to the understand-
ing of the pathogenesis of ovarian carcinogenesis as well as
to the identification of new tumor markers for early detection
and guidance of the clinical management of the disease [42].

Microarray results indicate an important role of androgen
receptors and suggested their use as a therapeutic target for
androgen-insensitive prostate cancers [43]. Similar studies
have described the patterns of normal prostate development
that may be useful for understanding prostate cancer devel-
opment [44].

An example of a preventive approach is when a genetic
test predicts what diseases an individual is likely to develop.
For instance, people who have certain mutations in the
BRCA1 gene have a high risk of developing breast, ovarian,
and possibly prostate, and colon cancers, according to the
NCI. Alterations in the BRCA2 gene have been associated
with breast, pancreatic, gallbladder, and stomach cancers [7].

10.6 Future Directions

Microarrays are not yet applied on a large scale in a clin-
ical setting due to cost, the difficulty in obtaining high
quality RNA, lack of comprehensive databases, potential
posttranscriptional modifications, the relative lack of repro-
ducibility in some experiments, and lack of easy analysis
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and interpretation. However, all these problems are presently
being resolved at different paces. To use the growing amount
of microarray results deposited each day in data banks, it
necessity to be able to compare the results obtained between
different microarray platforms and from different laborato-
ries. The Microarray Control Consortium composed of 137
researchers belonging to 51 organizations at more than 40
test sites started to address this important aspect of microar-
ray technology [45] by testing two samples of RNA on more
than 20 array platforms including seven well-known plat-
forms, such as Affymetrix, Agilent, Applied Biosystems,
Eppendorf, GE Healthcare, Illumina, and NCI Operon. So
far, over 1,300 microarrays have been used in this study
that had 12,091 genes in common resulting in the addition
of 4.3 GB in public databases. The project was initiated in
February 2005 and the first results were published in Septem-
ber 2006. It was reported that “The MAQC project observed
intraplatform reproducibility across test sites as well as high
interplatform concordance in terms of genes identified as dif-
ferentially expressed.” The committee started the second part
of the project and in December 2007 released the results as
“Guidance on microarray quality control and data analysis”
that will be published in early 2009 [45]. The purpose of
the MAQC project is to provide quality control tools to the
microarray technology community to avoid procedural fail-
ures and to develop uniform guidelines for microarray data
analysis. Overall, microarray technology is well on the way
to becoming a common diagnostic tool that in the future will
be as routine as blood tests. There are few current problems
with microarray mainly due to its complexity that will make
its common practice in medicine more complicated. How-
ever, taking into account the advantages, the incorporation of
pharmacogenomics into everyday medicine is only a question
of time.

10.7 Summary and Concluding Remarks

The broad use of microarray technology will enrich further
our current knowledge in male and female reproduction in
humans as well as in animals. The unprecedented volume of
new data introduced in the field by the use of this technology
in such a short time has already produced significant results.
However, the biggest discoveries still lie ahead. Taking in
account the present high rate of discoveries we can confi-
dently foresee the time when reproductive diseases could be
easily predicted, diagnosed, and will have an individual tai-
lored treatment. Based on microarray results, systems biol-
ogy advances, which will also include epigenetic influences,
in the not so near future will offer the possibility to grow
embryos in vitro, to select the sex, as well as to influence
many other qualitative traits of the offspring, including mus-

cular mass, or even life span. The practical consequences of
this rapid development of the reproduction research field will
bring into discussion ethical [46] and moral considerations.

10.8 Appendix of Public Databases
for Microarray Data

Stanford Microarray database – http://genome-www5.
stanford.edu/

Yale Microarray Database – http://www.med.yale.edu/
microarray/

UNC Microarray database – https://genome.unc.edu/
MUSC database – http://proteogenomics.musc.edu/ma/

musc madb.php?page=home&act=manage
Gene Expression Omnibus – NCBI – http://www.ncbi.

nlm.nih.gov/geo/
ArrayExpress – EBI – http://www.ebi.ac.uk/microarray-

as/aer/#ae-main[0]

10.9 Glossary of Terms and Acronyms

Fluxomics: identification of the dynamic changes of
molecules within a cell over time.

Genomics: the analysis of gene expression and regulation
in cell, tissue or organs under given conditions [2,47] includ-
ing how the genes interact with each other and with the envi-
ronment. It has the potential to revolutionize the practice of
medicine.

Glycomics: identification of all carbohydrates in a cell or
tissues.

Glycoproteomics: a branch of proteomics that identifies,
catalogs, and characterizes glycoproteins.

Interactomics: identification of protein–protein interac-
tions but also include interactions between all molecules
within a cell.

Metabolomics: identification and measurement of all small
metabolites in a cell or tissue.

Pharmacogenomics: the combination of pharmacology
and genomics that deals with analysis of the genome and its
products (RNA and proteins) related to drug responses.

Phosphoproteomics: a branch of proteomics that identifies,
catalogs, and characterizes phosphorylated proteins.

Piezoelectricity: the ability of some materials mainly crys-
tals and certain ceramics to generate an electric charge
in response to a mechanical stress. If the material is not
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shortcircuited, the applied charge induces a voltage across
the material.

Protein microarray: a substrate of glass or silicon on
which different molecules of protein have been affixed at
separate locations in an ordered manner thus forming a
microscopic array. These are used to identify protein–protein
interactions, substrates of protein kinases, or the targets of
biologically active small molecules. The main use of the pro-
tein microarrays, also termed protein chip, is to determine the
presence and/or the amount of proteins in biological samples,
e.g. blood. One common protein microarray is the antibody
microarray, where antibodies (most frequently monoclonal)
are spotted onto the protein chip and are used as capture-
molecules to detect proteins from cell lysates. There are sev-
eral types of protein chips; however, the most common are
glass slide chips and nano-well arrays.

Proteomics: complete identification of proteins and pro-
tein expression patterns of a cell or tissue through two-
dimensional gel electrophoresis or other multi-dimensional
protein separation techniques and mass spectrometry. It is a
large-scale study of proteins, particularly of their structure
and function under given conditions [2]. This term was cre-
ated to make an analogy with genomics [47]. Proteomics is
much more complicated than genomics: while the genome is
a rather constant entity, the proteome differs from cell to cell
and is constantly changing through its biochemical interac-
tions with the genome and the environment. One organism
has radically different protein expression in different parts of
its body, during different stages of its life cycle and under
different environmental conditions [47].

SAGE: Serial Analysis of Gene Expression.

System biology: the strategy of pursuing integration of
complex data about biological interactions from diverse
experimental sources using interdisciplinary tools and high-
throughput experiments and bioinformatics.

Transcriptomic: measurement of gene expression in whole
cells or tissue by DNA microarray or SAGE.
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Chapter 11

Computer Assisted Analysis of Genes

M. Victoria Fachal and Michael Furlan

11.1 Introduction

The overwhelming volume of molecular data generated
over the last 30 years and the need to understand the
messages coded by DNA has lead to the development of
global bioinformatics resources. The scientific community
has collaborated worldwide toward developing and link-
ing computer database DNA and protein repositories and
providing computer-based analysis tools that are publicly
available on the Internet. Central to these collaborations are
institutions such as the National Institutes of Health (NIH)
in the United States, which created the National Center
for Biotechnology Information (NCBI) and the European
Molecular Biology Laboratory (EMBL) located in England
that created the European Bioinformatics Institute (EBI).
This chapter is a general introduction to using Internet based
computing resources to support research in molecular biol-
ogy. An overview of four popular biological data retrieval
systems and five commonly used computer-based molecular
analysis tools are discussed.

11.2 Data Retrieval Systems

The information obtained by the Internet from database
retrieval systems allows scientists to compare and interpret
data, as well as design new experiments. This section pro-
vides information of data retrieval systems available in Inter-
net without any cost: Entrez, GenBank, Universal Protein
Resources, and the Ovarian Kaleidoscope database.

M.V. Fachal (B)
Department of Biology, University of Saskatchewan College of Art
and Sciences, Saskatoon, SK, Canada
e-mail: mvf259@mail.usask.ca

11.2.1 Entrez

The NCBI has available for researchers Entrez, a search
and database retrieval system that collects and connects
information from several biological databases as well as
bibliographic data for a variety of health sciences. Within
Entrez, databases are grouped and classified by subject into
21 data domains including “Protein,” “Structure,” “Taxon-
omy,” etc. For example, in the “Nucleotide” data domain,
nucleotide sequences and biological annotations from sev-
eral databases such as GenBank and RefSeq2 can be found.
Entrez search page provides interface and access to all the
data domains simultaneously where the user can narrow
the search by choosing specific subset databases. Entrez is
also designed to compare and relate records stored within
the different databases. Therefore, any protein sequence has
direct links to the nucleotide sequence that encodes for it,
the three-dimensional structure, if elucidated, as well as
related bibliography. In addition, the amino acid sequences
can be compared with other sequences within the NCBI’s
Conserved Domain Database (CDD), and with all other pro-
tein databases in Entrez making possible to identify con-
served domains and similar sequences. NCBI via Entrez
offers researchers the opportunity to search and compare a
wide range of information and computer assisted methods
that facilitate the access to biological data. Researchers can
access Entrez at www.ncbi.nlm.nih.gov.

11.2.2 GenBank

GeneBank, also created by NCBI, is the most popular col-
lection of publicly available genetic sequence database.
It contains more than 76 millions of sequences provided
by individual labs, large scale sequencing projects, the
US Office of Patents and Trademarks, and by the daily
exchange of data with the EMBL Nucleotide Sequence
Database (EMBL-Bank) in Europe and the DNA Data Bank

P.J. Chedrese (ed.), Reproductive Endocrinology,
DOI 10.1007/978-0-387-88186-7 11, C© Springer Science+Business Media, LLC 2009
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of Japan (DDBJ). Database files are classified according to
taxonomic groups or sequencing strategies. The informa-
tion available in each GenBank file includes a nucleotide
sequence and its protein translation, descriptions of the
regions of biological significance within the sequence, bib-
liographic references including reported sequence discrep-
ancies and cross-references to the RNA sequences within
the journal Nucleic Acid Research, and the taxonomic data
of the source organism. Researchers can access GenBank
through Entrez retrieval system at the NCBI web site
(www.ncbi.nlm.nih.gov).

11.2.3 Universal Protein Resource (UniProt)

UniProt is an efficient protein catalog where biological data
of diverse sources can be analyzed and integrated. UniProt
has been developed by the collaboration of the EBI, the Swiss
Institute of Bioinformatics (SIB), and the Protein Informa-
tion Resource (PIR) from the US. The information within
UniProt is divided in four databases, each designed for
different purposes: UniProt Knowledgebase (UniProtKB),
UniProt archive (UniParc), UniProt Metagenomic and Envi-
romental sequence database (UniMES), and UniProt Refer-
ence Clusters (UniRef).

UniProtKB is a curated protein database that stores
reviewed records of protein sequences with their related
annotations and cross-references to more than a hundred
external databases. Important features of the UniProtKB are
the annotations performed by biologists and the low level of
redundancy on the retrieved records.

UniParc constitutes the main protein sequence reposi-
tory of UniProt, containing sequences from more than 15
databases. UniParc avoids redundancy on its records merg-
ing on a same database file identical protein sequences in
spite of source organisms. The information found in UniParc
files includes sequences, source databases, accession num-
bers, version numbers, and the identifier numbers provided
by UniParc. However, UniParc files do not provide biologi-
cal annotations as UniProtKB files do.

UniMES contains protein sequences predicted from
nucleotide sequences, which are provided by the genomic
analysis of microbes recovered from environmental samples.
The data obtained from the Global Ocean Sampling Expedi-
tion (GOS) is present within this database.

UniRef is comprised of protein sequences clustered
according to the degree of similarity between them at resolu-
tions of 100%, 90%, and 50% in data sets named UniRef100,
UniRef90, and UniRef50, respectively. UniRef100 is consti-
tuted by data from UniProtKB and selected data from Uni-
Parc. UniRef90 is composed by clusters of UniRef100, and
UniRef50 is built from clusters of UniRef90. This organiza-

tion of the sequences is translated in a database size reduc-
tion of 10% for UniRef100, 40% for UniRef90, and 70%
for UniRef50, which speeds up the search of similar protein
sequences. The record obtained from each cluster contains a
protein sequence representative of the group and shows the
protein name, taxonomy of the source organisms, and source
database of each sequence within the group. This database is
usually used in phylogenetic analysis and protein family clas-
sifications. Researchers can access UniProt through its web
site (www.pir.uniprot.org).

11.2.4 The Ovarian Kaleidoscope Database

The Ovarian Kaleidoscope database (OKdb), developed
by C. P. Leo and A. Hsueh in 1999 at University of
Stanford, is an organ-specific database that provides infor-
mation about genes expressed in the ovary. The organ-
specific perspective of the OKdb allows an integrated view of
ovarian expressed genes and its interactions, which enlight-
ens their role in development, regulation, and functions of
the ovary. Within the OKdb, the users can find informa-
tion related to ovarian genes, regulatory elements, chro-
mosomal localization, and mutations. Searches can be per-
formed based on various parameters, including ovarian cell
types, biological process, chemical nature, mutant pheno-
types, etc. OKdb links to other bioinformatics and biblio-
graphic databases such as Endometrium Database Resources,
GenBank, and PubMed. OKdb is access through its web site
(http://ovary.stanford.edu/).

11.3 Computer-Based Molecular
Analysis Tools

Computer-based molecular analysis tools allow expeditious
analyses of raw data within databases, such as organiz-
ing, comparing, and manipulating nucleotide and protein
sequences. Free interface software available on the Inter-
net has led the trend away from commercial software
packages. Many Internet bioinformatics database admin-
istrators provide a “tool” link to user-friendly computer-
based analysis tools and software packages that integrate
a range of current tools for sequence analysis such as
The European Molecular Biology Open Software Suite
(EMBOSS) (http://emboss.sourceforge.net/download/) and
EMBOSS-Lite (http://helixweb.nih.gov/emboss lite/). In the
following section, some of the available analysis tools on the
Internet are briefly described. All the programs mentioned
are free of cost.
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11.3.1 Sequence Formatting

Many of the molecular biology softwares are only compat-
ible with specific sequence formats. Thus, programs able to
modify sequence formats are necessary to avoid doing this
task manually. The EBI has a “tool” link in its web site
(www.ebi.ac.uk) that directs the users to Readseq. Readseq
is a program that automatically converts input nucleotide or
amino acid sequences into specified formats. This program
offers users a wide range of output formats and options to
remove or extract part of a sequence and to modify sequence
character case.

11.3.2 Sequence Conversion

Sequence conversion programs translate nucleotide
sequences into proteins sequences, and protein sequences
into nucleotide sequences.

Transeq is a program available at EBI web site
(www.ebi.ac.uk) that translates all six reading frames
of a nucleotide sequence into the corresponding protein
sequences. Standard (universal) genetic code or a selection
of non-standard codes can be used with Transeq. Transeq is
used to identify proteins coded by nucleotide sequences.

Reverse Translate is a program designed to translate
protein sequences into nucleotide sequences. Reverse Trans-
late accepts an amino acid sequence as input and gen-
erates a DNA sequence that represents the most likely
non-degenerate coding sequence. A consensus sequence
derived from all the possible codons for each amino acid
is also returned. This program is useful to design oligonu-
cleotide primers and to find protein-coding regions in
genomic DNA. Reverse Translate is one of many molec-
ular analysis tools accessible through ExPASy web site
(www.expasy.org).

11.3.3 Analysis of Restriction Enzyme
Recognition Sites

Restriction enzymes recognize and cut specific sec-
tions of a nucleotide sequence, making them useful
for cloning and manipulation of sequences. There are
many programs designed to identify restriction enzyme
sites in nucleotide sequences; in this section, WatCut
(http://watcut.uwaterloo.ca/watcut/watcut/template.php) and
Webcutter (http://rna.lundberg.gu.se/cutter2/) are described.
These programs analyze restriction maps of nucleotide
sequences indicating sites within the sequence where a silent

mutation can be introduce in order to create a novel restric-
tion site. They also detect single nucleotide polymorphisms
(SNPs) if any of the mutated bases generates a cleavage site
for a restriction enzyme. Webcutter has options to analyze
the sequence like circular or linear, restrict the search to a
specific group of restriction enzymes, and also a link to a
restriction enzyme database.

11.3.4 Design Oligonucleotide Primers

The polymerase chain reaction (PCR) is a popular technique
originally developed to amplify DNA segments that is also
used in cloning, sequencing, and mutagenesis protocols. The
protocol to perform this technique includes materials, such as
the four DNA nucleotides, magnesium ions in molar excess
to the DNA nucleotides, thermo stable DNA polymerase, and
two oligonucleotide primers. All the mentioned elements are
commercially available. However, oligonucleotide primers
must first be designed using computer programs to ensure
efficiently hybridization.

Primer3: www primer tool developed by the University
of Massachusetts Medical School (http://biotools.umassmed.
edu/bioapps/primer3 www.cgi) is a program used to design
PCR and sequencing primers and hybridization probes. To
design an oligonucleotide primer a nucleotide sequence
and several parameters are input into the program.
To obtain an efficient primer the parameters must be
carefully chosen, including primer length, melting tem-
perature (Tm), %GC content, and primer annealing tem-
perature. The program then retrieves the most efficient
primers for the specified sequence. These designed primers
can be tested with others programs like The Oligonu-
cleotide Property Calculator accessible through the North-
western University Medical School of Chicago web site
(www.basic.northwestern.edu/biotools/oligocalc.html). This
program calculates oligonucleotides primers features, such as
primer sequence length, %GC content, Tm, potential hairpin
formation, potential self-annealing, and others properties.

11.3.5 Sequence Alignment and Comparison

BLAST, acronym for Basic Local Alignment Search Tool,
is a software package created by NCBI that now contin-
ues its development at several institutes. The program com-
pares nucleic acid and protein sequences with sequences
stored in databases via sequence alignment. BLAST per-
forms local alignments, comparing sections of the sequences
until the best alignment between them is found. BLAST is
able to find regions of similarity between sequences, which
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provide information about its structure, function, evolution,
and phylogeny. The software package is subdivided in pro-
grams; this section describes basic BLAST programs avail-
able at the NCBI web site (www.ncbi.nlm.nih.gov), although
other programs with different applications are included in the
package.

BLASTN compares a nucleotide query sequence to a
nucleotide sequence database. It is mostly used to find
oligonucleotides or cDNA sequences within a genome, to
analyze non-spliced DNA sequence within a genome, to
determine the intron–exon structure of genes, and to perform
cross-species sequence comparison.

BLASTP compares a protein query sequence to a pro-
tein sequence database. This program is useful to identify
the query sequence, to make phylogenetic inferences, and to
detect conserved regions within sequences.

BLASTX translates nucleotide query sequence in all six
reading frames and compares each one against a protein
sequence database. BLASTX is used to determine if the query
sequence corresponds to a known protein or to look for pro-
tein coding regions in genomic DNA.

TBLASTN compares a protein query sequence against
all six reading frames translations of a nucleotide database
which allows the user to find homologous protein coding
regions in unannotated nucleotide sequences, such as ESTs,
and to find the position of transcripts in genomic DNA.

TBLASTX compares the translation products of a
nucleotide query sequence to all six reading frame transla-
tions of a nucleotide database. It is a useful tool to identify
novel genes and proteins encoded by ESTs.

MEGABLAST is the BLAST program that can accept
multiple nucleotide sequence queries. However, there is not
MEGABLAST program for protein searches. MEGABLAST
is specifically designed to efficiently find long alignments
between more than two nucleotide sequences. Among other
uses, MEGABLAST determines if an unknown nucleotide
query sequence already exists in a public database. The
discontiguous-MEGABLAST program is designed specifi-
cally for comparison of diverged nucleotide sequences and
is used to identify cross-species nucleotide sequences, which
have alignments with low degree of identity but may encode
similar proteins.

Since each alignment is considered an experiment,
it is important to know which BLAST program is bet-
ter to use, which database contains the right sequences
to compare to, what is meaning of the search parame-
ters, and how to use them to obtain the best records.
All this information is available on the NCBI web page
under the name of The BLAST Program Selection Guide
(www.ncbi.nlm.nih.gov/blast/producttable.shtml#blast).

CLUSTALW2 is a program that performs multiple align-
ments of DNA or protein sequence queries. ClustalW2 can
be used for several purposes such as to identify regions of

similarity between sequences, to predict the function and
structure of proteins, and to produce cladograms and phylo-
grams to look for evolutionary relationships. CLUSTALW2
can be used or downloaded through the EBI web site
(www.ebi.ac.uk).

11.4 Summary

The scientific community has collaborated worldwide toward
linking bioinformatic databases, developing global computer
database repositories, and providing computer-based analy-
sis tools that are publicly available on the Internet. A corner-
stone to the advances in molecular biology is the ability to
rapidly analyze molecular data using sophisticated computer
software. By the use of the softwares exposed in these pages,
researches can find a DNA sequence in a database, translate it
into a protein sequence, change its format, search for restric-
tion enzyme to manipulate it, design primers, compare the
sequence obtained with other sequences in databases, find
regions of similarity between sequences, and set evolution-
ary relationships.

Glossary of Terms and Acronyms

%GC: percentage of guanine and cytosine

BLAST: basic local alignment search tools

CDD: conserved domain database

cDNA: complementary DNA

DDBJ: DNA database of Japan

EBI: European Bioinformatics Institute

EMBL: European Molecular Biology Laboratory

EMBOSS: The European Molecular Biology Open Soft-
ware Suite

ESTs: expressed sequence tag

ExPASy: expert protein analysis system

GOS: global ocean sampling expedition

NCBI: National Center for Biotechnology Information

NIH: National Institutes of Health

OKdb: Ovarian Kaleidoscope database

PCR: polymerase chain reaction

PIR: protein information resources
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SIB: Swiss Institute of Bioinformatics

SNP: single nucleotide polymorphism

Tm: melting temperature

UniMES: UniProt metagenomic and environmental
sequence database

UniParc: UniProt archive

UniProt: universal protein resource

UniProtKB: UniProt knowledgebase

UniRef: UniProt reference clusters
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Chapter 12

Introduction to Gene Therapy

Ayman Al-Hendy and Salama A. Salama

12.1 Introduction

Gene therapy is broadly defined as the delivery or transfer of
genetic material to target cells for therapeutic purposes. Elu-
cidation of the molecular bases of inherited diseases as well
as acquired diseases, such as cancer, allows for the possibility
of therapeutic interventions at the molecular level. The thera-
peutic benefits may be achieved by, interfering with gene func-
tion, restoring lost function, or initiating a new function in the
target cells. Current methods of gene transfer include the use
of viral and non-viral vectors [1–5]. Viral vectors accomplish
gene transfer directly by viral-mediated infection. Non-viral
gene transfer, or transfection, can be attained through chem-
ical or physical treatment of target cells. Criteria required to
fulfill successful gene transfer includes the following:

• a vehicle to deliver the therapeutic gene to the appropriate
target cells;

• an appropriate level of expression of the therapeutic gene
in the target tissue; and

• most importantly, the transfer and expression of the ther-
apeutic gene must not be deleterious for the patient or the
environment.

12.2 Methods for Gene Transfer

Availability of an appropriate method for gene transfer is
the major challenge for successful gene therapy. Although
tremendous advances in the technology have been achieved
with viral and non-viral vectors, an ideal method for gene
transfer is not yet available. The ideal vector for gene trans-
fer would fulfill the following criteria:

A. Al-Hendy (B)
Department of Obstetrics and Gynecology, Meharry Medical College
Center for Women Health Research, Nashville, TN, USA
e-mail: ahendy@MMC.edu

• amenable to simple methods of production;
• available in high titers to allow delivery of unlimited

amounts of genetic material in small volumes;
• able to express precisely regulated transgenes over sus-

tained periods;
• immunologically inert, thus allowing repeated administra-

tion;
• site-specific integration into chromosomes of target cells

or resides in the nucleus as an episome;
• able to transfect both dividing and non-dividing cells.

12.2.1 Non-Viral Vectors

Purified, histone-free DNA, referred to as naked DNA,
injected into local tissues or systemic circulation is the
simplest and safest physical/mechanical approach for gene
therapy. Direct injection sites include skeletal muscle, liver,
thyroid, heart muscle, urological organs, skin, and tumors [6].
The use of this approach is limited by its comparatively low
efficiency [7]. To overcome this hurdle, attempts have been
made to use nuclear targeting motifs to direct the passage
of the DNA plasmid across the nuclear membrane into the
nucleus [8]. Once a well-defined nuclear targeting signal is
conjugated to the DNA of interest, the DNA can cross into
the nucleus and be expressed at high rate. In addition, other
technical problems have been encountered, such as rapid
degradation by nucleases and clearance by the mononuclear
phagocyte system [9,10]. Consequently, efforts have been
directed toward physical manipulation to improve the effi-
ciency of gene transfer that includes microinjection, particle
bombardment, and electroporation.

12.2.2 Microinjection

Microinjection is the simplest gene transfer method. Microin-
jection of naked DNA directly into the nucleus was shown to
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bypass cytoplasmic degradation, resulting in a much higher
level of expression than intracytoplasmic injection. However,
this technique is a laborious procedure in which only one cell
at a time can be injected. Therefore, microinjection, at its cur-
rent technological level, is impractical for most, if not all, in
vivo gene transfer applications. It is most useful for in vitro
applications that typically allow a few hundred cells to be
transfected per experiment [11].

12.2.3 Particle Bombardment

The concept of gene-mediated particle bombardment is to
move naked DNA plasmids into target cells on an acceler-
ated microparticle carrier with a device called the gene gun.
Metal particles (i.e., gold, tungsten) may be coated with bio-
logically active DNA or RNA by precipitation in the pres-
ence of polyvinypyrrolidone, the polycation spermidine, and
CaCl2. The gene gun accelerates the microparticles, typically
1–3 μm in diameter, into the cytoplasm and nucleus by force
(i.e., helium pressure), penetrating the cell membrane and
bypassing the endosomal compartment [6]. The DNA then
dissociates from the gold particles and is expressed intracel-
lularly [12].

Bombardment of many different tissues including the
skin, liver, pancreas, kidney, and muscle result in readily
detectable transgene activities [13,12,14,15]. However, the
major application of the gene gun is genetic immunization
targeting the skin. The gene gun primarily propels DNA-
coated beads into the epidermal layer [16] where the most
efficient DNA immunization is achieved [17]. This approach
has been used for genetic vaccination, immunomodulation,
and suicide gene therapy to treat cancer [18]. Advantages of
particle-mediated bombardment are

• ease of microparticle preparation;
• speed of the delivery vehicle;
• stability of the genetic material;
• absence of viral antigens;
• in vivo transfer able to target different cell types and tis-

sues, tissue depths, and areas;
• rapid shedding of both particles and DNA targeted to the

epidermis;
• ability to deliver large DNA molecules.

The limitations of gene bombardment are comparable
with those of other non-viral transfection methods, including
moderate cellular uptake, transient expression of the deliv-
ered gene, and low frequency of stable gene integration.

12.2.4 Electroporation

Electroporation involves the use of electric pulses to tran-
siently permeabilize the cell membrane and is the most effi-
cient method for in vivo transfer of naked DNA [19]. DNA
is transferred into cells through the combined effects of elec-
tric pulses, which cause permeabilization of the cell mem-
brane and an electrophoretic effect, permitting DNA to move
toward or across the cell membrane [20]. Electro gene trans-
fer can be highly efficient, with low variability both in vitro
and in vivo, and allows the transfer of genes into tissues
without using a virus [14,20]. The only limitation of elec-
troporation is the restriction imposed by the area where the
electrodes need to be placed [21–23].

12.2.5 Synthetic Vectors

Synthetic vectors are cationic lipids and polymers com-
plexed with DNA that condenses the genetic material into
small particles from ten to several hundred nanometres
in diameter [24]. These complexes known as lipoplexes
and polyplexes mediate DNA cellular entry and protect
the delivered genes by blocking the access of nucleolytic
enzymes [25]. The advantages of the synthetic vectors are as
follows:

• relatively straightforward and easily produced in large-
scale amounts [26];

• capacity to complex larger amounts of DNA;
• versatile and therefore can be used with any size or type

of DNA/RNA;
• capable of stable transfection to non-dividing cells;
• cellular transfection does not require specific receptors

[27,26];
• minimal toxic or immunological reactions, which allows

for repeated administration [28].

Existing forms of synthetic vectors do not have the capac-
ity for cell-specific targeting. However, the chemistry of the
synthetic vectors allows for the attachment of targeting moi-
eties that facilitate both increased cell uptake and cell speci-
ficity [24]. Ligand-directed tumor targeting of lipoplexes
using folate, transferrin, or anti-transferrin receptor scFv are
promising approaches for targeted gene transfer and also sys-
temic gene therapy in human breast, prostate, head, and neck
cancers [29].
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12.2.6 Viral Vectors

The basic concept of viral vectors is to utilize the innate abil-
ity of the virus to deliver genetic material into specific cell
types. Viral vectors differ in immunogenicity, vector tropism,
maximum size of gene that can be packaged, and integra-
tion into the host genome leading to persistence of trans-
gene expression in dividing cells. To produce the viral vectors
the viruses’ non-essential genes for replication are replaced
with the therapeutic genes. Thus, by either integrating into
the genome or non-integrated on a plasmid of the RNA or
DNA, the recombinant viral vectors can transduce the cell
type it would otherwise, normally infect. Although a number
of viruses have been developed, interest has centered on the
following:

• retroviruses (including lentiviruses);
• adenoviruses;
• adeno-associated viruses (AAV).

Retrovirus vector—retroviruses are one of the early vec-
tors developed to introduce DNA into cells that remain
among the most commonly used vectors for clinical trials
[30]. The properties that make them ideal vectors for stable
correction of genetic defects includes the relative simplic-
ity of their genomes, ease of use, and long-term transgene
expression in transduced cells or their progeny. Retroviral
vectors are also suitable for ex vivo gene therapy, such as
transducing CD34+ bone marrow hematopoietic stem cells or
peripheral blood lymphocytes [31]. However, in spite of these
advantages there exists concern about the safety of retrovirus-
based gene therapy, since it has been reported linked to two
cases of leukemia in children [32]. Other limitations of retro-
viral vectors in clinical applications include the following:

• low vector titer concentrations (107 infection parti-
cles/mL) resulting in low transfection efficiency;

• Inability to transduce non-dividing post-mitotic cells [33],
thus restricting in vivo applications of gene transfer to
actively dividing cells such as stem cells and cancer cells
[34].

Attempts to circumvent problems associated with retrovi-
ral vectors has resulted, for example, in re-engineering so that
the retroviral insertion takes place only at the desired specific
sites of the host cell chromosome.

Adenovirus—replication-incompetent adenoviral vectors
have emerged as a very popular and safe vector for human
gene therapy and it is expected that soon they will be the
most commonly used vehicle in clinical trials [35]. Adenovi-
ral vectors have many advantages, including the following:

• stable and efficient in vivo gene transfer to both dividing
and non-dividing cells;

• high levels of gene targeting to the nucleus [35];

• non-oncogenic expression as episomes, ensuring less dis-
ruption of host cellular genes;

• can be produced in large-scale amounts and high titer pro-
duction (up to1013 particles/mL) [36];

• transgenes of up to 4.7–4.9 kb can be incorporated,
and the cloning capacity of adenovirus can be further
increased to 8.3 kb by deleting additional dispensable
sequences from its genome; and

• easy manipulation of tropism by inserting receptor-
binding ligands into the major capsid proteins, permitting
cell-specific transfection.

The utility of adenoviruses in tumor gene therapy is sub-
stantiated by the concept of transductional targeting, which
decreases the tropism of adenovirus toward the normal cells
and enhances the ability of the virus to infect tumor cells
[37]. Transcriptional targeting can be achieved by placing the
transgene under the control of tissue- or tumor-specific pro-
moters. In addition, the development of conditionally replica-
tive virus vectors holds promises for gene therapy of cancer.
Conditionally replicative adenoviruses (CRAds) represent a
novel class of anticancer agents designed to selectively repli-
cate in tumor cells and to destroy these cells by inducing
lysis. CRAds are engineered to replicate only in the target
tissue by modifying the viral genome. These viral genome
modifications involve the substitution of the viral genes that
alter viral metabolism in the host cell. For instance, crippling
the viral replication machinery in a way that can be func-
tion only in tumor cells [38]. Therefore, the virus will repli-
cate within the tumor and not in normal tissues. Intratumoral
viral replication might induce or augment the development
of antitumoral immunity, and this could occur by attracting
immune cells into the tumor and increasing the amount of
tumor antigens available in an immunostimulatory environ-
ment. Several CRAds have been developed for diseases such
as cervical and prostate cancer [39–41].

Several challenges face large-scale application of aden-
oviral vectors for gene transfer. The capacity of the aden-
oviral vector to transfect target cells depends on the level of
expression of integrin and the coxsackie-adenovirus recep-
tor (CAR). It has been observed that most primary tumor
cells express low levels of CAR compared to normal tissues,
therefore, most tumor cells are poorly transfected with ade-
novirus [42]. Therefore, cells expressing CAR and integrins
below the threshold level, such as smooth muscle, endothelial
cells, skeletal muscles, fibroblasts, and hematopoietic cells
are refractory to adenovirus infection [43,42].

To circumvent limitations of adenovirus vectors new
serotypes of adenovirus vectors (i.e., Ad5) have been devel-
oped that transduce the target cells utilizing CD46 as a cel-
lular receptor rather than CAR. Thus, these new serotypes
of adenovirus vectors are able to efficiently infect cell types
expressing low or no levels of CAR [44,45]. An alternative
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approach to overcome the problem of low transfectability is
to modify the adenovirus vector tropism by altering the fiber
component of the viral capsid, allowing CAR-independent
gene transfer. The initial step of infection involves an inter-
action between the adenovirus fiber and CAR. However, this
interaction is not essential, per se, for infection and only
serves as a means of bringing the viral particle into intimate
contact with the cellular surface [43]. Other tumor-specific
receptors could serve the same purpose. Thus, modification
of the adenovirus vector to ablate CAR binding and redirect
binding to other tumor-specific receptors would allow for a
CAR-independent, targeted vector. It has been reported that
by using a bifunctional conjugate consisting antibody ago-
nist adenovirus fiber (anti-knob monoclonal antibody) cross-
linked to a ligand of tumor-specific receptor, increased the
gene transduction of tumor cells by 7.7- to 44-fold [46,47]. In
addition to enhancing the transfectability of tumor cells, this
approach has been shown to decrease the dose of adenovirus
needed to mediate infection of a given number of tumor cells
[48].

Despite the widespread application of the adenovirus,
particularly serotype Ad5, potential broad therapeutic appli-
cations are limited in humans by the development of vector-
neutralizing antibodies that reduce the ability of Ad5-based
vectors to transduce important therapeutic target cell types
[49]. Adenovirus causes an initial non-specific host response
followed by a specific response of cytotoxic T lymphocytes
directed against virus-infected cells. In addition, there is acti-
vation of B cells and the necessary CD4-positive T cells,
leading to a humoral response. Serologic surveys found anti-
bodies against adenovirus serotypes 1, 2, and 5 in 40–60%
of children. Cellular immunity eliminates the possibility of
transduced cells; whereas, humoral immunity precludes the
repeated administration of the adenovirus vector [50–52].
Thus, immune response of the host against adenoviral pro-
teins is the major hurdle to the efficient and safe use of aden-
oviral vectors.

Several attempts have been made to minimize the
immunological reaction to adenovirus. One approach has
been to use vectors derived from non-human adenovirus. For
example, a simian adenoviral vector has been developed that
circumvents the preexisting immunity found in humans [53].
Another approach to avoid antibody-mediated neutralizing
immunity and the clearance mechanism, as well, has been
to coat the vector with a polymer such as polyethylene glycol
or poly-[N-(2-hydroxypropyl) methylyacrylamide].

Incorporation of targeting ligands on the polymer-coated
virus produces ligand-mediated, CAR-independent binding
and uptake into cells bearing appropriate receptors. This
retargeted virus is resistant to antibody neutralization and can
selectively infect receptor-positive target cells [54,55]. In an
alternative approach to the derivation of cancer cell-specific
vectors, adenovirus vectors have been targeted at the level of

transcription by placing the therapeutic gene under the con-
trol of transcriptional regulatory sequences that are activated
in tumor cells but not in normal cells; therefore, expression
is selectively targeted to the tumor cell. A higher degree of
specificity for cancer cells can be achieved by combining the
complementary approaches of transductional and transcrip-
tional targeting [56,57]. Worldwide, over 600 clinical trials
using gene therapy have been conducted or are underway,
and adenovirus vectors are the most commonly used vectors
in these trials [34].

Adeno-associated virus—AAV are single-stranded DNA
human parvoviruses that are dependant on a helper virus,
usually an adenovirus, to proliferate. They are capable of
infecting dividing and non-dividing cells. In contrast to ade-
noviral vectors, AAV vectors do not cause a significant host
inflammatory response and no human disease has been asso-
ciated with AAV infection [58]. Because of their prolonged
transgenic expression and non-pathogenic nature, AAV have
become increasingly attractive as vectors for gene transfer
[59]. Also, AAV are unique among eukaryotic DNA viruses
in their ability to integrate at a specific site within the human
chromosome (19q13.3–qter). However, a significant limita-
tion of AAV as vectors is that the viral genome can only
accept DNA inserts up to 4.7 kb in length [60]. Integration
of AAV into the genome of the trasduced cells is a double-
edged sword, as they not only maintain the expression of the
therapeutic gene in progeny cells, but also may increase the
risk of mutations that are deleterious to the host.

Interestingly, different serotype capsids of AAV can be
combined to generate novel tropisms, which permit AAV to
transfect tissues that have not been easily infected with the
current AAV serotypes. Consequently, the serotypes of AAV
developed with varying tropism to different tissues may allow
them to become further amenable to AAV-based gene trans-
fer in the future. Many other viral systems are at various
stages of development including HSV [61], measles [62], and
parvovirus [63]. Each of these vectors has unique features,
advantages, and disadvantages, and they can be used accord-
ingly for specific applications.

12.3 Tumor Gene Therapy Strategies

Advances in molecular and tumor biology have contributed
greatly to our understanding of the genetic alterations associ-
ated with tumor transformation. Thus, gene therapy strategies
have been proposed that target genetic alterations specific
to tumor cells and tumor pathophysiology. These treat-
ment strategies include mutation compensation, molecular
chemotherapy, immunopotentiation, and alteration of drug
resistance.
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12.3.1 Mutation Compensation

The genetic lesions associated with transformation and
progression of neoplasms may be treated by mutation com-
pensation, a correctional gene therapy approach [64]. Muta-
tion compensation strategies focus on functional ablation of
expression of dysregulated oncogenes, replacement or aug-
mentation of the expression of tumor suppressor genes, or
interference with signaling pathways of growth factors or
other biochemical processes that contribute to the initiation
or the progression of the tumor [65–68].

Mutation compensation gene therapy relies on several
approaches to restore normal function of tumor suppres-
sor genes or block oncogene activity, including antisense
oligonucleotide, catalytic ribozymes and small oligonu-
cleotides, dominant negative gene mutation, and, most
recently, small interfering RNA (siRNA) technology.

12.3.2 Molecular Chemotherapy

Molecular therapy, which is known also as cytoreductive
gene therapy or suicide gene therapy, refers to the delivery
of genes that kill cells by direct or indirect effects. Strategies
include gene-directed enzyme prodrug therapy, proapoptotic,
antiangiogenic, and gene-directed radioisotopic therapy.
Gene-directed enzyme prodrug therapy involves delivering
a gene that encodes an enzyme, which then converts an
innocuous prodrug to a toxic agent within tumor cells.
The two most widely used gene-directed enzyme prodrug
systems are herpes simplex virus thymidine kinase (HSV-
tk) plus ganciclovir (GCV) and Escherichia coli bacterial
cytosine deaminase plus 5-fluorocytosine (CD/5-FCyt) [69].
The HSV-tk system has many attributes that make it the
front-runner of cytoreductive gene therapy strategies. Most
importantly, the active ganciclovair metabolite diffuses to
adjacent untransduced tumor cells to mediate a bystander
effect.

12.3.3 Immunopotentiation

Modulation of immune response is particularly attractive as a
modality for cancer gene therapy. A key focus of tumor gene
therapy is the enhancement of the immune system’s ability
to destroy tumor cells. Passive immunopotentiation involves
boosting the natural immune response to make it more
effective. Active immunopotentiation requires the initiation
of an immune response against a previously unrecognized
tumor. The immunopotentiation gene therapy capitalizes on

strategies such as expression of cytokine genes, which may
enhance the activity of antigen-presenting cells and T cells,
which are lymphocytes produced mainly by the thymus [70];
expression of co-stimulatory molecules, such as B-1 and B7-
2, expressed on the surface of antigen presenting cells that
provide signals for T-cell activation, thereby facilitating the
recognition and killing of tumor cells [71]; or delivery of
exogenous immunogens, which generate local inflammatory
reaction that increases the ability of antigen-presenting cells
to recognize tumor-associated antigens [72].

12.3.4 Alteration of Drug Resistance

A major hurdle in cancer chemotherapy is drug-related tox-
icity, mainly myelosuppression that requires discontinua-
tion of chemotherapy, which may result in failure of cancer
treatment. The multidrug resistance gene (MDR1) confers
resistance toward several anticancer drugs. Gene therapy
approaches involving retroviral transfer of MDR1 gene into
hematopoietic stem cells and progenitor cells prior to autol-
ogous transplantion has been used in the treatment of human
germ cell tumors [73] and metastatic breast cancer [74]. For
cytotoxic drugs that are not substrate for MDR1, such as
cyclophosphamide and methotrexate, retroviral transfer of
aldehyde dehydrogenase class 1 gene (ALDH-1) and mutated
dihydrofolate reductase gene to hematopoietic progenitor
cells protects against myelosuppression induced by these
drugs [75].

12.4 Gene Therapy of Uterine Leiomyoma

Uterine leiomyomas, known as fibroids, are the most com-
mon pelvic tumors in the United States and occur in 20–25%
of premenopausal women [76,77]. The development of uter-
ine fibroids involves complex interactions among genes and
the environment. They commonly cause severe symptoms
such as heavy, irregular, and prolonged menstrual bleeding
and anemia. Fibroids have also been associated with infer-
tility and recurrent spontaneous abortion [78,79]. Generally,
uterine fibroids are slow-growing tumors, however, these
tumors tend to grow rapidly during pregnancy and can cause
obstructed labor and/or fetal malpresentation necessitating
cesarean section, as well as fetal anomalies, and postpartum
hemorrhage secondary to uterine atony.

Fortunately, the localized nature of leiomyoma allows
localized, tumor-targeting features of gene therapy, a promis-
ing treatment strategy among management options for
women with uterine fibroids, either alone or as an adjuvant
to existing treatment modalities, while, at the same time,
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preserving fertility. Thus, generating improved gene therapy
delivery systems and refining the mechanisms that control
gene expression will be key to the development of safe clini-
cal protocols for treatment of leiomyomas.

The leiomyoma confined in the uterus by fibrous capsules
allows ultrasound or endoscopic-guided intratumor targeting
of gene therapy vectors (i.e., adenoviral vectors). Directly
injecting the viral load into the leiomyoma minimizes sys-
temic toxicity and avoids development of an immunologi-
cal reaction. Alternatively, the viral vector can be delivered
by transarterial injection through a uterine artery catheter
threaded through an artery feeding the fibroid. This method
would ensure homogenous distribution of the injected virus
and may possibly improve efficiency of cell transfection.
Subsequently, transductional targeting permits prolonged
expression of transgenes minimizes the amount of vector
required to reduce tumor size, thus allowing, if necessary, for
repeated administration of the viral vector.

For transcriptional targeting, the biological uniqueness of
leiomyoma, such as leiomyoma-specific transcription factors
or proteins need to be identified in order to design specific
promoter/vectors driving therapeutic gene expression. Sev-
eral biological pathways in leiomyoma represent potential
targets for gene therapy application. Angiogenesis, which is
essential for leiomyoma growth, is driven by different growth
factors such as basic fibroblast growth factor (bFGF), vascu-
lar endothelial growth factor (VEGF), and platelet-derived
endothelial growth factor (PDGF) [80–83]. Each of these
angiogenic factors represents a potential gene therapy target.
This general approach may prove to be clinically efficacious
in spite of genetic etiology and without the need to com-
pletely replace a single, missing gene product. For instance,
dominant negative estrogen receptor (ER), delivered via an
adenovirus, as well as Ad-HSV-tk/GCV provide two promis-
ing approaches to induce apoptosis and eventually shrink
leiomyoma.

Evidence has also suggested that apoptotic mechanisms
are downregulated in leiomyoma cells compared with normal
myometrium [84]. Thus, gene therapy of leiomyoma can be
conducted by switching on the apoptosis mechanism through
both extrinsic and intrinsic pathways by delivering apoptosis-
inducing ligands, such as tumor necroses factor (TNF), TNF
apoptosis-inducing ligand (TRAIL), and FasL; or by deliver-
ing pro-apoptotic members of the Bcl-2 family, such as Bax
or active caspase molecules.

Unlike cancer gene therapy, gene transfer does not have
to be achieved in every leiomyoma cell to attain clinical
improvement. This is a great advantage because with cur-
rent gene therapy vectors, it is virtually impossible to achieve
100% gene transfer in vivo. The first attempt to apply the
gene therapy approach to uterine leiomyoma was reported
by Niu [85]. Christman [86] described a non-viral-mediated
transfer of the suicide gene for thymidine kinase into human

leiomyoma cells and ELT3, a cell line derived from Eker
rat leiomyoma. In this study, a thymidine kinase-ganciclovir-
mediated “bystander effect” was demonstrated, with 48.6%
(human) and 65.6% (rat) cell death occurring when 5% of the
leiomyoma cells were transfected with the HSV-tk express-
ing thymidine kinase incubated with ganciclovir (pNGVL1-
tk) vector; 0.84 and 1.9% of the cells were expected to
express thymidine kinase based on the 16.7 and 39.8% trans-
fection efficiency determined by the reporter gene assay in
human and rat leiomyoma cells, respectively. Estradiol pro-
moted cell growth and enhanced the bystander effect in rat
leiomyoma cells. It has been suggested that the increased
estrogen promotes ELT3 cell growth. It is possible that estro-
gen accelerates the bystander effect in these cells by increas-
ing the number of dividing cells that are sensitive to phos-
phorylated ganciclovir [85].

The exact mechanisms underlying the bystander effect are
not clear. It has been reported, however, that the transfer
of phosphorylated ganciclovir through direct cell–cell con-
tact (gap junctions) or through apoptotic vesicles between
thymidine kinase-expressing and non-expressing tumor cells
is involved [87]. This efficient bystander effect manifested
in leiomyomas cells was substantiated by a recent finding
indicating that the expression of connexin 43, proteins that
form gap junctions between cells in various mammalian
tissues, are highly expressed in leiomyoma tissues com-
pared with the adjacent normal myometrium [88]; similar
findings were also previously reported by Andersen [89].
These observations suggest that the bystander effect will
likely be operational when TK-GCV is applied in vivo and
would greatly enhance the efficacy of suicidal gene ther-
apy approach. Additionally, the efficient intercellular gap
junction communication in leiomyoma cells compared with
normal myometrial cells would limit the transfer of the
toxic GCV-triphosphate to the normal myometrium, which
exhibits lower gap-junction expression and is physically sep-
arated from the tumor tissue by a well-developed avascular
capsule, thus, providing a safety margin for the value of the
suicidal gene therapy strategy. The recent application of the
HSV-TK/GCV to human and rat leiomyoma cells in vitro
using an adenoviral delivery system confirmed the above
finding [88].

Steroid hormones, such as estrogen, and progesterone play
a pivotal role in the development and progression of leiomy-
oma. Therefore, it is conceivable that the signaling path-
way of these hormones may represent a potential target for
gene therapy of leiomyoma. Thus, the use a dominant nega-
tive ER to intercept the estrogen-signaling pathway was pro-
posed as a gene therapy target [90]. These mutants form
heterodimers with wild-type ERs, which make them unable
to bind the estrogen-responsive element (ERE) and there-
fore unable to activate transcription [91]. Ad-LacZ, an ade-
novirus expressing the marker gene β-lactamase, is capable
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of infecting both human and rat leiomyoma cells. LM-15,
a human leiomyoma cell line, was successfully transduced
with Ad-LacZ with maximal (100%) transduction achieved
at a multiplicity of infection (MOI) of 10 PFU/cell [90]. Rat
leiomyoma cells reached optimal transduction at MOI of 100
plaque forming units/cell. The ability of adenovirus to infect
uterine leiomyoma tissue removed directly from hysterec-
tomy specimens was also assessed. The 2–3 mm disks of
tissue were incubated with an adenovirus expressing the Ad-
LacZ, followed by X-gal staining. A clear nuclear blue color
(indicating virus transduction) was noticed in the smooth
muscles of the leiomyoma tumor. To disrupt the estrogen
signaling pathway, adenoviral vectors expressing a dominant
negative ER mutant (ER1-536) under the cytomegalovirus
(CMV) promoter (Ad-ER-DN) was used [90]. In an in vitro
system using Ad-ER-DN to transduce both human and rat
leiomyoma cell lines, Ad-ER-DN induced an increase in
both caspase-3 levels and the BAX/Bcl-2 ratio with evi-
dent apoptosis in the TdT-mediated dUTP nick-end labeling
assay.

In nude mice, ex vivo rat leiomyoma cells transduced
with Ad-ER-DN formed significantly smaller tumors com-
pared with Ad-LacZ–treated cells, 5 weeks after implanta-
tion. In nude mice with preexisting lesions, treatment by
direct intratumor injection of Ad-ER-DN led to immediate
arrest of tumor growth. In addition, the Ad-ER-DN-treated
tumors demonstrated severely inhibited cell proliferation
(BrdU index) and a marked increase in the number of apop-
totic cells (TdT-mediated dUTP nick-end labeling index).
This study demonstrated that dominant-negative ER gene
therapy might provide a non-surgical treatment option for
women with symptomatic uterine fibroids who want to pre-
serve their uterus.

In vivo animal data obtained thus far has been generated in
the immune-deficient nude mouse model. Although leiomy-
oma nodules developed in this model resemble the human
disease in many features [92,93], the lack of cell-mediated
immunity might present an disadvantageous environment for
studying the final efficacy of adenovirus transfection and
longevity of gene expression [94]. However, two studies
reporting on fibroid gene therapy were conducted comparing
human leiomyomas cells and, the only immune-competent
animal model for uterine leiomyoma [95], ELT3 rat leiomy-
oma cell line demonstrated quantitative and qualitative dif-
ferences between the two cell lines [90,85]. Furthermore,
experiments are currently underway in our laboratory to
extend experiments in the Eker rat, since the fibroid lesions
in these rats are in the uterine horns or cervico-uterine
junction and share various anatomical, histological, and
biological features with human leiomyoma [96,97]. Data
obtained from these experiments will provide valuable pre-
clinical data, germane to future studies relevant to human
leiomyomas.

Glossary of Terms and Acronyms

AAV: adeno-associated viruses

Ad5: type of adenovirus

Ad-ER-DN: adenoviral vector that expresses a dominant
negative ER mutant

Ad-LacZ: adenovirus expressing the marker gene
β-lactamase

ALDH-1: aldehyde dehydrogenase class 1 gene

bFGF: basic fibroblast growth factor

CaCL2: calcium chloride

CAR: coxsackie-adenovirus receptor

CD/5-FCyt: cytosine deaminase plus 5-fluorocytosine

CMV: cytomegalovirus

CRAds: conditionally replicative adenoviruses

DNA: deoxyribonucleic acid

ELT3: cell line derived from Eker rat leiomyoma

ER: estrogen receptor

ERE: estrogen receptor element

ERI-536: estrogen receptor mutant

GCV: ganciclovir

HSV: herpes simplex virus

HSV-tk: herpes simplex virus-thymidine kinase

LM-15: human leiomyoma cell line

MDR1: multidrug resistance gene

MOI: multiplicity of infection

PDGF: platelet-derived endothelial growth factor

RNA: ribonucleic acid

siRNA: small interfering RNA

TK-GCV: thymidine kinase – ganciclovir

TNF: tumor necroses factor

TRAIL: TNF apoptosis-inducing ligand

VEGF: vascular endothelial growth factor

References

1. Mullen CA, Blaese RM. Gene therapy of cancer. Canc Chemother
Biol Response Modif 1994; 15:176–89.



126 A. Al-Hendy and S.A. Salama

2. Crystal RG. Transfer of genes to humans: early lessons and obsta-
cles to success. Science 1995; 270:404–10.

3. Blaese M, Blankenstein T, Brenner M, et al. Vectors in cancer ther-
apy: how will they deliver? Cancer Gene Ther 1995; 2:291–7.

4. Ali M, Lemoine NR, Ring CJ. The use of DNA viruses as vectors
for gene therapy. Gene Ther 1994; 1:367–84.

5. Schofield JP, Caskey CT. Non-viral approaches to gene therapy.
BMJ 51; 56–71.

6. Nishikawa M, Huang L. Nonviral vectors in the new millen-
nium: delivery barriers in gene transfer. Hum Gene Ther 2001; 12:
861–70.

7. Munkonge FM, Dean DA, Hillery E, et al. Emerging significance
of plasmid DNA nuclear import in gene therapy. Adv Drug Deliv
Rev 2003; 55:749–60.

8. Mattaj IW, Englmeier L. Nucleocytoplasmic transport: the soluble
phase. Annu Rev Biochem 1998; 67:265–06.

9. Gallo-Penn AM, Shirley PS, Andrews JL, et al. Systemic delivery
of an adenoviral vector encoding canine factor VIII results in short-
term phenotypic correction, inhibitor development, and biphasic
liver toxicity in hemophilia A dogs. Blood 2001; 97:107–13.

10. Lechardeur D, Sohn KJ, Haardt M, et al. Metabolic instability of
plasmid DNA in the cytosol: a potential barrier to gene transfer.
Gene Ther 1999; 6:482–97.

11. Hendrie PC, Russell DW. Gene targeting with viral vectors. Mol
Ther 2005; 12:9–17.

12. Benn SI, Whitsitt JS, Broadley KN, et al. Particle-mediated gene
transfer with transforming growth factor-beta1 cDNAs enhances
wound repair in rat skin. J Clin Invest 1996; 98:2894–02.

13. Mahvi DM, Burkholder JK, Turner J, et al. Particle-mediated
gene transfer of granulocyte-macrophage colony-stimulating factor
cDNA to tumor cells: implications for a clinically relevant tumor
vaccine. Hum Gene Ther 1996; 7:1535–43.

14. Andree C, Swain WF, Page CP, et al. In vivo transfer and expression
of a human epidermal growth factor gene accelerates wound repair.
Proc Natl Acad Sci U S A 1994; 91:12188–92.

15. Sun L, Xu L, Chang H, et al. Transfection with aFGF cDNA
improves wound healing. J Invest Dermatol 1997; 108:313–18.

16. Larregina AT, Watkins SC, Erdos G, et al. Direct transfection and
activation of human cutaneous dendritic cells. Gene Ther 2001;
8:608–17.

17. Loehr BI, Willson P, Babiuk LA, et al. Gene gun-mediated DNA
immunization primes development of mucosal immunity against
bovine herpesvirus 1 in cattle. J Virol 2000; 74: 6077–86.

18. Davidson JM, Krieg T, Eming SA. Particle-mediated gene therapy
of wounds. Wound Repair Regen 2000; 8:452–9.

19. Andre F, Mir LM. DNA electrotransfer: its principles and an
updated review of its therapeutic applications. Gene Ther 2004;
11:33–42.

20. Mir LM, Moller PH, Andre F, et al. Electric pulse-mediated gene
transfer to various animal tissues. Adv Genet 2005; 54:83–114.

21. Belehradek M, Domenge C, Luboinski B, et al. Electrochemother-
apy, a new antitumor treatment. First clinical phase I-II trial. Can-
cer 1993; 72:3694–700.

22. Mir LM, Glass LF, Sersa G, et al. Effective treatment of cutaneous
and subcutaneous malignant tumours by electrochemotherapy. Br
J Cancer 1998; 77:2336–42.

23. Gothelf A, Mir LM, Gehl J. Electrochemotherapy: results of can-
cer treatment using enhanced delivery of bleomycin by electropo-
ration. Cancer Treat Rev 2003; 29:371–87.

24. Pack DW, Hoffman AS, Pun S, et al. Design and development of
polymers for gene transfer. Nat Rev Drug Discov 2005; 4:581–93.

25. Abdelhady HG, Allen S, Davies MC, et al. Direct real-time molec-
ular scale visualisation of the degradation of condensed DNA com-
plexes exposed to DNase I. Nucleic Acids Res 2003; 31:4001–5.

26. Worgall S. A realistic chance for gene therapy in the near future.
Pediatr Nephrol 2005; 20:118–24.

27. Huang L, Viroonchatapan E. Introduction. In Huang L, Hung MC,
Wagner E, editors. Non-viral Vectors for Gene Therapy. San Diego:
Academic Press, 1999:3–22.

28. Barron LG, Szoka FC. The preplexing delivery mechanism of
lipoplexes. In Huang L, Hung MC, Wagner E, editors. Non-viral
Vectors for Gene Therapy. San Diego: Academic Press, 1999:
229–66.

29. Xu L, Pirollo KF, Chang EH. Tumor-targeted p53-gene therapy
enhances the efficacy of conventional chemo/radiotherapy. J Con-
trol Release 2001; 74:115–28.

30. Culver KW, Vickers TM, Lamsam JL, et al. Gene therapy for solid
tumors. BMJ 1995; 51:192–204.

31. Hacein-Bey-Abina S, Le Deist F, Carlier F, et al. Sustained cor-
rection of X-linked severe combined immunodeficiency by ex vivo
gene therapy. N Engl J Med 2002; 346:1185–93.

32. Check E. Second cancer case halts gene-therapy trials. Nature
2003; 421:305.

33. Barquinero J, Eixarch H, Perez-Melgosa M. Retroviral vectors:
new applications for an old tool. Gene Ther 2004; 11:3–9.

34. Verma IM, Weitzman MD. Gene therapy: twenty-first century
medicine. Annu Rev Biochem 2005; 74:711–38.

35. Hallenbeck PL, Stevenson SC. Targetable gene transfer vectors.
Adv Exp Med Biol 2000; 465:37–46.

36. Kozarsky KF, Wilson JM. Gene therapy: adenovirus vectors. Curr
Opin Genet Dev 1993; 3:499–03.

37. Kanerva A, Hemminki A. Adenoviruses for treatment of cancer.
Ann Med 2005; 37:33–43.

38. Gomez-Navarro J, Curiel DT. Conditionally replicative adenoviral
vectors for cancer gene therapy. Lancet Oncol 2000; 1:148–58.

39. Alemany R, Balague C, Curiel DT. Replicative adenoviruses for
cancer therapy. Nat Biotechnol 2000; 18:723–7.

40. Hermiston T. Gene transfer from replication-selective viruses: arm-
ing guided missiles in the war against cancer. J Clin Invest 2000;
105:1169–72.

41. Heise C, Kirn DH. Replication-selective adenoviruses as oncolytic
agents. J Clin Invest 2000; 105:847–51.

42. Kim M, Zinn KR, Barnett BG, et al. The therapeutic efficacy of
adenoviral vectors for cancer gene therapy is limited by a low level
of primary adenovirus receptors on tumour cells. Eur J Cancer
2002; 38:1917–26.

43. Barnett BG, Crews CJ, Douglas JT. Targeted adenoviral vectors.
Biochim Biophys Acta 2002; 1575:1–14.

44. Stone D, Furthmann A, Sandig V, et al. The complete nucleotide
sequence, genome organization, and origin of human adenovirus
type 11. Virology 2003; 309:152–65.

45. Vogels R, Zuijdgeest D, van Rijnsoever R, et al. Replication-
deficient human adenovirus type 35 vectors for gene transfer and
vaccination: efficient human cell infection and bypass of preexist-
ing adenovirus immunity. J Virol 2003; 77:8263–71.

46. Goldman CK, Soroceanu L, Smith N, et al. In vitro and in vivo gene
transfer mediated by a synthetic polycationic amino polymer. Nat
Biotechnol 1997b; 15:462–6.

47. Goldman CK, Rogers BE, Douglas JT, et al. Targeted gene transfer
to Kaposi′s sarcoma cells via the fibroblast growth factor receptor.
Cancer Res 1997a; 57:1447–51.

48. Rancourt C, Rogers BE, Sosnowski BA, et al. Basic fibroblast
growth factor enhancement of adenovirus-mediated delivery of the
herpes simplex virus thymidine kinase gene results in augmented
therapeutic benefit in a murine model of ovarian cancer. Clin Can-
cer Res 1998; 4:2455–61.

49. Stone D, Ni S, Li ZY, et al. Development and assessment of human
adenovirus type 11 as a gene transfer vector. J Virol 2005; 79:5090–
104.

50. Dai Y, Schwarz EM, Gu D, et al. Cellular and humoral
immune responses to adenoviral vectors containing factor IX
gene: tolerization of factor IX and vector antigens allows for



12 Introduction to Gene Therapy 127

long-term expression. Proc Natl Acad Sci U S A 1995; 92:
1401–5.

51. Kafri T, Morgan D, Krahl T, et al. Cellular immune response to
adenoviral vector infected cells does not require de novo viral gene
expression: implications for gene therapy. Proc Natl Acad Sci U S
A 1998; 95:11377–82.

52. Tripathy SK, Black HB, Goldwasser E, et al. Immune responses
to transgene-encoded proteins limit the stability of gene expression
after injection of replication-defective adenovirus vectors. Nat Med
1996; 2:545–50.

53. Xiang Z, Gao G, Reyes-Sandoval A, et al. Novel, chimpanzee
serotype 68-based adenoviral vaccine carrier for induction of anti-
bodies to a transgene product. J Virol 2002; 76:2667–75.

54. Croyle MA, Yu QC, Wilson JM. Development of a rapid method
for the PEGylation of adenoviruses with enhanced transduction and
improved stability under harsh storage conditions. Hum Gene Ther
2000; 11:1713–22.

55. Fisher KD, Stallwood Y, Green NK, et al. Polymer-coated aden-
ovirus permits efficient retargeting and evades neutralising antibod-
ies. Gene Ther 2001; 8:341–8.

56. Lu B, Makhija SK, Nettelbeck DM, et al. Evaluation of tumor-
specific promoter activities in melanoma. Gene Ther 2005; 12:
330–8.

57. Glasgow JN, Bauerschmitz GJ, Curiel DT, et al. Transductional
and transcriptional targeting of adenovirus for clinical applications.
Curr Gene Ther 2004; 4:1–14.

58. Zaiss AK, Liu Q, Bowen GP, et al. Differential activation of innate
immune responses by adenovirus and adeno-associated virus vec-
tors. J Virol 2002; 76:4580–90.

59. Rutledge EA, Russell DW. Adeno-associated virus vector integra-
tion junctions. J Virol 1997; 71:8429–36.

60. Smith AE. Viral vectors in gene therapy. Annu Rev Micro-
biol 1995; 49:807–38.

61. Bowers WJ, Olschowka JA, Federoff HJ. Immune responses to
replication-defective HSV-1 type vectors within the CNS: impli-
cations for gene therapy. Gene Ther 2003; 10:941–5.

62. Fielding AK. Measles as a potential oncolytic virus. Rev Med Virol
2005; 15:135–42.

63. Ponnazhagan S. Parvovirus vectors for cancer gene therapy. Expert
Opin Biol Ther 2004; 4:53–64.

64. Rosenfeld M, Curiel DT. Gene therapy strategies for novel cancer
therapeutics. Curr Opin Oncol 1996; 8:39–47.

65. Watanabe M, Nasu Y, Kashiwakura Y, et al. Adeno-associated
virus 2-mediated intramural prostate cancer gene therapy: long-
term maspin expression efficiently suppresses tumor growth. Hum
Gene Ther 2005; 16:699–710.

66. Seth P. Vector-mediated cancer gene therapy: an overview. Cancer
Biol Ther 2005; 4:512–17.

67. Elledge RM, Allred DC. The p53 tumor suppressor gene in breast
cancer. Breast Cancer Res Treat 1994; 32:39–47.

68. Barnes MN, Deshane JS, Rosenfeld M, et al. Gene therapy and
ovarian cancer: a review. Obstet Gynecol 1997; 89:145–55.

69. Greco O, Dachs GU. Gene directed enzyme/pro-drug therapy of
cancer: historical appraisal and future prospectives. J Cell Physiol
2001; 187:22–36.

70. Tepper RI, Mule JJ. Experimental and clinical studies of cytokine
gene-modified tumor cells. Hum Gene Ther 1994; 5:153–64.

71. Dohring C, Angman L, Spagnoli G, et al. T-helper- and accessory-
cell-independent cytotoxic responses to human tumor cells trans-
fected with a B7 retroviral vector. Int J Cancer 1994; 57:754–9.

72. Dalgleish A. The case for therapeutic vaccines. Melanoma Res
1996; 6:5–10.

73. Abonour R, Williams DA, Einhorn L, et al. Efficient retrovirus-
mediated transfer of the multidrug resistance 1 gene into autolo-
gous human long-term repopulating hematopoietic stem cells. Nat
Med 2000; 6:652–8.

74. Cowan KH, Moscow JA, Huang H, et al. Paclitaxel chemother-
apy after autologous stem-cell transplantation and engraftment of
hematopoietic cells transduced with a retrovirus containing the
multidrug resistance complementary DNA (MDR1) in metastatic
breast cancer patients. Clin Cancer Res 1999; 5:1619–28.

75. Takebe N, Zhao SC, Adhikari D, et al. Generation of dual resis-
tance to 4-hydroperoxycyclophosphamide and methotrexate by
retroviral transfer of the human aldehyde dehydrogenase class 1
gene and a mutated dihydrofolate reductase gene. Mol Ther 2001;
3:88–96.

76. Walker CL, Burroughs KD, Davis B, et al. Preclinical evidence for
therapeutic efficacy of selective estrogen receptor modulators for
uterine leiomyoma. J Soc Gynecol Investig 2000; 7:249–56.

77. Stewart EA. Uterine fibroids. Lancet 2001; 357:293–8.
78. Surrey ES, Lietz AK, Schoolcraft WB. Impact of intramural

leiomyomata in patients with a normal endometrial cavity on
in vitro fertilization-embryo transfer cycle outcome. Fertil Steril
2001; 75:405–10.

79. Hart R, Khalaf Y, Yeong CT, et al. A prospective controlled study
of the effect of intramural uterine fibroids on the outcome of
assisted conception. Hum Reprod 2001; 16:2411–7.

80. Di Lieto A, De Falco M, Pollio F, et al. Clinical response, vascu-
lar change, and angiogenesis in gonadotropin-releasing hormone
analogue-treated women with uterine myomas. J Soc Gynecol
Investig 2005; 12:123–8.

81. Gentry CC, Okolo SO, Fong LF, et al. Quantification of vas-
cular endothelial growth factor-A in leiomyomas and adjacent
myometrium. Clin Sci 2001; 101:691–5.

82. Hong T, Shimada Y, Uchida S, et al. Expression of angiogenic fac-
tors and apoptotic factors in leiomyosarcoma and leiomyoma. Int J
Mol Med 2001; 8:141–8.

83. Hyder SM, Huang JC, Nawaz Z, et al. Regulation of vascular
endothelial growth factor expression by estrogens and progestins.
Environ Health Perspect 2000; 108:785–90.

84. Hoffman PJ, Milliken DB, Gregg LC, et al. Molecular characteri-
zation of uterine fibroids and its implication for underlying mech-
anisms of pathogenesis. Fertil Steril 2004;82:639–49.

85. Niu H, Simari RD, Zimmermann EM, et al. Nonviral vector-
mediated thymidine kinase gene transfer and ganciclovir treatment
in leiomyoma cells. Obstet Gynecol 1998; 91:735–40.

86. Christman GM, McCarthy JD. Gene therapy and uterine leiomy-
omas. Clin Obstet Gynecol 2001; 2:425–35.

87. Freeman SM, Abboud CN, Whartenby KA, et al. The ”bystander
effect”: tumor regression when a fraction of the tumor mass is
genetically modified. Cancer Res 1993; 53:5274–83.

88. Marwa K, Salama A, Christman GM, et al. Uterine fibroids
gene therapy: adenovirus-mediated herpes simplex virus thymi-
dine kinase/ganciclovir treatment inhibits growth of human and
rat leiomyoma cells [Abstract]. J Soc Gynecol Investig 2005;
12:94A.

89. Andersen J. Comparing regulation of the connexin43 gene by estro-
gen in uterine leiomyoma and pregnancy myometrium. Environ
Health Perspect 2000; 108:811–5.

90. Al-Hendy A, Lee EJ, Wang HQ, et al. Gene therapy of uterine
leiomyomas: Adenovirus-mediated expression of dominant nega-
tive estrogen receptor inhibits tumor growth in nude mice. Am J
Obstet Gynecol 2004; 191:1621–31.

91. Ince BA, Zhuang Y, Wrenn CK, et al. Powerful dominant nega-
tive mutants of the human estrogen receptor. J Biol Chem 1993;
268:14026–32.

92. Howe SR, Gottardis MM, Everitt JI, et al. Rodent model of repro-
ductive tract leiomyomata. Establishment and characterization of
tumor-derived cell lines. Am J Pathol 1995; 146: 1568–79.

93. Hodges LC, Hunter DS, Bergerson JS, et al. An in vivo/in vitro
model to assess endocrine disrupting activity of xenoestrogens in
uterine leiomyoma. Ann N Y Acad Sci 2001; 948: 100–11.



128 A. Al-Hendy and S.A. Salama

94. Al-Hendy A, Magliocco AM, Al Tweigeri T, et al. Ovarian cancer
gene therapy: repeated treatment with thymidine kinase in an aden-
ovirus vector and ganciclovir improves survival in a novel immuno-
competent murine model. Am J Obstet Gynecol 2000; 182:553–9.

95. Everitt JI, Wolf DC, Howe SR, et al. Rodent model of reproductive
tract leiomyomata. Clinical and pathological features. Am J Pathol
1995; 146:1556–67.

96. Cook JD, Walker CL. The Eker rat: establishing a genetic paradigm
linking renal cell carcinoma and uterine leiomyoma. Curr Mol Med
2004; 4:813–24.

97. Houston KD, Hunter DS, Hodges LC, et al. Uterine leiomy-
omas: mechanisms of tumorigenesis. Toxicol Pathol 2001; 29:
100–4.



Part III
Molecular Regulation of Reproductive

Hormones



Chapter 13

GnRH-GnRH-Receptor System in the Mammalian Female
Reproductive Tract

Indrajit Chowdhury1 and Rajagopala Sridaran2

13.1 Introduction

Reproduction in mammals is controlled by interac-
tions between the hypothalamus, anterior pituitary, and
gonads. The hypothalamus secretes synchronized pulses of
gonadotropin-releasing hormone (GnRH) as the central ini-
tiator of the reproductive hormonal cascade from the dif-
fusely arranged network of neuronal nerve endings of about
800 (rodents) to 1,500–2,000 (human) into the hypophy-
seal portal system every 30–120 min. GnRH stimulates the
biosynthesis and secretion of the gonadotropic hormones,
LH, and FSH by the anterior pituitary that in turn regulate
the production of gametes and gonadal hormones as a key
regulator of the reproductive functions. In the 1970 s, GnRH
was first isolated from hypothalamus of pigs and sheep,
and the subsequent realization that the decapeptide sequence
was conserved across all mammals. This form of GnRH is
referred as GnRH-I or type I mammalian GnRH (mGnRH).
In 1977, Andrew Schally, Roger Guillemin, and co-workers
shared the Nobel Prize in the field of Medicine for their dis-
covery. In the early 1980 s, a second GnRH isoform from
chickens was isolated (chicken GnRH; GnRH-II) [1] and a
third isoform was identified in fish (salmon GnRH) [2]. Cur-
rently, a total of 23 different isoforms of chordate GnRH
have been isolated [3–5]. All of these isoforms are decapep-
tides that share a high degree of sequence identity at both
NH2- and COOH-terminals. This overview describes the
recent literature regarding the GnRH primary structure, tissue
distribution in female reproductive system, synthesis, secre-
tion, and signaling pathways with current understanding on
their cognate receptors and functional significance in relation
to female reproductive system.

I. Chowdhury (B)
1Department of Obstetrics and Gynecology;
2Department of Physiology, Morehouse School of Medicine, Atlanta,
GA, USA

13.2 Primary Structures of GnRH

The identification of mammalian GnRH gene and the trans-
lated precursor peptide of GnRH were reported by Seeburg
and Adelman [6]. Using techniques, such as immunohisto-
chemistry, in situ hybridization, polymerase chain reaction
(PCR), and HPLC, the expression of the diverse forms of
GnRH gene and the peptide products were detected and iden-
tified in the brains of a wide variety of species across the
phylogenetic scale, from tunicate to human [5,7]. GnRH pre-
prohormone mRNA was identified in the diagonal band of
Broca (dbB) and the preoptic (POA) area of rat brain. The
isolated mammalian hypothalamic GnRH has a unique struc-
ture, which is formed by a classical ten amino acid pep-
tide (Fig. 13.1) with a pyro-glutamyl modified NH2-terminus,
an amidated COOH-terminus, and conserved amino acids in
positions 1, 2, 4, 9, and 10. The most widely recognized and
common structural variation among the different forms of
GnRH resides in fifth and eighth amino acids of the pep-
tide sequence. The NH2-terminus (pGlu-His-Trp-Ser) and
COOH-terminus (Pro-Gly-NH2) sequences are conserved,
indicating that these features are critically important for
receptor binding and activation. Position 8 is the most vari-
able, followed by positions 6, 5, and 7.

All the 23 different structural isoforms of GnRH peptides
consists of ten amino acids and have a similar structure, with
at least 50% identity in their sequence. Presently, there are
about 14 structurally variant forms of known hypothalamic
GnRH. In most vertebrates there are at least two, and usu-
ally three forms of GnRH occur in anatomically and distinct
neuronal populations as well as different embryonic origins
[5,8]. As more forms of GnRH are isolated, they are named
after the animals in which they are first found, leading to a

Fig. 13.1 A comparative mammalian GnRH primary structure
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rather confusing nomenclature. This general classification of
GnRH is based on GnRH encoding regions and a model of
two GnRH neuronal systems, namely, the terminal nerve-
septo-preoptic system and the midbrain system. Cells of
the terminal nerve-septo-preoptic system are originated from
olfactory placode, migrate during development into the brain,
colonizing the ventral forebrain, and are mostly restricted
to the ventral telencephalon, the preoptic area, the basal
hypothalamus, and the pituitary gland. These neurons express
different GnRH variants according to their respective species
and are responsible for the regulation of pituitary function.
This form of GnRH is called hypophysiotropic/hypothalamic
form of GnRH and designated as GnRH-I. The amino acid
sequence of the hypophysiotropic GnRH is identical across
mammals, with the exception of the guinea pig in which there
are substitutions of amino acids 2 and 7.

The most ubiquitous is chicken GnRH-II (cGnRH-II) sys-
tem, which was first isolated from chicken brain [1]. cGnRH
II is also designated as Type II GnRH/midbrain GnRH or
GnRH-II (Fig. 13.1). GnRH-II system has an embryologi-
cal origin from a non-placodal structure, which gives rise to
the posterior system. The posterior neurons express GnRH-
II cells that are clustered in a distinct nucleus at the fusion
site of the anterior midbrain and the posterior diencephalon.
The conserved GnRH-II, expressed by mid-brain neurons,
may play a role as a neurotransmitter and/or neuromodulator.
Since the GnRH-II structure is totally conserved from teleost
fish to human, this is probably the earliest evolved form and
has critical functions. In many vertebrate species a third form
of GnRH (salmon GnRH) is present and is designated as
GnRH-III or the nervus terminalis-telencephalic form. The
expression of GnRH-III in human is not yet confirmed.

13.3 Localization and Distribution Pattern
of GnRH in the Female Reproductive
System

Various techniques, such as immunogold electron microscopy,
in-situ hybridization, real time-PCR, and immunocyto-/
histo-chemistry confirmed the transcription and translation
of GnRH in the peripheral tissues [7,9–17]. The presence of
immunoreactive GnRH-I has been demonstrated, apart from
hypothalamus, in the ovary, oviduct, placenta, endometrium,
trophoblast, fallopian tubes during the luteal phase of the
reproductive cycle, in pre-implantation embryos, uterine
endometrial cells of human, and specifically in other mam-
malian reproductive tissues/cell lines. GnRH-II is also widely
distributed in the central neural system (pre-optic, mediobasal
hypothalamic area, hippocampus, caudate nucleus, amyg-
dale of brain) and peripheral tissues (kidney, bone marrow,

endometrium, ovary, trophoblast, placenta, prostate) and ovar-
ian cancer cells. The immunoreactive GnRH-II is present in the
mononucleate villus and extravillous cytotrophoblast of pla-
centa. In human, GnRH-II is expressed at significantly higher
levels in the peripheral tissues. The expression level of GnRH-
II varies from 4- to 30-fold. GnRH or GnRH-like molecules
have been detected in human and cow follicular fluid. In situ
hybridization studies revealed the localization of GnRH-I and
-II mRNA in granulosa cells of primary, secondary, and ter-
tiary follicles in the ovary, ovarian surface epithelial cells, and
ovariancancercells.Furthermore, immunolocalizationstudies
have shown that both GnRH-I and -II are absent from primor-
dial to the early antral stage, however, both forms are present
in the granulosa cell layer of preovulatory follicles, granulosa
luteal cells (GLCs), theca luteal cells (TLCs), immortalized
ovarian surface epithelial cells (OSE), and in ovarian cancer
cells.

13.4 Synthesis and Secretions of GnRH

Synthesis, amplitude, and frequency of secretions of GnRH
involve complex processes with many feed-back loops. Like
many other proteins and peptides, GnRH is synthesized as
precursor and enzymatically processed. Transcription rate,
mRNA stability, and post-transcriptional processing poten-
tially influence the rate of production of mature GnRH. Most
studies have involved measurement of steady-state levels of
mRNA, using techniques such as in situ hybridization and RT-
PCR.However, therehavebeenfewstudiesonGnRHsynthesis
and secretion in female reproductive tissues/cells [7,18].

The gene of GnRH-I is located on the eighth chromo-
some, 8p11.2—-p21, of the human genome [19]. The gene
encoding prepro-GnRH-I have been cloned in a number of
mammalian species and is approximately 4,300 bp with four
relatively short exons separated by three large introns. Exon
1 encodes the 5′-untranslated region. Exon 2 encodes the
signal peptide, GnRH-I decapeptide, and the first 11 amino
acids of the GnRH-associated peptide (GAP) region. Exon
3 encodes amino acids 12–43 of GAP and exon 4 encodes
the remainder of GAP and the 3′-untranslated region. Gene
sequence homology has demonstrated that GnRH-I is con-
served throughout evolution and shares a 60% identity
between mammals and tunicates. Compared to GnRH-I, the
GnRH-II is highly conserved with 100% identity between
birds and mammals and ubiquitous in the vertebrates. In
human, the gene encoding GnRH-II is present on the 20th
chromosome, 20p13. Similar to GnRH-I, GnRH-II gene
is organized with 4 exons and 3 introns, but significantly
smaller in length.

Most of the studies of transcription of GnRH are restricted
to preoptic area of anterior hypothalamus (POA-AH) of rat
and human. All three pro-GnRH-I introns are spliced out of
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Fig. 13.2 A comparative structure of mammalian GnRH gene

the primary gene transcript resulting in a mature mRNA of
about 560 bases, excluding the poly (A) tail (Fig. 13.2). The
first processing step of prepro-GnRH I in the POA-AH of rats
or in mice cell line are splicing out of intron B and subse-
quently introns A and C are spliced out in no apparent order.
The splicing of introns B and C occurs with greater efficiency
than that of intron A. The precise and efficient excision of
intron A and the joining of adjacent exons is the most crit-
ical regulatory step for the post-transcriptional regulation of
GnRH. In human, the pre-pro-GnRH is 92 amino acid long
including 56 amino acids in the GAP region.

Both isoforms of GnRH are characterized by post-
translational modifications by a prohormone convertase. The
basic amino acids are removed by a carboxypeptidase, the
amino terminus is modified by adding pyro-glutamic acid
through the action of glutaminyl cyclase and the carboxy-
terminus is modified by addition of glycine through the action
of peptidylglycine α-amidating mono-oxygenase. These enzy-
matic processes produce mature GnRH and GAP. A physio-
logic role for GAP has not been determined, although it has
been postulated to act as a prolactin-inhibitory factor.

Translational studies have demonstrated that both GnRH-I
and II are expressed during the follicular development [9,10]
in human granulosa-luteal (hGL) and ovarian epithelial (OE)
cells, and in both normal and cancer cells. Recent stud-
ies using real time PCR and immuno-cytochemical local-
ization have demonstrated expression patterns of GnRH-I
and II in rat ovaries throughout the estrous cycle [20] and
relatively differential expression patterns in oviduct during
post-implantation period of pregnancy [16]. Also, during the
menstrual cycle, corpus luteum of monkey has a differential
expression pattern of GnRH-I and II [12].

13.5 GnRH Receptor

GnRH acts on target cells/tissues via Gq/11-coupled seven
trans-membrane (7TM) receptor (GnRHR), a typical member

of the type I rhodopsin-like receptor family, which consists
of seven hydrophobic trans-membrane chains connected to
each other with extracellular and intracellular loops [21,22].
The trans-membrane (TM) domains are connected with three
extracellular loop (EL) and three intracellular loop (IL)
domains (Fig. 13.3). The EL domains are connected with the
binding peptides, the TM domains are believed to participate
in receptor activation and the transmission of signals, and the
IL domains are involved in the interaction with G proteins
and also other proteins participating in the intracellular sig-
nal transmission.

The GnRH receptors gene were cloned and characterized
in mouse, rat, pig, sheep, and humans [21,22]. Since then, it
has been identified in other peripheral tissues using various
molecular biology techniques. In human, the conventional
GnRH receptor (GnRHR-I) gene is located on chromosome

Fig. 13.3 Seven transmembrane structure of GnRHR-I and II
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4q13.1-q21.1 with many transcription initiation sites that
encodes three exons and two introns and translates for
327–328 amino acids long peptide. Similar to humans, in all
mammalian species GnRHR-I gene exist as a single copy,
and have a high degree of sequence homology in the coding
regions with three exons separated by two introns (Fig. 13.4).
The exon–intron boundaries are conserved between species,
but the gene differs with regard to the size of the introns,
as well as the sequence and the length of the 5′- and 3′-
untranslated region (UTR). The tissue specific expressions
of GnRHR-I gene are mediated by differential use of var-
ious promoter regions. Recently, the ovarian and placental
specific promoters were identified. Exon 1 encodes the N-
terminal tail as well as TM helices 1, 2, 3, and part of TM
4 of the GnRHRI protein. Exon 2 encodes the rest of TM 4
and the whole of TM 5, whereas exon 3 encodes TM 6 and 7.
A common feature of most cloned mammalian GnRHR-I is
the absence of a carboxy terminal tail that exists in all other
receptors of the GPCR. The absence of the carboxy termi-
nal tail leads to a slow internalization and failure of a quick
desensitization of the receptor [11,21,22], which mediates the
central control of reproduction.

A putative GnRHR type II gene is present on two differ-
ent loci in the human genome. The first is located on chro-
mosome 1q12 and overlaps in antisense orientation with the
gene encoding the RNA-binding motif protein-8A (RBM-
8A) [23]. The GnRHR-II gene has the same exon–intron
structure as GnRHRI except that exon 3 includes a cytoplas-
mic C-terminal tail, which is absent in GnRHR-I. Cytoplas-
mic C-terminal is present in all non-mammalian GnRHR-II
and in recently cloned primate GnRHR-II. In the open read-
ing frame of this gene is disrupted by a frame shift with
a premature stop codon (UAA), which is located inframe
within exon 2 in the human gene, similar to chimpanzee, mar-
moset monkey, rhesus monkey, African green monkey, cow,
sheep, horse, and rat that makes the gene silent, suggesting
that the gene products of GnRHR-II are non-functional. A
second human locus containing a pseudogene for GnRHR-
II and RBM-8A is on chromosome 14. GnRHR-II gene
has also been detected in other mammalian genomes. In
human, GnRHR-II exons have 40% sequence identity with
the GnRHR-I. Thus, both the GnRH-I and II binds to
GnRHR-I only. In contrast, GnRHR-II genomic sequences
for some non-primate mammals have also been identified
and potentially encode functional proteins as in pigs and

Fig. 13.4 GnRH receptor gene structure. TM: transmembrane domain

dogs. The GnRHR-II gene is completely deleted from mouse
genome.

In mammals, besides pituitary, the GnRHR-I and GnRHR-
II transcripts are detected in peripheral tissues and cell lines
such as endometrium, myometrium, placenta, breast, ovary,
oviduct, uterus, prostate, liver, heart, skeletal muscle, kidney,
peripheral mononuclear cells, and cancer cells [7]. The den-
sity of GnRHRs in the reproductive tissues varies with the
state and stage of the reproductive cycle. Immunolocaliza-
tion studies have shown that both GnRHRs are absent from
primordial to early antral stage of ovarian follicles. However,
GnRHR-I is present in granulosa cell layer of preovulatory
follicles, GLCs, TLCs, and cancer OSE cells [9,10]. The
GnRHR is expressed in hGL cells aspirated from preovula-
tory follicles of women undergoing ovarian stimulation for
in vitro fertilization (IVF). The GnRHR mRNA level in the
ovary is almost 200-fold lower than in the pituitary. In situ
hybridization studies demonstrated a weak expression of the
GnRHR mRNA in the corpus luteum. The GnRHR is also
present in the ovarian compartments other than follicular and
luteal structure.

Recent studies using real time PCR, Western blot, and
immuno-cytochemical localization demonstrated expression
patterns of GnRHR in rat ovaries throughout the estrous cycle
[20] and relatively differential expression pattern in oviduct
during post-implantation period of pregnancy [24]. A dif-
ferential expression pattern of GnRHR-I and -II has been
demonstrated in the corpus luteum of monkey during the
menstrual cycle [12].

13.6 GnRH Signaling

Upon GnRH binding to its receptors (GnRHRs), a wide
range of intracellular signaling pathways are activated in
the pituitary and peripheral tissues/cells, which ultimately
regulate the synthesis and secretions of gonadotropins,
steroids, gametogenesis, and other physiological functions
[20,25]. Ligand binding to GnRHRs activates multiple
G-proteins (Gαq, Gs, Gi) based on cell context dependent
manner and form different signaling complexes with different
conformations in target cells, the inositol phosphate path-
way, extracellular signal regulated kinases (ERK), jun-N-
terminal kinase (JNK), p38-mitogen activated protein kinase
(p38MAPK) kinetic pathways, and arrestin-dependent path-
ways via both protein kinase-A (PKA-) and protein kinase-
C (PKC)-dependent and -independent pathways [26–28]
(Figs. 13.5 and 13.6). In pituitary gonadotropes GnRHR
stimulates preferentially Gq, whereas in tumors, Gi. The C-
terminus of both types of GnRH receptors are phosphorylated
in response to GnRH and leading to receptor desensitization
through the activation of GnRHR coupled Gq/G11 proteins
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with activation of phospholipase Cβ (PLCβ) that transmits its
signal to diacylglycerol (DAG) and inositol 1,4,5-triphosphate
(IP3), which are apparently required for conventional
intracellular PKC pathway activation and intracellular calcium
mobilization. After a short lag, GnRH also activates phospho-
lipase A2 (PLA2) and phospholipase D (PLD) apparently to
provide late DAG and arachidonic acid (AA) for novel PKCs
isoforms activation. AA formation stimulates the formation
of 5-lipoxygenase products, however, mechanisms are not
yet clarified. Based on functional studies by measuring inos-
itol phosphate production, it has demonstrated that primate
GnRHR-I has an approximate 48-fold selectivity for GnRH-I
versus GnRH-II, whereas GnRHR-II has a 421-fold prefer-
ence for GnRH-II versus GnRH-I. PKC activation in response
to GnRH also leads to increase activation of MAPK path-
ways including ERK1, ERK2, ERK5, p38MAPK, and JNK
in pituitary cells, gonadotrope cell lines, and in other cells. In
gonadotrophs, GnRH activated ERK pathways differentially
regulates the transcription, translation, and secretions of α and
β subunits of LH and FSH. All these kinetic pathways are acti-
vated simultaneously, sequentially or in isolation, and deter-
mine by spatiotemporally.

In addition to the direct effects of the GnRHR in
activating intracellular signaling, the endogenous mouse
GnRHRs mediate PKC-dependent trans-activation of

Fig. 13.5 GnRH I—GnRH receptor interaction sites

epidermal growth factor (EGF) receptors, with consequent
activation of ERK in GT1-7 neurons but cause a large
PKC-dependency and EGF receptor-independent activation
of ERK in LβT2 gonadotroph lineage cells. The results of
recent work suggest that a cross talk with the EGFR may
occur at the level of the pituitary. EGFR can be activated
via GnRHR by proteolytic release of local EGF-like ligands
from transmembrane precursors, which finally activates
matrix metalloproteinase (MMP) 2 and 9. GnRH stimulation
of the cells induced Src, Ras, and ERK are dependent
on the action of the MMPs, whereas activation of c-Jun
N-terminal kinase and p38MAPK by GnRH are unaffected
by the inhibition of EGFR or MMPs. Together, these studies
support direct and indirect effects of GnRH/GnRHR action
on diverse intracellular signaling pathways. Thus, the signal
transduction pathways of GnRHR has coupled to different
Gα proteins in various ovarian cell types, and modulation

Fig. 13.6 GnRH I and GnRH II signaling in female reproductive system.
Upon binding of GnRH I with GnRHR-I activate a phosphotyrosine phos-
phate (PTP) via GTP-binding proteins which inhibit the mitogenic sig-
nal transduction of growth factor receptors, resulting in down-regulation
of cell proliferation or by down-regulation of epidermal growth factor
(EGF) receptor mRNA expression or activates c-Jun N-terminal kinase

(JNK), induces JunD-DNA binding, and stimulates activator protein (AP-
1) activity, which reduces proliferation by increasing G0/1 phase of cell
cycle and decrease DNA synthesis. GnRH I also activates nuclear factor
κB (NFκB) through GnRHR-I. Activated NFκB binds to specific DNA
site and induces expression of anti-apoptotic mechanisms. The signal
transduction pathway for GnRHR-II is unknown
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of the activity of MAP kinases (MAPK) appeared to be an
important step in mediating GnRH I responses in the ovary.

13.7 Regulation of GnRH and GnRHR Gene
Expressions in the Female Reproductive
System

The major regulations of GnRHs and GnRHRs have been
shown to occur at the transcriptional, translational, and post-
translational levels. Most of the studies are restricted to cell
lines and few are on female reproductive tissues [20,29,30]
(Fig. 13.7).

Studies on transcriptional controls of GnRH have been
done largely in GnRH-secreting cell lines, such as GT1-7,
GN10, and GN11. The 5′ flanking region of GnRH gene
is highly homologous between species. It comprises two
major regions for transcription, an enhancer and a pro-
moter. A conserved 173-bp promoter is found just upstream
of the transcriptional start site and deoxyribonuclease I
footprint analysis of the rat GnRH promoter revealed at
least seven regulatory regions located between −173 and
112. The promoter contains binding sites for transcription
factors, such as POU-homeodomain Oct-1 and the neuron-
restricted homodomain protein, Otx2. The proximal pro-
moter also includes cis-acting elements involved in hormonal
regulation by glucocorticoids, estradiol and progesterone,
and 12-O-tetradecanoylphorbol 13-acetate. A second impor-
tant region for transcription of the rat GnRH promoter is a
300-bp enhancer that is −1,863 to −1,571 relative to the start
site; this confers a 50- to 100-fold transcriptional activation

Fig. 13.7 Hypothalamus-pituitary-gonadal axis with autocrine-
paracrine loop of GnRH I and II in the female reproductive system

over the promoter alone, at least in GT1-7 cells. Within the
enhancer, specific binding sites for a number of transcription
factors have been identified such as the zinc finger protein,
GATA-4, and pbx-related protein.

Similar to GnRH gene expression, the regulation of
GnRHR numbers has been shown at the transcriptional,
translational, and post-translational level. A well-known
mechanism for ligand mediated post-translational down-
regulation of GPCR numbers on the cell surface involves
desensitization, internalization, and degradation. The mam-
malian GnRHR-I has been shown to internalize slowly due to
the lack of a C-terminal tail, whereas GnRHR-II in the mar-
moset monkey internalizes rapidly, which has a C-terminal
cytoplasmic domain. However, very little research has been
reported on post-transcriptional regulation of GnRHR-I gene
expression. Based on in vivo and in vitro studies using
mouse, rat, or human pituitary primary cells or secondary cell
lines as an emerging understanding of the complex transcrip-
tional regulatory pathways by which mammals regulate the
gene transcription of GnRHR-I gene. An extensive charac-
terization of the human GnRHR-I gene promoter has been
performed in human reproductive tissue derived cell lines.
However, cell lines differ from mature primary gonadotrophs
in that they do not express or secrete the gonadotrophin β-
subunits, LHβ and FSHβ.

The 5′ flanking region of GnRHR-I gene has been char-
acterized in the mouse, rat, human, and sheep. The mouse
and rat promoters share >80% homology over 1.9 kb; the
rat promoter shares 55% homology with the human promoter
over 2.2 kb and 63% homology with the sheep promoter over
0.9 kb. There are several highly homologous regions within
the proximal 500 bp of the mouse, rat, human, and sheep pro-
moters. A number of cis-elements have been conserved, in
sequence as well as position, supporting their role as impor-
tant functional elements. No functional characterization of
mammalian GnRHR-II promoters has yet been known.

The mouse GnRHR-I proximal promoter was the first to
be isolated and characterized. The major transcription start
site in primary pituitary tissue and αT3-1 cells is located at
−62 (all numbering is relative to the translation start site)
and is not associated with a consensus TATA box. In addi-
tion to this site, other pituitary transcription start sites at −90
and −200 bp are identified in αT3-1 cells. Gonadotroph-
specific activity of the mouse promoter in αT3-1 cells is
conferred by a tripartite basal enhancer, which includes bind-
ing sites for steroidogenic factor-1 (SF-1) at −244/−236,
and activator protein-1 (AP-1) at −336/−330, respectively,
as well as an element originally termed GnRHR activating
sequence (GRAS) at −391/−380. The pan pituitary home-
obox transcription factor Pitx-1 has been shown by chro-
matin immunoprecipitation assay to interact with AP-1 in
intact LbT2 cells, and functional evidence in other cell
types indicate that this interaction might be important for
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GnRHR-I gonadotroph-specific, basal promoter activity. In
addition, the promoter region around −360, shown to bind
LHX3 homeodomain protein in vitro and in intact cells, are
recently demonstrated to be important for mouse GnRHR-I
basal promoter activity in αT3-1 cells.

Experiments with transgenic mice suggest tissue-specific
promoter usage for the mouse GnRHR-I gene because
1,900 bp of mouse GnRHR-I 5′ flanking sequence can drive
reporter expression in pituitary, brain, and testis, but not in
the ovary, indicating an essential requirement for promoter
elements located further upstream for ovary-specific expres-
sion in vivo. Five major transcription start sites are iden-
tified in αT3-1 cells, four of which are clustered around
−103 and one situated at −30, along with several minor
start sites. Maximal gonadotroph-specific expression of the
rat GnRHR-I has conferred by multiple regulatory domains
within 1,260 bp of 5′ flanking region. The proximal 183 bp
constitutes a self-sufficient, but fairly weak promoter, which
confers basal but not gonadotroph-specific activity. A distal
GnRHR-specific enhancer (GnSE), located between −1135
and −753, contains binding sites for GATA-related and LIM
homeodomain-related factors, and facilitates gonadotroph-
specific expression through functional interaction with an
SF-1 site at −245.

There are different mechanisms involved in gonadotroph-
specific expression of the mouse and rat GnRHR-I, although
both involve SF-1 sites. The mouse, rat, and human promot-
ers all contain several SF-1 sites, with at least one site in
each promoter occurring in the 5′ untranslated region. For
the human promoter, this site is situated at −140/−134 and is
primarily responsible for mediating high cell-specific expres-
sion in αT3-1 cells, whereas the same function has not been
assigned for similar sites in the mouse and rat promoters (sit-
uated at −15/−7 in both species). An upstream Oct-1 bind-
ing at −1,718 is also required for basal activity of the human
promoter in αT3-1 cells.

The regulatory elements involved in expression of the
mouse, rat, and sheep GnRHRs have not been character-
ized in cells other than pituitary cell lines. However, cell-
specific cis- and trans-elements have recently been identi-
fied for the human promoter in ovarian, placental, and neu-
ronal medulloblastoma cell lines. Expression of the human
GnRHR-I gene in both αT3-1 mouse gonadotroph cells,
and OVCAR-3 human ovarian carcinoma cells requires
two promoter regions, located between −771/−557 and
between −1351/−1022. However, different trans-acting fac-
tors appear to bind to these regions in the different cell-types,
possibly providing a mechanism for cell-selective expres-
sion. Two additional upstream promoters are responsible for
high expression levels in human placental and ovarian GLCs,
respectively. The granulosa cell specific promoter is situated
between −1,300 and −1,018 that contains a GATA element
and two putative CCAAT/ enhancer binding protein (C/EBP)

motifs that were shown to be crucial in regulating GnRHR-
I transcription in the human ovarian granulosa-luteal cell
lines SVOG-4o and SVOG-4m [30]. GnRHR-I expression
in human placental cells requires a distal promoter region,
located between −1737/−1346, in combination with a prox-
imal region, between −707 and −167. At least five placental
transcription start sites were identified within the distal pro-
moter region. A strong negative regulatory element is located
between −1,018 and −771, with a strong positive regula-
tory region between −771 and −577. The distal placenta-
specific promoter also contains an Oct-1 and an AP-1 binding
site, required for basal expression in placental cells and other
cell-types, as well as a cAMP response element (CRE) and a
GATA element, essential for placenta-specific expression.

Taken together, these studies indicate that various
reproductive tissues differentially utilize downstream and
upstream promoter elements and transcription factor binding
sites for tissue-specific transcription of the human GnRHR-
I gene. The transcription factor Oct-1 appears to regulate
basal GnRHR-I gene expression both positively and nega-
tively, depending on the species and cell-type. As already
mentioned, Oct-1 is required for basal expression of the
human GnRHR-I gene in several cell types, including placen-
tal, ovarian, and gonadotroph cell lines, via an Oct-1 bind-
ing site at −1,718. On the other hand, in placental JEG-3
cells, ovarian OVCAR-3 cells, and αT3-1 cells, Oct-1 acts
as a potent repressor of the human GnRHR-I promoter via a
negative regulatory element (NRE) at position −1,017. Oct-
1 is also involved in basal and GnRH-stimulated activity of
the mouse GnRHR-I promoter in αT3-1 cells via the SURG-
1 (Sequence Underlying Responsiveness to GnRH) element.
The mouse CRE has been found to be essential for basal
promoter activity in some pituitary cell lines, such as LbT2
gonadotroph cells and GGH3 somatolactotroph cells, but the
rat CRE does not appear to be involved in basal promoter
activity in αT3-1 cells. A CRE at position −1,650 is required
for placenta specific expression of the human GnRHR-I gene.
These findings indicate a cell- and/or species-specific contri-
bution of CREs to basal GnRHR-I expression levels.

Other critical regulating factors of GnRHs and GnRHRs
gene expressions in female reproductive system are steroids,
gonadotropins (FSH and LH), melatonin, hCG, and GnRH
itself in an autocrine and paracrine manner.

13.7.1 Regulation by Gonadal Steroids

Gonadal steroids profoundly influence reproductive func-
tions by supporting maturation and development of repro-
ductive organs and are apparently responsible for success
of reproduction. Estradiol and progesterone are the main
gonadal steroids in female. The effects of estradiol and
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progesterone on transcription of GnRH and its receptor are
studied in the ovary and in ovarian cancer cells, although
the exact mechanism remains unclear. The expression of
GnRH-I and GnRH-II genes are differentially regulated by
17β-estradiol in a neuronal cell line, TE-671. The gonadal
steroid has shown to up-regulate the mRNA levels of GnRH-
II but down-regulate GnRH-I. The GnRH-I mRNA levels are
down-regulated by 17β-estradiol in human granulosa/luteal
cells and ovarian carcinoma OVCAR-3 cells. This effect can
be reversed by co-treatment with an estrogen antagonist,
tamoxifen, indicating that the effect of estradiol is mediated
via the estrogen receptor (ER). These findings suggest that
the regulation of human GnRH-I gene expression by 17β-
estradiol is mediated at the promoter/transcriptional level
when ER alpha (ERα) is over-expressed. On the contrary,
the expression of ER mRNA transcripts and proteins in nor-
mal human OSE cells appear to be estrogen-insensitive, since
treatment with 17β-estradiol do not alter GnRH-I mRNA lev-
els significantly. The estrogen insensitivity in OSE cells may
partly due to their lower expression levels of both ERα and
ER beta (ERβ), as compared with the ovarian carcinoma that
is supported by estrogen responsive ovarian cancer cell lines
with high levels of ER expression in response to estrogen
treatment. GnRH-I have been shown to suppress the expres-
sion of both ERα and ERβ via a PKC-dependent pathway in
the granulosa cells, thus, counteracting the inhibitory actions
of estrogen on its own expression.

Responsiveness of GnRHR-I transcription to estradiol
appears to vary between ovarian cell types. Treatment
with estradiol in human primary OSE cells and OVCAR-
3 cells caused a significant down-regulation of GnRHR-I
mRNA. In hGL cells, short-term oestradiol treatment (6 h)
increased GnRHR-I mRNA levels, whereas long-term treat-
ment (48 h) decreased GnRHR-I mRNA levels. Estradiol also
represses GnRHR-I transcription in a ERα-dependent and
ERβ-independent way, via an AP-1-like motif at −130/−124
in ovarian cancer cells. Repression of GnRHR-I promoter
activity by estradiol did not involve direct binding of the ER
to the AP-1 site, suggesting that the ER interacts with other
proteins bound to this motif, such as c-Jun or c-Fos.

The role of progesterone in the expression of GnRH-I and
GnRH-II has been investigated in cultured hGL cells. The
treatment of hGL cells with RU486, a progesterone antago-
nist, does not affect the levels of GnRH-I. In contrast, GnRH-
II mRNA were increased by the progesterone antagonist in a
dose- and time-dependent manner, suggesting that endoge-
nous progesterone eventually plays an inhibitory role on
GnRH-II expression in the ovary. Progesterone has a positive
effect on GnRHR-I promoter activity in the JEG-3 placen-
tal cell line in contrast to the repression observed in αT3-1
cells. The GRE/PRE at position −535/−521 has shown to
mediate progesterone receptor (PR) regulation in both αT3-1
gonadotroph and JEG-3 placental cells. Furthermore, it has

been shown that both PR-A and PR-B isoforms bound to the
progesterone receptor elements (PRE) in vitro and that the
balance between PR-A and PR-B over-expression in the dif-
ferent cell lines can determine the response to progesterone.
Whereas PR-A inhibits transcription in both placental and
pituitary cells, PR-B activates transcription in placental cells,
and inhibits transcription in pituitary cells.

13.7.2 Regulation by Gonadotropins

The expressions of GnRH-I and II have been shown to be reg-
ulated differentially by gonadotropins (FSH, LH) and hCG,
which bind to their cognate receptors and stimulate intracel-
lular cAMP production. In hGL cells, treatment with FSH
increased GnRH-II but decreased GnRH-I mRNA levels in
a dose and time-dependent manner. Using Southern blot
fluorescence immunocytochemical analysis and radioim-
munoassay demonstrated that cAMP treatment up-regulates
GnRH-II mRNA and protein levels in the neuronal TE-671
cells. The stimulatory effects of cAMP on GnRH-II gene
expression are through promoter mediation, and a putative
cAMP-responsive element located between nucleotides 67
and 60 (relative to the translation start site ATG) within the
human GnRH-II promoter is responsible for both the basal
and cAMP-induced promoter activities.

FSH, LH, and hCG have inhibitory role on GnRHR
mRNA expression. hCG down-regulates GnRHR-I mRNA
levels in primary ovarian granulosa-luteal cells without
changing GnRH-I expression. In contrast, hCG increased
GnRH-II mRNA levels.

13.7.3 Regulation by Melatonin

Melatonin is a pineal hormone that regulates the dynamic
physiological adaptations to changes in day length in season-
ally breeding mammals. Until recently, regulation of repro-
ductive function by melatonin was assumed to be restricted at
the level of the pituitary and the hypothalamus. However, the
presence of melatonin in the follicular fluid and of melatonin
binding sites in the ovary suggests a role for this hormone
in the ovary. By RT-PCR and Southern blot hybridization,
RNA transcripts encoding two melatonin receptor subtypes,
MT1-R and MT2-R, have been shown to be expressed in
hGL cells. These studies suggest that melatonin can also
exert effects on reproductive axis by directly binding to gran-
ulosa cells in the ovary. In human granulosa cells, both
types (MT1 and MT2) of melatonin-receptors are present and
melatonin up-regulates LH mRNA-receptor too. LH is essen-
tial for the initiation of leuteinization. Melatonin treatment
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enhances the human chorionic gonadotropin (hCG) stim-
ulated progesterone secretion with an inhibition of GnRH
and GnRH receptor expression. In support of this, melatonin
reduces both GnRH-I and GnRHR-I mRNA levels in human
primary granulosa-luteal cells in a dose-dependent manner.
Since GnRH-I has been implicated as a luteolytic factor in
the granulosa cells, this melatonin induced down-regulation
of GnRH-I and its receptor expressions may play a role in
interfering with the demise of corpus luteum during the mid
to late luteal phase, suggesting that melatonin directly regu-
lates the ovarian function. GnRH in the ovary act as an impor-
tant paracrine and/or autocrine regulator and may be involved
in the regression of corpus luteum [31].

13.7.4 Autocrine/Homologous Regulation
of GnRH and GnRHR

Levels of GnRH-I and GnRH-II mRNA are differentially reg-
ulated by GnRH. Treatment of human granulosa/luteal cells
and OSE cells with GnRH-I produced a biphasic effect on
GnRH-I mRNA levels. The higher concentrations of GnRH-
I decreased GnRH-I mRNA levels, whereas low concentra-
tions resulted in up-regulation of GnRH-I gene expression. In
contrast, treatment with different concentrations of GnRH-II
resulted in homologous down-regulation of its own mRNA
levels.

In rat primary granulosa cells the homologous regulation
of GnRHR-I by GnRH-I has not been demonstrated consis-
tently. The steady-state mRNA levels of GnRHR-I are dif-
ferentially regulated in the granulosa/luteal cells by GnRH-I
and GnRH-II. Treatment with GnRH-I produced a biphasic
change on GnRH-I receptor mRNA levels, whereas treatment
with GnRH-II down-regulated GnRH-I receptor expression at
various concentrations. Homologous regulation of translation
efficiency fromGnRHRmRNAhasbeenshowninαT3-1cells.

Treatment of human granulosa cell lines (SVOG-4o and
SVOG-4m) with high and low doses of GnRH-II induced
a significant decrease in GnRHR-I mRNA levels, whereas
GnRH-I induced a down-regulation at high doses and an
up-regulation at low doses, showing that the two lig-
ands regulate GnRHR-I transcription differentially. In the
human choriocarcinoma JEG-3 and the immortalized extrav-
illous trophoblast IEVT placental cell lines, the human
GnRHR-I mRNA is up-regulated after 24 h of continu-
ous stimulation with GnRH-I. This may be a tissue-specific
mechanism through the PKC pathway, as shown in αT3-1
cells, and/or the PKA pathway to help to maintain GnRH-
I stimulated hCG secretion throughout pregnancy. This may
involve, because the human GnRHR gene is up-regulated by
activators of the PKA pathway, via binding of CREB to two
AP-1/CRE elements [11].

13.8 Functional Roles of GnRH in Female
Reproductive System

Besides the well-established role for GnRH-I and GnRHR-I
in gonadotropin regulation in the pituitary, the detection of
both forms of the hormones and receptors in multiple mam-
malian non-pituitary tissues and cells suggests numerous and
diverse autocrine, paracrine, and endocrine extra-pituitary
roles for GnRHs and GnRHRs [11,22]. It has been demon-
strated that both forms of GnRH function as local paracrine
and autocrine factors in the mammalian ovary/ovarian follic-
ular development via regulating steroidogenesis, cell prolif-
eration, and apoptosis [32–36]. However, detailed functional
studies on female reproductive tract are lacking.

13.8.1 Antigonadotropic Effects of GnRH

GnRH-I possesses antigonadotropic effects in the ovary
by down-regulating the expression of FSH and LH recep-
tors, inhibiting gonadotropins-stimulated cAMP produc-
tion and steroidogenic enzymes. Treatment with GnRH-I
agonist rapidly stimulated the phosphorylation of the extra-
cellular signal-regulated kinase (ERK) and caused a signifi-
cant increase in Elk-1 phosphorylation and c-fos messenger
RNA expression in human granulosa/luteal cells. Activation
of ERK in the granulosa cells is dependent on protein kinase
C (PKC) and involvement of the Gαq protein. Pretreatment
with MEK 1 inhibitor, PD98059, completely reversed the
GnRH-I-inhibited progesterone production. These observa-
tions suggest that GnRH-I down-regulates steroidogenesis in
the granulosa cells via a PKC-dependent and ERK signal-
ing cascades. Other studies also demonstrated that GnRH-II
possesses antigonadotropic effects in the ovary, since treat-
ment with GnRH-II inhibited gonadotropin receptors expres-
sion, and basal and hCG-stimulated progesterone secretion.
However, in contrast to GnRH-I, GnRH-II treatment does not
affect basal and hCG-stimulated intracellular cAMP accu-
mulation, suggesting that these hormones exert their antig-
onadotropic effects at the receptor level, but not at the cAMP
level in human granulosa/luteal cells.

13.8.2 Antiproliferative Effects of GnRH

GnRH-I is a negative autocrine regulator of proliferation in
ovarian cancer cells. Treatment with the GnRH-I antagonist,
Cetrorelix, suppressed the growth of ovarian cancer, and
GnRH-I agonist treatment inhibited the growth of normal
human OSE cells in a time- and dose-dependent manner.
These antiproliferative effects can be reversed by treatment
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with GnRH antagonist Antide. Antide is a third generation
GnRH antagonist, obtained by several modifications of native
amino acids of GnRH (Antide, [N-AC-D-Nal(2)1,pCl-D-
Phe2,D-Pa1(3)3,Lys(Nic)5,D-Lys(Nic)6,Lys(iPR)8,D-Ala10]
GnRH) with long-lasting inhibitory effects on gonadotropin
secretion. 17β-estradiol can antagonize the growth inhibitory
effects of GnRH-I on an ovarian cancer cell line, OVCAR-3,
but not in normal human OSE cells. These evidences
provide a potential cross-talk between estradiol/ER and
GnRH-I/GnRHR-I systems, which may be an important
factor in controlling the growth of normal and neoplastic
OSE cells. The growth-suppressive effect of GnRH-I on
ovarian cancer has been mediated via the regulation of the
MAPK signaling cascade. Other studies have demonstrated
that the inhibitory effects of GnRH-I on ovarian cancer cell
line are mediated via the ERK signaling cascade and require
the Gβγ subunit. In contrast, few studies demonstrated that
treatment with GnRH-I agonist antagonized growth factor
induced mitogenic signaling in ovarian cancer, possibly
via down-regulation of growth factor receptor expression
or growth factor-induced tyrosine kinase activity, or both.
Taken together, results from these studies indicate that
GnRH-I exert its antiproliferative effects in ovarian cancer
cells by modulating the activity of mitogenic signaling via
the pertusis toxin-sensitive Giα protein. By RT-PCR and
Southern blot analysis it was demonstrated that GnRH-II
also function as a negative autocrine growth factor in human
ovary, normal OSE, immortalized OSE, primary cultures
of ovarian tumors, and ovarian cancer cell lines. Treatment
with GnRH-II produced a dose-dependent reduction of
[3H-thymidine] incorporation in both non-tumorigenic
and tumorigenic cells. Also, anti-proliferative effects of
GnRH-II on ovarian cancer cell lines (EFO-21, OVCAR-3,
and SK-OV-3) are dose- and time-dependent manner. These
antiproliferative effects are found to be significantly more
potent than that produced by equimolar doses of GnRH-I
agonist. Treatment with GnRH-I agonist has no effects
on GnRHR-I-negative SK-OV-3 cells proliferation. This
antiproliferative effects of GnRH-II on ovarian cancer cells
are not likely due to cross interaction with the GnRHR-I
and, therefore, suggests that the GnRH-II/GnRH-II receptor
system represents an additional autocrine growth regulatory
system in ovarian cancer.

13.8.3 Role of GnRH in Apoptosis

A few studies suggested a physiologic role of the GnRH sys-
tem in the control of follicular atresia and luteolytic factor
by increasing the number of apoptotic luteinized granulosa
cells. In hGL cells isolated from IVF patients the incidence
of apoptosis was demonstrated to be stimulated by GnRH-I
agonists. GnRH-I agonist treatment caused a time- and dose-

dependent increase in DNA fragmentation in rat granulosa
cells isolated from preantral and antral follicles. However, the
signaling mechanisms mediating the proapoptotic effects of
GnRH-I in the granulosa cells are largely unknown. Thus,
GnRH can inhibit DNA synthesis, induce apoptosis, and
activate genes important for follicular rupture and oocyte
maturation such as plasminogen activator, prostaglandin
endoperoxide synthase type 2, and PR, and regulators of
matrix remodeling such as the MMPs. GnRH-I and II
are expressed in human placenta and are key regulator of
urokinase-type plasminogen activator (μPA) and its inhibitor,
plasminogen activator inhibitor (PAI-I). In endometrial stro-
mal cultures from first trimester decidual tissues, GnRH-I
increased expression of μPA mRNA and protein. In contrast
GnRH-II decreased PAI-1 mRNA and protein expression.

Direct evidences for the pro-apoptotic effect of GnRH-
I in ovarian cancer cells are lacking. The treatment with
GnRH-I agonist stimulated the expression of both Fas lig-
and messenger RNA and immunoreactive Fas ligand, and
the stimulated Fas ligand expression could be abolished by
antide, indicating that this effect is receptor-mediated in ovar-
iancarcinomas SK-OV-3andCaov-3cells, and incells isolated
from GnRHR-1-bearing ovarian tumors. However, in contrast,
GnRH-I agonist reduced cytotoxin-induced apoptosis in ovar-
ian cancer cell lines, EFO-21 and EFO-27, via activation of
nuclear factor-kappa B (NF-kB) signaling. NF-kB is a ubiq-
uitous, heterodimeric transcription factor that is sequestered
in the cytoplasm by inhibitor of kappa B (IkB) family pro-
teins. Phosphorylation of IkB by inhibitor of kappa B kinase
A and B targets it for ubiquitination and proteasome medi-
ated degradation. Degradation of IkB frees NF-kB, allowing
its translocation into the nucleus and subsequent activation of
its target genes. Genes implicated in cell survival that are acti-
vated by NF-kB includes the pro-survival Bcl-2 family mem-
ber Bfl-1/A1 and the caspase inhibitors c-IAP1 and c-IAP2.
Although the activation of NF-kB by GnRH-I in the ovar-
ian cancer cells is presumably mediated by Gia, the signal
transduction pathway leading to NF-kB activation seems to
be independent on the interaction between GnRH-I and the
growth factor-mediated mitogenic signaling as mentioned ear-
lier, since treatment with phosphatase inhibitor had no effects
on GnRH-I induced NF-kB activation. GnRH-I possess two
opposing activities (antiproliferative versus antiapoptotic) in
ovarian cancer cells via two distinct signal transduction path-
ways mediated by Giα protein.

13.9 Summary

The functional physiologic role of GnRH and its recep-
tor in female reproductive tissues/cells are under active
investigation. The growing evidence of the presence of
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endogenous GnRH or GnRH-like molecules and GnRHR
systems in female reproductive system supports the concept
of an autocrine or paracrine regulator of female reproductive
system. However, the biological functions of GnRH-II and
its receptors in mammals are largely unclear. Current prob-
lems in the field include the detection of GnRH and GnRHR
mRNA often with RT-PCR techniques without functional
assays of protein expression and ligand-binding assays. Stud-
ies of potential physiologic signaling via GnRHR in extrapi-
tuitary tissues are flawed by the sole use of GnRH agonists
and/or antagonists with long half-lives, often at pharmaco-
logic levels. These agents may trigger signaling via local
GnRHR that is different from potential physiologic paracrine
signaling from local GnRH/GnRHR activity. Cell systems
serve as models for GnRHR signaling. However, many are
not physiologic models. This may explain the divergent path-
ways detected and confuse the complexities of functional
pathways in vivo. Finally, few cutting-edge techniques have
been used to date to prove that the effects of GnRH agonists
or antagonists in peripheral target tissues are via the GnRHR,
such as the use of siRNA, antisense technology, or tissue-
specific knockouts. Further research is needed to differentiate
between GnRH/GnRHR signaling in normal female repro-
ductive tract/sites and show how it differs from that of pitu-
itary or in cancer cells.

13.10 Glossary of Terms and Acronyms

AP-1: activator protein-1

Bcl-2: proto-oncogene

Bfl-1/A1: Bcl-2 family member

Caov-3: ovarian cell line

C/EBP: CCAAT/enhancer binding protein

c-Fos: product of the proto-oncogene c-fos that dimerize
with c-Jun (c-Fos/c-Jun heterodimer) to form the transcrip-
tion factor AP-1

c-IAP1: caspase inhibitor

c-IAP2: caspase inhibitor

c-Jun: product of the proto-oncogene c-jun that dimerize
with c-Fos to form the transcription factor AP-1.

CRE: cAMP response element

DAG: diacylglycerol

dbB: diagonal band of Broca

EFO-21: ovarian cancer cell line

EFO-27: ovarian cancer cell line

EGF: epidermal growth factor

EGFR: epidermal growth factor receptor

EL: extracellular loop

ER: estrogen receptor

ERK: extracellular signal-regulated kinase

FSH: follicle stimulating hormone

GAP: GnRH-associated peptide region

GGH3: somatolactotroph cells

GLCs: granulosa luteal cells

GnRH: gonadotropin-releasing hormone

GnRHR: gonadotropin-releasing hormone receptor

GnSE: GnRHR-specific enhancer

GPCR: G protein-coupled receptors

GRAS: GnRHR activating sequence

GRE/PRE: glucocorticoid responsive element/
progesterone responsive element

GRKs: G protein-coupled receptor kinases

hGL: human granulosa-luteal cells

HPLC: high-performance liquid chromatography

IEVT: immortalized extravillous trophoblast

IkB: inhibitor of kappa B

IL: intracellular loop

IVF: in vitro fertilization

JEG-3: placental cell line

JNK: Jun N-terminal kinase

LbT2: gonadotroph cell line

LH: luteinizing hormone

MAPK: mitogen activated protein kinases

MEK 1: threonine and tyrosine recognition kinase

MMP: matrix metalloproteinase

MT1-R: melatonin receptor subtype

MT2-R: melatonin receptor subtype

NF-kB: nuclear factor-kappa B

NRE: negative regulatory element

OE: ovarian epithelial cells

OSE: ovarian surface epithelial cells

OVCAR-3: ovarian cell line
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PAI-I: plasminogen activator inhibitor

PCR: polymerase chain reaction

Pitx-1: pan pituitary homeobox transcription factor

PKC: protein kinase C

POA: preoptic area of the brain

POA-AH: preoptic area of anterior hypothalamus

PR: progesterone receptor

PRE: progesterone receptor elements

Ras: oncogene of the Harvey (rasH) and Kristen (rasK) rat
sarcoma viruses. These genes, which are frequently activated
in human tumors, encode a 21 kD G-protein.

RBM-8A: RNA-binding motif protein-8A

RT-PCR: reverse transcriptase polymerase chain reaction

SF-1: steroidogenic factor-1

SK-OV-3: ovarian cell line

Src: name of the first described retroviral oncogene (v-src),
from the chicken Rous sarcoma retrovirus and its precursor
(c-src), which encode a membrane-associated protein kinase.

SURG-1: sequence underlying responsiveness to GnRH
element

SVOG-4m: human ovarian granulosa-luteal cell line

TLCs: theca luteal cells

SVOG-4o: human ovarian granulosa-luteal cell line

TE-671: neuronal cell line

TM: trans-membrane

UTR: untranslated region

IP3: inositol 1,4,5-triphosphate

αT3-1: ovarian cell line
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Chapter 14

FSH: One Hormone with Multiple Forms, or a Family
of Multiple Hormones

Tim G. Rozell and Rena J. Okrainetz

14.1 Introduction

Follicle stimulating hormone (FSH) is produced within pitu-
itary gonadotroph cells and is a critical component of the
reproductive process. It has a wide variety of activities in both
male and female reproductive tissues including growth, divi-
sion, and differentiation of Sertoli and granulosa cells. As
a result, FSH is directly involved in the production of both
male and female gametes, as well as production of hormones
(estradiol and inhibin) that feed back to influence secretion
of FSH from the pituitary.

Follicle stimulating hormone is a member of the glyco-
protein hormone family, which also includes luteinizing hor-
mone (LH), thyroid stimulating hormone (TSH), and human
chorionic gonadotropin (hCG). Both LH and FSH are pro-
duced in the same cell type (the gonadotroph), while TSH
is produced within thyrotroph cells and hCG is produced by
placental trophoblast cells [1]. Each member of this family
has two subunits, α and β. The α subunit has the same amino
acid sequence for each of the glycoprotein hormones, while
the β subunit confers a unique immunological and biolog-
ical conformation to the hormone. Interestingly, in spite of
their differences in amino acid composition and in spite of the
uniqueness of the β subunit among the different glycoprotein
hormones, the α and β subunits have been found to have sim-
ilar three-dimensional structures in both hCG [2] and FSH
[3], as determined by X-ray crystallography.

This chapter will discuss hormonal control of synthesis
and secretion of FSH subunits from gonadotrophs, including
the roles of inhibin, activin, follistatin, gonadotropin releas-
ing hormone (GnRH), and gonadal and non-gonadal steroids.
The glycoprotein hormones are called as such because they
contain carbohydrates attached to both subunits. O-linked
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oligosaccharides have been found to be involved in both
biological activity and half-life in the blood, but to have little
role in receptor binding or assembly and secretion of the gly-
coprotein hormones. In contrast N-linked oligosaccharides
have been found to be critical for subunit assembly and secre-
tion and are likely to be involved in chaperone-assisted fold-
ing as well [4]. The specific features and biological roles of
O- and N-linked carbohydrates will be discussed further in
Sections 14.4 and 14.5. In addition, the three-dimensional
structure, clinical uses and naturally occurring mutations of
FSH will be discussed in this chapter.

14.2 Pituitary Gonadotrophs

The anterior pituitary arises from oral ectoderm during
embryonic development, eventually coming to rest in a small
pocket within the sphenoid bone called the sella tursica. At
the same developmental time, the posterior pituitary arises
from neuroectoderm. The anterior pituitary contains a num-
ber of cell types, each of which are under primary control
by the hypothalamus, while the posterior pituitary contains
nerve endings from neuroendocrine cells that arise within the
hypothalamus. Five distinct endocrine cell types arise within
the anterior pituitary: somatotrophs that produce growth
hormone (somatotropin), lactotrophs that produce prolactin,
thyrotropes that produce TSH, corticotrophs that produce
adrenocorticotropic hormone (ACTH), and gonadotrophs
that produce both LH and FSH.

The gonadotroph is therefore unique among pituitary cell
types in producing two distinct hormones that are related, but
have somewhat different biological roles during the repro-
ductive process. Originally, it was thought that LH and FSH
were controlled separately by distinct hypothalamic releas-
ing hormones. However, no apparent candidate for a separate
FSH releasing hormone has emerged and GnRH (sometimes
called LHRH or luteinizing hormone releasing hormone) is
found to cause release of both LH and FSH under a wide
variety of conditions.
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An intriguing possibility for how a single cell type within
the pituitary could be stimulated to produce more LH than
FSH or vice versa at different times during the reproductive
cycle comes from the finding that several cell types within
the anterior pituitary are capable of responding to different
releasing hormones [5] and that certain pituitary cells, includ-
ing gonadotrophs, may contain different amounts of recep-
tors for hypothalamic releasing hormones at certain stages of
life [6]. Thus, it may be a combination of releasing factors
that signals the gonadotroph cell to produce and/or release
more or less LH and/or FSH.

An alternative explanation comes from the finding that
pulse frequency of the hypothalamic releasing factor GnRH
determines which gonadotropin is predominately produced
by cells [7]. The common α-subunit gene is transcribed to
mRNA at the highest rates while GnRH pulses occur at high
frequency, but α-subunit mRNA is made in lesser amounts
at lower frequencies of GnRH pulses. Therefore, the com-
mon α-subunit is made at all times, albeit at a faster rate
when GnRH pulse frequencies are highest. At intermediate
GnRH pulse frequencies, transcription of the β-subunit for
LH is favored, while at lower pulse frequencies of GnRH,
transcription of the FSH β-subunit occurs at the highest rate
[8–10]. As a result, it can be hypothesized that low pulse fre-
quency of GnRH favors FSH and therefore sets up follicular
development during the reproductive cycle. Then, increased
pulse frequency of GnRH results in greater production of LH
at a time when granulosa cells gain LH receptors and the
follicle becomes dominant. Increased synthesis of LH would
also be required for the preovulatory surge of LH that results
in ovulation, and therefore support for this hypothesis would
require a finding of increased GnRH pulse frequency as fol-
licular development progresses. In sheep, the GnRH pulse
frequency was found to be highest just before the preovu-
latory surge of LH, lending support to this hypothesis [11].
However, amplitude of GnRH pulses may also play a role,
as GnRH pulse frequency was found to increase during the
transition from the luteal to the follicular phase, while the
amplitude of GnRH pulses decreased [11].

Still another possible explanation for differential secretion
of LH and FSH by pituitary gonadotrophs comes from stud-
ies on autocrine and paracrine control of gonadotropin secre-
tion within the pituitary. Autocrine and paracrine factors and
their influence on gonadotrophs will be discussed in Section
14.4, specifically in the Section 14.4.1.

14.3 Structure and Characteristics
of FSH Genes

As previously discussed, production of a functional FSH pro-
tein requires transcription and translation of two different
genes within pituitary gonadotrophs.

14.3.1 FSH β-Subunit Gene

The gene encoding the unique β-subunit has been cloned and
characterized from a number of species, including humans
[12], rats [13], mice [14], cows [15], pigs [16], sheep [17],
chickens [18], and ducks [19] to name a few. For the human,
the gene encoding the β-subunit specifies a 120-amino acid
protein, the first 19 of which serve as a signal sequence [12]
that directs co-translational insertion into the endoplasmic
reticulum for folding and processing.

The human FSH β-subunit gene also contains three exons
and two introns, and this complex gene structure allows alter-
nate splicing to produce multiple forms of the mRNA tran-
scripts [14]. An alternate splicing donor site within exon 1
causes transcripts to have different lengths of 5′ untranslated
regions (5′ UTR), with approximately 65% of transcripts
containing 63 bases in the 5′ UTR and approximately 35%
of transcripts containing 33 bases in the 5′ UTR [14]. These
different lengths may affect binding of the ribosome and sub-
sequent rates of protein synthesis.

There are also differences in the size of the poly-A tail (mul-
tiple adenosine residues linked to each other) that is added at
the 3′ end of the FSHβ transcript. About 80% of all transcripts
contain a very long poly-A tail, while the other approximately
20% of transcripts have little to no poly-A tail [14]. The length
of the poly-A tail of mRNA transcripts has been linked to the
stability of the transcripts within cells, and thus the FSH β-
subunit transcripts containing the longest poly-A tails would
be expected to have much greater stability within gonadotroph
cells. As a result of splice variation and different polyadeny-
lation signals, four unique transcripts are produced for FSH
β within gonadotrophs. A similar distribution of poly-A tail
lengths is found for transcripts containing the long or short 5′

UTRs, suggesting that alternative splicing and polyadenyla-
tion are regulated in an independent fashion [14].

14.3.2 FSH α-Subunit Gene

A single gene containing four exons and three introns
encodes the α-subunits of FSH, LH, CG, and TSH (and
thus the glycoprotein hormones have identical amino acid
sequences within their α-subunits). The common glycopro-
tein alpha (CGA) subunit gene was characterized from mouse
pituitary thyrotropic tumor cells [20,21] and found to pro-
duce a precursor form of the protein consisting of 96 amino
acids linked to a 24-amino acid leader sequence that is
subsequently cleaved from the protein. The mature protein
consists of 92 amino acids after post-translational process-
ing [22]. The CGA from the rat is very similar to that of
the mouse, with only six conserved amino acid substitution
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differences between the two [23]. The amino acid sequence
of the mouse CGA is similar to that of the cow (93% homol-
ogy), sheep (91% homology), and pig (98% homology) [20].
The homology of the mouse CGA is slightly lower in horses
(82% homology) and humans (75% homology), although
the changed amino acids represent conservative substitutions,
and thus are similar in hydrophobicity or hydrophilicity [20].

14.4 FSH Synthesis

Synthesis of FSH subunits is the rate-limiting step for pro-
duction of significant quantities of FSH in gonadotroph cells
[24,25], and possibly different combinations of hypothala-
mic releasing factors or slow pulse frequencies of GnRH are
required to increase FSH synthesis. Additionally, hormonal
conditions at the time of post-translational processing of FSH
may influence the biological characteristics of the secreted
hormone by altering carbohydrate composition. Thus, tran-
scriptional control of FSH subunit gene expression may play
the largest role in controlling the quantity of FSH available
for secretion, while hormonal control of post-translational
processing may control the specific activity of the FSH that
is subsequently released. Additionally, autocrine or paracrine
factors appear to have significant involvement in the synthe-
sis, assembly, and subsequent secretion of FSH subunits.

14.4.1 Hormonal Control of FSH
Gene Expression

Successful reproductive activity in all mammalian species
requires increased release of pituitary FSH in order to stim-
ulate development of small follicles on the ovary, or sperma-
tocytes within the testis. Species which ovulate a single fol-
licle (cows, humans, a number of other primate species and
other large ruminants) are required to have elevated FSH for a
period of time to support follicular growth to the point where
receptors for LH begin to appear within granulosa cells of
the largest follicle. At this point in the reproductive cycle,
it is important for FSH secretion to decline so that only folli-
cles which can respond to LH can continue to receive enough
gonadotropin support for ongoing development. Otherwise,
all large follicles would likely ovulate, and there are typically
enough sperm present at conception to cause all ovulated
oocytes to become fertilized. For many of these species, the
energy demands required to raise multiple offspring would
be overwhelming, and would limit their ability to survive
an often harsh climate. Therefore, it is equally important
that negative control be exerted over FSH secretion from the
pituitary.

Synthesis of FSH occurs within gonadotroph cells of the
pituitary. As previously discussed (see Section 14.2), GnRH
is released from the hypothalamus in a pulsatile manner that
is controlled by a wide variety of hormones and other factors,
and the pattern of pulsatility appears to dictate expression of
FSH subunit genes (with slow pulses favoring FSH β-subunit
gene transcription). In addition, synthesis of GnRH receptors
within gonadotrophs plays an important role in sensitivity to
GnRH. Hormones or factors that are known to affect circulat-
ing concentrations of FSH have also been found to alter syn-
thesis or at least cell-surface numbers of GnRH receptors in
the pituitary [26,27]. GnRH is a decapeptide that is produced
within neurons that originate primarily in the preoptic area of
the hypothalamus, as well as in other hypothalamic regions,
and which terminate on capillaries within the median emi-
nence. These capillaries lead to portal vessels that terminate
in capillaries within the anterior pituitary.

The GnRH receptor is a member of the G protein-coupled
superfamily of receptors. Upon binding GnRH, the receptor
may activate a number of second messenger pathways which
have a complex pattern of interaction. Pathways known to
be activated by GnRH include phospholipase C, calcium
release from intracellular stores, inositol 1,4,5-triphosphate
(IP3), protein kinase C (PKC), and mitogen-activated protein
kinase (MAPK) [28,7]. Activation of these pathways may
then cause increased transcription of FSH subunit genes by
causing increased synthesis or activation of transcription fac-
tors, or by modifying chromatin to allow accessibility of tran-
scription factors to FSH subunit gene promoter sequences.
Regardless of the precise mechanism, GnRH appears to reg-
ulate FSH subunit production primarily by controlling tran-
scription [8]. Additionally, GnRH may have direct or indirect
effects on stability of FSH subunit mRNA [29,30].

Not only does GnRH intracellular signaling involve a
complex interaction of second messenger pathways, but there
are several other hormones that appear to modulate transcrip-
tion of FSH subunit genes. These hormones include activin,
inhibin, follistatin estrogen, progesterone, testosterone, and
glucocorticoids [31,32]. Many of these hormones work in
a synergistic fashion, either to enhance or suppress produc-
tion of FSH. Some come from gonadal tissues and thus pro-
vide feedback to the pituitary and hypothalamus regarding
the reproductive state of the animal, while others come from
within the pituitary itself.

Inhibin is a heterodimeric protein that is produced within
the gonads, brain, pituitary, and adrenal glands. Although
inhibin production does occur locally within the pituitary,
its primary activity in decreasing FSH synthesis and secre-
tion occurs through endocrine secretion of inhibin from the
gonads. For example, neutralization of circulating inhibin
with antibodies results in increased circulating FSH, while
injection of recombinant inhibin caused reduced FSH secre-
tion [33].
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The inhibin heterodimer is composed of an inhibin/activin
β-subunit (either βA or βB) and a unique α-subunit. It is a
member of the TGF-β family of growth factors and serves as
an activin antagonist by interacting with the type-III TGF-β
receptor (betaglycan), which binds to either activin or inhibin
with high affinity. Upon binding inhibin, the type III TGF-
β receptor causes the recruitment and sequestration of the
activin receptor [34]. As a result, a primary mode of action
for inhibin in suppression of FSH production is through
removal of the stimulatory effects of activin (via preventing
activin from binding to its receptor). TGF-β may then reduce
the activin-suppressing effects of inhibin by interfering with
inhibin binding to the type-III TGF-β receptor.

Activin is also a member of the TGF-β superfamily (along
with inhibin) and is composed of sulfhydryl-linked dimers
of inhibin/activin-β subunits (either βA or βB) [33]. Thus
it is a homodimer rather than a heterodimer like inhibin,
even though three forms of activin may be produced: Activin
A (βA and βA), activin AB (βA and βB), or activin B
(βB and βB). Activin is produced within the pituitary and
gonads, but is known to act locally within the pituitary
to regulate gonadotropin secretion from gonadotrophs [35].
Activin has been shown to work in concert with GnRH
within gonadotrophs to increase production of FSH β-subunit
mRNA [35]. Downstream signaling molecules induced by
activin can bind to promoter regions of both the FSH β-
subunit and GnRH receptor genes within gonadotrophs, and
therefore, activin may increase FSH β-subunit synthesis at
the same time it stimulates increased sensitivity to GnRH.

Activin receptors within pituitary cells are members of
the TGF-β receptor family, and consist of type I and type II
single-transmembrane domain receptors. The type II activin
receptor may exist as either ActRIIA (sometimes referred to
simply as ActRII) or ActRIIB. Binding of activin to the type
II receptor then activates the type I receptor, ALK4 (activin
receptor-like kinase 4) [35,36]. Activated ALK4 then acti-
vates either Smad2 or Smad3 (some suggestions are that
Smad3 is preferentially activated by activin [37]), which in
turn activates and binds a co-mediator known as Smad4.
The Smad3/Smad4 complex moves into the nucleus where
it interacts with a pituitary-specific co-activator known as
Pitx2. The entire complex binds to a consensus binding ele-
ment within the promoter region of the FSH β-subunit gene
and within the promoter of the GnRH receptor gene, and
causes increased transcriptional activity and production of
either FSH-β or GnRH receptor mRNA (see Fig. 14.1).

In addition to causing increased transcriptional activity of
FSH-β and GnRH receptor genes, activin has also been found
to stimulate production of follistatin, and to do so indepen-
dently of inhibin in sheep [38]. In turn, endocrine secretion
of inhibin and local production of follistatin are key nega-
tive regulators of activin production. An additional negative
regulator of activin occurs downstream from its intracellular

Fig. 14.1 Activin signaling pathway in pituitary gonadotrophs. Activin
binds to its receptor, either ActRIIA or ActRIIB (shown here), which
then dimerizes. Binding of activin causes activation of the type I activin
receptor, activin receptor-like kinase 4 (ALK4), which then activates
either Smad2 or Smad3 (Smad3 seems to be preferentially activated
within gonadotrophs). Activated Smad3 causes activation of Smad4
and these two activated signaling molecules then associate and translo-
cate to the nucleus. The Smad3/Smad4 complex interacts with Pitx2, a
pituitary-specific transcription factor, and the entire complex binds to
promoter elements within the upstream portion of the FSHβ gene. Neg-
ative feedback occurs within the activin signaling pathway via Smad3
activation of Smad7, which associates with ALK4 and prevents its acti-
vation

signaling pathway. Activation of Smad2/3 by ALK4 (as acti-
vated by binding of activin to ActRIIA/B) also causes acti-
vation of Smad7, which subsequently feeds back to associate
with and inhibit the activity of ALK4 (Fig. 14.2). As a result,
there appears to be a complex yet elegant system of nega-
tive feedback pathways within the pituitary, which is likely
to be necessary given that activin is constitutively expressed
throughout the reproductive cycle [36].

Follistatin is a glycoprotein monomer that is produced
within both gonadotrophs and folliculostellate cells of the
anterior pituitary [39]. Folliculostellate cells are cells that
surround hormone producing cells and form an intercon-
nected network [40]. Thus, follistatin acts as a paracrine fac-
tor to regulate activin activity in gonadotrophs through a
powerful and widespread series of protein–protein interac-
tions [36]. The follistatin protein has a unique conformation
that allows it to bind specifically to the location on activin
where activin would normally interact with ActRIIA/B, and
as a result, follistatin prevents interaction of activin with its
receptor (Fig. 14.2). Furthermore, the N-terminus of follis-
tatin has the ability to bind with the type I receptor binding
domain on activin, effectively preventing it from activating
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Fig. 14.2 Inhibition of the activin signaling pathway by follistatin
or inhibin. Follistatin is produced by folluculostellate cells that form
a matrix outside gonadotroph cells within the pituitary. Follistatin pro-
duction may be increased by activin or by pituitary adenylate cyclase-
activating polypeptide (PACAP; not shown), where it then associates
with the receptor-binding site on activin. The N-terminal region of fol-
listatin also has affinity for the type II activin receptor (ActRII), such
that it covers the binding region on the activin protein as well as cover-
ing the activin-binding site within the activin receptor. Inhibin (primar-
ily from the gonads) serves as an activin antagonist by binding to the
type III TGFβ receptor (betaglycan) and sequestering activin receptors
within the gonadotroph

this receptor and the subsequent Smad2/3 pathway. Thus, a
single follistatin protein will mask two receptor binding sites
on activin and completely prevent activation of the activin
signaling pathway. Two follistatin proteins will eventually
cover each activin dimer, and the interaction between these
two follistatin molecules may occur in a cooperative manner
(i.e., binding of follistatin to activin causes a conformation
that promotes binding of a second follistatin to activin, which
further promotes binding of the first follistatin to activin). Not
surprisingly, then, follistatin overexpression results in infer-
tility [41].

Production of follistatin within folliculostellate cells is
controlled by a variety of hormones. Follistatin gene expres-
sion is increased by activin [42,43], GnRH, and pitu-
itary adenylate cyclase-activating polypeptide (PACAP) [44],
while follistatin gene expression is suppressed by testos-
terone [43], inhibin [43,45], and by follistatin [43,46]. For
the latter two, it seems likely that binding of inhibin or follis-
tatin to activin shuts off the activin-induced increase in follis-
tatin gene expression, and thus suppression of follistatin by
inhibin or follistatin may be somewhat indirect.

Interestingly, PACAP also preferentially increases CGA
transcription and causes extension of the Poly-A tail on
the LHβ mRNA, resulting in increased half-life within
gonadotrophs [44]. At the same time, PACAP caused reduced
production of FSH β-subunit mRNA within cultured rat pitu-
itary cells [44]. Both hormone producing and folliculostel-
late cells within the pituitary are found to express both
the follistatin gene and PACAP receptors; however, PACAP

has been found to increase follistatin production specifically
within gonadotrophs and folliculostellate cells [47]. PACAP
may thus represent an activin-independent pathway for up-
regulation of follistatin in order to ensure reduced secretion
of FSH at the appropriate time during the reproductive cycle.

Pulse frequency of GnRH release from hypothalamic neu-
rons is known to play a role in preferential production of
FSH β-subunit mRNA from gonadotrophs, with slow pulses
causing the greatest increase in FSHβ transcription. An addi-
tional interaction among hormones within the pituitary (as
though additional interactions were needed) involves pulse
frequency of GnRH release and its effect on activin pro-
duction. Pulses of GnRH at a low frequency in rats cause
increased transcription of FSHβ and activin β subunit within
gonadotrophs, while pulses of GnRH at high frequency pref-
erentially increased transcription of follistatin over that of
activin β subunits [46]. Therefore, GnRH pulse frequency
may have direct impacts on activin production at the same
time as activin has direct impacts on production of GnRH
receptors. As GnRH pulse frequency becomes more rapid
closer to ovulation, stimulation of follistatin is favored over
that of activin, and transcription of LHβ is favored over that
of FSHβ (see Section 14.2).

Estrogen is a steroid hormone produced when FSH binds
to its receptors within granulosa cells of the developing folli-
cle on the ovary. Estrogen is primarily secreted as estradiol-
17β (estradiol) in mammalian species, and is produced
when FSH stimulates production of P450 aromatase, an
enzyme within granulosa cells that causes the conversion of
androstenedione (produced by theca cells of the developing
follicle and stimulated by LH) to estradiol. Because FSH has
an important physiological impact on estradiol production, it
is not surprising that estradiol may feed back and alter either
GnRH pulsatility, GnRH receptors, or directly alter FSH
synthesis within the pituitary. In ovariectomized ewes, for
example, infusion of estradiol in a manner that mimicked the
preovulatory rise in endogenous estradiol caused a reduction
in FSH secretion [48].

Estradiol appears to have impacts on both the hypotha-
lamus and pituitary to alter FSH synthesis and/or secretion.
Cannulation of the portal vessels of sheep revealed decreased
GnRH release during the anestrous season in response to
estradiol [49]. Thus, it appears that estradiol has a dramatic
effect directly on the hypothalamus. However, treatment of
cultured pituitary cells with estradiol resulted in an increase
in GnRH receptors on those cells [50], while estradiol treat-
ment of ewes in which the effects of GnRH on GnRH recep-
tor production were removed also had increased receptors for
GnRH within the pituitary [51]. Estradiol was also found to
directly inhibit synthesis and secretion of FSH from cultured
gonadotrophs taken from anestrous ewes, and in this same
study estradiol also reduced mRNA for activin βB subunit
in a dose-dependent manner within cultured pituitary cells
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[52]. However, these effects of estradiol may be different in
other species or in animals not in their anestrous season. For
example, in rats, estradiol had no effect on FSH β-subunit
mRNA, while increasing mRNA for activin βB and tran-
siently suppressing follistatin mRNA. In this case, then, the
overall effect of estradiol would be positive toward synthesis
and secretion of FSH.

Progesterone and testosterone are steroids produced
within the gonads, while glucocorticoids are steroids pro-
duced within the adrenal cortex. However, these steroids all
have similar molecular structures and act through related
receptors within cells. Testosterone has been found to
increase FSH β-subunit mRNA upon supplementation of cas-
trated rats [53–55]. Progesterone caused a similar increase
in FSH β-subunit mRNA when supplemented in rats [56],
and anti-progestins have been found to specifically block
this response [57]. Further, experiments with reporter genes
linked to the FSH β-subunit gene promoter revealed that
progesterone increased reporter gene activity in both sheep
[58] and rats [59], and further studies found the presence
of six progesterone response elements (PREs) within the
FSHβ gene promoter in sheep [58] and three PREs within
the FSHβ promoter region of rats [59]. Therefore, it appears
that progesterone has a direct effect on FSH β-subunit expres-
sion by binding to its receptor within gonadotrophs and
directly enhancing gene expression by interacting with FSHβ

upstream promoter elements.
Both testosterone and progesterone have recently been

found to interact with the activin signaling pathway in a coop-
erative fashion. In these studies, direct protein–protein inter-
actions occurred with either the testosterone or progesterone
receptors and Smad proteins that are activated within the
activin signaling pathway [31]. Further, both Smad proteins
and progesterone or testosterone receptors were required to
bind their respective promoter elements within the FSH β-
subunit gene to achieve maximal cooperative stimulation of
expression [31].

However, some species-specific differences may exist in
the mechanism whereby testosterone influences FSH synthe-
sis. Serum FSH levels were found to decrease more dramati-
cally if testosterone was added in combination with a GnRH
antagonist in men [60]. A possible explanation for this find-
ing is that testosterone caused increased mRNA for follistatin
in a pituitary cell line from primates [61], and thus it is possi-
ble that testosterone works by activating a paracrine inhibitor
of FSH in humans.

Glucocorticoids have also been found to enhance FSH β-
subunit expression within pituitary gonadotrophs [32]. FSH
β-subunit mRNA increased in animals in which glucocor-
ticoids were administered, as well as in primary cultures
of pituitary cells, indicating that glucocorticoids have direct
effects on the pituitary and are not simply enhancing some
other stimulatory pathway. As with testosterone and proges-

terone, glucocorticoids appear to be able to enhance tran-
scription rather than increasing FSH β-subunit mRNA stabil-
ity, as treatment with glucocorticoids does not change FSHβ

mRNA half-life [62].
Obviously it can be difficult to interpret or even to keep

track of all the different possible combinations of hormone
interactions that regulate FSH production. Perhaps a rea-
sonable summary could be expressed as follows: stimula-
tory factors like activin and steroidal hormones may work
cooperatively, such that activin increases the sensitivity of
gonadotrophs to GnRH and steroid hormones and ultimately
enhances binding of the steroid receptors to promoter ele-
ments within the upstream portion of the FSH β-subunit gene.
Steroid hormones may increase production of activin sub-
units within the pituitary and enhance binding of Smad pro-
teins produced within the activin signaling pathway to pro-
moter elements of the FSH β-subunit gene. Inhibitory factors
may reduce availability of GnRH or activin, or may stimu-
late increased production of follistatin. Follistatin and inhibin
then decrease the activity of activin by preventing activin
from binding to its receptor. Follistatin does this by interact-
ing with the activin protein, while inhibin does this by inter-
acting with the activin receptor.

14.4.2 Post-translational Processing

After increasing synthesis of mRNA for FSH subunits, these
messages must then be translated into protein. Synthesis of
FSH subunit proteins occurs on ribosomes on the rough
endoplasmic reticulum (RER) within gonadotrophs. As the
nascent chains of amino acids are extended, a signal pep-
tide at the N-terminus of each subunit causes translocation
of the chains into the lumen of the RER. Shortly thereafter,
N-terminal signal peptides are cleaved by a signal peptidase
located on the luminal surface of the RER, and thus the sig-
nal peptide cleavage occurs co-translationally, while glyco-
sylation occurs both co- and post-translationally. Formation
of disulfide bonds and α- and β-subunit dimerization is also
initiated in the RER.

Glycosylation of secreted proteins such as FSH is an
important process that may be involved in folding, sub-
unit association, secretion from gonadotrophs, and protec-
tion from proteases within serum. For example, production
of a chimeric form of FSH that contained the highly glyco-
sylated C-terminal extension from hCG within the β-subunit
caused the resulting heterodimer to be secreted more readily,
and to have a dramatically increased half-life [63–65]. Car-
bohydrates make up more than 30% of the mass of the FSH
heterodimer [66], and their large size may physically block
access by proteases, therefore causing increased half-life in
serum.
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Fig. 14.3 Pattern of glycosylation of the glycoprotein hormone sub-
units. The alpha subunits of each glycoprotein hormone are identical in
amino acid sequence, and contain two sites of N-linked glycosylation.
The β-subunits confer hormone specificity and contain variable amounts
of N-linked glycosylation. Both TSH and LH β-subunits contain a sin-
gle site of N-linked glycosylation, while FSH and CG β-subunits contain
two sites of N-linked glycosylation. In addition, hCG has an extended
C-terminus that contains four sites of O-linked glycosylation

There are two basic types of carbohydrates commonly
added to glycoprotein hormones (Fig. 14.3). One type
involves linkage of a N-acetylgalactosamine (GalNAc)
through the hydroxyl group of a serine or a threonine on the
polypeptide. This type of glycosylation is called O-linked.
The other type of glycosylation is when N-acetylglucosamine
(GlcNAc) is linked through the amide group of asparagine
and is called N-linked. The human FSH contains two
N-linked oligosaccharides on the α-subunit and two
N-linked carbohydrates on the β-subunit. Human chorionic
gonadotropin contains a 29-amino acid extension on the β-
subunit that contains four sites of O-linked oligosaccharides.
This region is the only major difference between hLH and
hCG, and yet the half-life of hCG in serum is much longer
than that of LH. The β-subunit of FSH contains two sites
of N-linked glycosylation, while the β-subunit of LH con-
tains one site of N-linked glycosylation, and FSH has a much
longer half-life in serum than does LH. Thus, it appears that
both O-linked and N-linked glycosylation protects protein
hormones from degradation.

Human FSH, as a glycoprotein hormone, has carbohydrate
moieties attached to both the 92-amino acid α-subunit and the
111-amino acid β-subunit (Fig. 14.3) [4,66]. The α-subunit
carries N-linked oligosaccharides added to the asparagine
(Asn) residues Asn52 and Asn78. When the α-subunit is
not combined to a β-subunit it can also contain an O-linked
oligosaccharide on Thr43. The FSH β-subunit also contains
two glycosylation sites: Asn7 and Asn24 [67]. This results in
FSH having four or five sites of glycosylation, although the
functional heterodimer would only have four sites. The extent
of modification and variation of these glycosylations leads
to FSH being secreted as a pool of isohormones varying in
their carbohydrate structures (see Section 14.5). Production
of either subunit of FSH without carbohydrates allows secre-
tion of the heterodimer from cells, while removal of carbohy-
drates from both subunits completely prevents secretion [68].

The primary event involved in processing N-linked car-
bohydrates involves the transfer of an oligosaccharide core
consisting of three glucose, nine mannose, and two N-
acetylglucosamine residues from a dolichol phosphate donor
to specific asparagine residues of the nascent polypeptide
chains [69]. The asparagine residues recognized for glyco-
sylation are present in the recognition sequence N-X-S/T
(asparagine, any amino acid, except proline, then serine or
threonine). This transfer process occurs co-translationally
and is mediated by the enzyme oligosacharyl transferase.
While the glycoprotein is still in the RER, the three periph-
eral glucose resides are cleaved. The enzyme α-glucosidase I
cleaves the terminal glucose and α-glucosidase II removes
the remaining two glucose residues. Varying numbers of
mannose residues, 0, 1, or 3 may be removed in the RER
by specific glycosidases.

The α- and β-subunits of FSH assemble into heterodimeric
form within the RER (Section 14.6) and the hormone is then
packaged into transfer vesicles and transferred from the RER
to the Golgi. It is within the cis-Golgi, medial-Golgi, and
trans-Golgi compartments that vital post-translation mod-
ification of the oligosaccharides takes place to determine
the type of isohormone produced. In the cis-Golgi, α-1, 2-
mannosidase may cleave additional mannose residues yield-
ing the five mannose, two GlcNAc intermediate. This inter-
mediate serves as a substrate for the addition of GlcNAc
by GlcNAc transferase I in the medial-Golgi. The result-
ing intermediate may be converted to varying final products,
which can be grouped as neutral, sulfated, sialylated, or sul-
fated/sialylated oligosaccharides.

14.5 Isoforms of FSH

The oligosaccharides that are attached to Asn56, Asn82
on the α-subunit, or to Asn7 and Asn24 on the β-subunit
may have quite variable oligosaccharide chains at each site.
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Microheterogeneity of FSH is due not only to variations in
the sulfate or sialic acid content of the hormone but also due
to differences in the internal structure of the carbohydrate
chains [70]. The question is why are different forms of this
hormone synthesized and do they serve different biological
functions? The different isohormones of FSH may have dif-
ferent physiological roles, as different isoforms are secreted
at different rates depending on the endocrine status of the
animal [66].

When pituitary, serum, urine, or recombinantly produced
FSH are subjected to isoelectric focusing, chromatofocus-
ing, or zone electrophoresis in agarose suspension, multiple
variant forms of FSH molecules are found. The difference
between these variants of FSH can be correlated to differ-
ences in overall isoelectric points (pI) ranging from <3.8 to
>7.1 (the pH at which the mature protein is electrically neu-
tral) and also indirectly related to the degree of branching
of side chains of the carbohydrates [71]. Thus, variants of
FSH that have different isoelectric points are termed, “iso-
hormones” or simply “isoforms.”

Different isohormones may have physiological relevance
as revealed by in vitro and in vivo studies employed to study
these FSH variants. A naturally occurring basically-charged
human FSH isoform moderately increased cyclic adeno-
sine monophosphate (cAMP) production by cultured rat
granulosa cells while inhibiting estrogen production and
tissue-type plasminogen activator enzyme activity [72]. This
finding suggests that the pituitary gland may produce FSH
variants that can have agonistic or antagonistic properties.
When FSH isoforms were separated into seven groups and
tested for cAMP production, estrogen, and tissue-type plas-
minogen activator activity, the more basic isoforms proved
more potent than the acidic isoforms [72]. In addition, when
the FSH isohormone profiles were investigated by chromato-
focusing among subjects of differing physiological status,
correlations were found between sex, reproductive status,
steroid levels, and phase of estrous cycle with certain FSH
isohormone profiles [66].

One physiological factor that may alter the FSH isoform
profiles is the transition to puberty. During the pubertal transi-
tion in children it was observed that there was a shift to more
acidic FSH isoforms, and the median charge was observed to
be more basic for girls as compared to boys [73]. Investigators
studying experimental induction of puberty in female lambs
using GnRH found that serum FSH isoforms of the pubertal
lamb eluted predominantly in fractions with less acidic pH
[74]. These researches were unable to find differences in pitu-
itary distribution of FSH isoforms between prepubertal and
induced pubertal lambs, but they did observe a difference of
which isoforms were present in circulation. This may suggest
that during different physiological states the pituitary selec-
tively secretes one group of isoforms over another. In sup-
port of this idea, Baenziger and Green [69] have suggested

that the oligosaccharides present on LH or FSH may act as
“recognition-markers” to allow the gonaotrophs to segregate
LH and FSH into separate secretory granules. The presence of
predominantly sialic acid residues on FSH and sulfate residues
on LH may result in the targeting of these hormones to separate
secretory granules. The molecular basis for LH bearing pre-
dominantly sulfate residues and FSH bearing predominantly
sialic acid residues is the recognition sequence for GalNAc-
transferase being present on the LH β-subunit but not on the
FSH β-subunit [75]. Since sulfate is always added to GalNAc
and sialic acid is always added to galactose, this accounts for
the difference in glycoform structure of these two hormones
produced by the same cell.

One mechanism for altered secretion patterns of FSH iso-
forms during times of different endocrine profiles could be
that gonadotrophs package different isoforms separately. For
example, when children were given exogenous GnRH while
undergoing pubertal development they were found to have
a higher proportion of more basic LH and FSH isoforms
in their serum [76]. These same investigators observed that
90 min after GnRH administration LH isoforms returned
to the pre-trial profile even though the LH concentra-
tions remained elevated. This observation would support the
notion that the gonadotrophs can selectively secrete certain
isoforms during GnRH stimulation.

There is a change in FSH isoform distribution between
normal menstruating women and post-menopausal women.
Oligosaccharides on FSH during the follicular phase are
found to have a higher degree of branching and a more
complete carbohydrate chain than oligosaccharides on FSH
secreted peri-menopausally [77]. The distribution of charge
isoforms of FSH also changes concurrently with the phases
of the menstrual cycle. In humans, the highest proportion of
more basic FSH isoforms was found at midcycle as com-
pared with the follicular or luteal phases [78]. This result
may have a physiological relevance as the effects of FSH on
granulosa cells are different in the early follicular phase as
compared to midcycle. At ovulation, the rise in FSH serves
to free the oocyte from follicular attachments and stimulates
deposition of a hyaluronic acid matrix. FSH stimulates the
production of plasminogen activator, which converts plas-
minogen to the proteolytic enzyme plasmin. The particular
isoforms of FSH secreted at midcycle may be essential for
these special effects observed at the time of ovulation. When
heifers were evaluated for FSH isoform profiles during fol-
licular growth and the preovulatory gonadotropin surge, it
was demonstrated that FSH isoform patterns did not change
during the first or second follicular waves, but there was an
increase in the proportion of more basic FSH isoforms during
the gonadotropin surge, in association with increased estro-
gen concentrations [79].

Sex steroids appear to affect FSH isoform profile as
women and men have different FSH isoform profiles. Men
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have a greater proportion of acidic FSH isoforms, while
women have more basic FSH isoforms. Since FSH pro-
files change between pre- and post-menopausal women, and
between the different phases of the estrous cycle concurrent
with estrogen levels, estrogen may modulate which FSH iso-
forms are predominant. Estrogen modulates expression of
the glycosyltransferases that synthesize sulfated oligosaccha-
rides on LH [80]. Within LH GalNAc is added to oligosac-
charide acceptors by a GalNAc-transferase that recognizes a
tripeptide motif: P-X-R/K (Proline-any amino acid-arginine
or lysine) located 6–9 residues upstream from the Asn
glycosylation site. Following ovariectomy, there is a three-
to fourfold increase in GalNAc-transferase activity. Treat-
ment with estradiol returns the GalNAc-transferase to basal
levels. Sulfotransferase activity also increases in response
to ovariectomy; however, the increase is less pronounced
and occurs over a longer period of time. No change in
the levels of pituitary β1,4-galactosyltransferase occurs fol-
lowing ovariectomy in either the presence or absence of
estradiol.

Another way in which estrogen regulates FSH isoform
production includes regulating an enzyme involved in incor-
porating sialic acid residues onto the FSH molecule [81].
When estrogen levels are low there is an increase in
acidic/sialylated FSH isoforms. The levels of mRNA for the
pituitary enzyme Galβ1, 3[4]GlcNAc α2, 3-sialyltransferase
were inversely correlated with the serum levels of estrogen
[81]. This may be one mechanism in which steroids regulate
FSH isoform profiles.

Testosterone also regulates FSH isoform profiles as it
was observed that males and hypertestosterone women with
polycystic ovary syndrome have FSH isoform profiles that
include a greater proportion of acidic FSH isoforms [82].
When female neonatal rats were androgenized by administra-
tion of 100 μg of testosterone propionate at 5, 10, 18, 21, 30,
60, and 90 days of age, the control animals 30 days or older
exhibited a higher proportion of more basic FSH isoforms as
revealed by chromatofocusing [82]. This shift was attenuated
in experimentally androgenized animals. When rat pituitary
cells in culture are given GnRH they secrete more basic forms
of FSH, whereas in the presence of progesterone this effect
is prevented [83]. Anovulatory women suffering from poly-
cystic ovary syndrome demonstrated a predominantly acidic
pattern of FSH isoform distribution as compared to normally
cycling women, and treatment of these women with estrogen
shifted the distribution to a more basic FSH isoform profile
[84]. Women suffering from polycystic ovary syndrome have
elevated levels of testosterone. Since androgens regulate the
incorporation of sugar residues into the carbohydrate chains
of pituitary FSH, this would favor the synthesis of FSH iso-
forms with the increased chance of having terminal sialic acid
added to galactose residues, thus synthesizing a greater pro-
portion of acidic FSH isoforms [85].

Women affected with galactosemia (excess galactose-1-
phosphate in the blood) suffer from ovarian dysfunction and
have higher than normal amounts of FSH isoforms with a pI
close to neutral (6.4–7.0) [86]. Since the enzyme galactose-1-
phosphate uridyl transferase is expressed in the gonadotroph
cells, the lack of this enzyme in galactosemia patients may
result in loss of galactose incorporation into oligosaccharides
on FSH, and therefore no terminal sialic acid residues are
incorporated and FSH isoforms expressed are mostly neutral.

Recombinant FSH (rFSH)—rFSH has been synthesized
for commercial purposes using various cultured cell lines.
Different cell lines used to produce rFSH preparations do
not contain the full spectrum of FSH isoforms found in
circulation [87]. Researchers have also noted a marked
reduction in the pI distribution of recombinant human FSH
produced by Chinese hamster ovary (CHO) cells after stor-
age at 4◦C, suggestive of an endogenous CHO cell neu-
raminidase (sialidase) present in the culture supernatant.
This suggestion appears to be most likely, as treatment
with the neuraminidase inhibitor 2,3-dehydro-2-deoxy-N-
acetylneuraminic acid halted the change in the pI profile
[88]. Alternatively, rFSH produced in human embryonic kid-
ney cells (HEK-293) was immunologically indistinguishable
from a pituitary FSH standard [87]. However, rFSH produced
in HEK-293 had a biological potency of three- to sixfold
higher when compared to two different pituitary FSH stan-
dards. The isoform profile of human FSH produced by HEK-
293 cells demonstrated a greater number of basic isoforms
than that of pituitary FSH standard [87]. GalNAc-transferase
and sulfotransferase are both expressed in the pituitary, sali-
vary gland, and kidney and therefore the co-expression of
these enzymes may allow HEK-293 to express the full spec-
trum of FSH isoforms [80].

Biological relevance of FSH isoforms—different iso-
forms of FSH appear to have different biological activ-
ity. Less acidic/sialyated glycoforms (elution pH 6.6–4.6)
induced higher cAMP release, estrogen production, and
tissue-type plasminogen activator enzyme activity as well
as cytochrome P450 aromatase mRNA expression in cul-
tured rat granulosa cells than the more acidic analogs (pH
less than 4.76) [89]. By contrast the more acidic glyco-
forms induced higher α-inhibin subunit mRNA expression
than their less acidic counterparts [89]. Less acidic FSH iso-
forms (pI range 5–5.6) specifically induced the most rapid
growth of mouse follicles during preantral development over
a 5 day period and at lower doses than acid isoforms (pI range
3.6–4.6) or mid acidic isoforms (pI range 4.5–5) [90]. When
an acidic mix of FSH was administered to prepubertal lambs
it cleared more slowly and was a better facilitator of follicular
development and maturation that a more basic mix of FSH
[91]. In support of the results of Barrios-De-Tomasi [89],
treatment of cultured preantral follicles with more acidic
fractions of FSH was found to be mostly ineffective in
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promoting antrum formation, although some positive effects
were observed on oocyte quality and subsequent embryo
developmental capacity if cultures were maintained for
extended periods of time [92]. In contrast, the less acidic
fraction of FSH caused much earlier acquisition of develop-
mental capacity of oocytes, when subsequently matured in
vitro and fertilized [92]. The results described herein sup-
port the idea that less acidic isoforms of FSH have increased
biological activity, while more acidic fractions have reduced
biological activity. However, when less acidic fractions of
FSH were used in these follicular culture experiments, there
was a clear maximum dose beyond which oocyte quality and
subsequent embryonic development were reduced. Thus, it
seems that a mixture of FSH isoforms is somewhat protective
against overdose, especially as increasing content of acidic
isoforms may suppress overall FSH production and release
due to increased production of inhibin.

Receptor affinity of FSH Isoforms—receptor affinity of
the different isoforms of FSH may account for the differ-
ences observed in biological activity among the different iso-
forms. More acidic forms of recombinant human FSH (pI
3.5) showed significantly lower affinity for rat testicular FSH
receptors than did more basic forms (pI 4.8) [88], and these
results correlated well with biological activity. For example,
acidic fractions of FSH resulted in reduced estradiol pro-
duction, as measured by estrogen production by rat granu-
losa cells. More acidic forms of FSH also exhibit reduced
apparent affinity for the human FSH receptor. When nine dif-
ferent FSH isoforms were assayed for induction of cAMP
production by HEK-293 cells transfected with the human
FSH receptor, the acidic forms exhibited lower potency than
the more basic isoforms [93], suggesting reduced receptor
binding affinity. However, an alternative explanation might
be that the FSH receptor could have promiscuous G pro-
tein coupling to Gi or Go when bound to more acidic forms
of FSH [94], due to a slightly different alignment of FSH
containing different carbohydrate residues within its binding
domain on the FSH receptor. Another possibility could be
that FSH receptors dimerize either more or less slowly when
bound to more acidic fractions of FSH, resulting in increased
rates of down-regulation.

FSH deglycosylation and half-life in circulation—
enzymatic removal of N-linked carbohydrates on FSH has
been found to cause reduced activation of adenylate cyclase
in spite of normal affinity for the FSH receptor [95–97].
Another study actually found that deglycosylated FSH had
higher affinity for its receptor in cultured rat granulosa cells
[98], indicating that, like hCG, deglycosylated FSH could
perhaps serve as a clinical antagonist in certain cases.

The type of glycosylation of FSH plays an important in half
life in circulation. The removal of sialic acid by neuraminidase
treatment decreases the in vivo half-life as this molecule is
rapidly eliminated from circulation by the hepatic asialogly-

coprotein receptor [99]. The removal of the terminal sialic
acid does not decrease the biological response. When acidic
(pI < 4.8) and more basic (pI > 4.8) FSH isoform fractions
were compared for clearance rate from rat circulation it was
observed that the more basic isoforms had a faster clearance
rate [99]. The sialic acid content is one determining factor of
the overall charge of the FSH isoform. The sialic acid con-
tent and particularly the number of exposed terminal galactose
residues of a glycoprotein determines its clearance rate from
plasma through a mechanism that involves hepatocyte recep-
tors for those galactose-terminal complex molecules.

14.6 Three-Dimensional Structure
of FSH Protein

The crystal structure of human FSH has been described [3],
as well as that of human FSH bound to its receptor [100].
Each of these three-dimensional structures reveals several
interesting features of the mature FSH heterodimer. The fold-
ing and association patterns of the α- and β-subunits of FSH
reveal it to be a member of the cysteine-knot family of growth
factors. Other members of this family include transforming
growth factor β (TGF-β), activin, nerve growth factor, and
platelet-derived growth factor (PDGF) [101]. In addition, the
overall folding pattern of the FSH heterodimer is similar to
that of hCG [3]. The two subunits of FSH are aligned head-
to-tail, and associate in what is commonly described as a
“hand clasp.” In addition, a “seatbelt” structure has been
found to form within the heterodimer. A portion of the β-
subunit surrounds a loop within the α-subunit, and a disulfide
bond forms in order to “latch” the seatbelt structure. Forma-
tion of this structure occurs within the endoplasmic reticu-
lum and requires the threading of the α-subunit loop 2 and
its attached oligosaccharides through a hole in the β-subunit
that forms after the latching of the seatbelt is already accom-
plished [102]. Because the α-subunit (the CGA) must bind
equally well to FSHβ, LHβ, TSHβ, and CGβ, it must be quite
flexible in its ability to attach to each β-subunit and subse-
quently form the seatbelt structure. It is unknown at present
how this is accomplished.

Interestingly, amino acids within the common alpha sub-
unit of FSH are involved in receptor binding. Important
regions for receptor contact are the C-terminal segments of
both α- and β-subunits, as well as α loop 2 and β loop 2
[103]. These findings are interesting in light of the fact that
the α-subunit of FSH is identical to that of LH and hCG, yet
LH and hCG typically have very low affinity for the FSH
receptor. However, receptor contact sites within the FSH α-
subunit may help to explain certain promiscuous mutations
with the FSH receptor that allow it to bind and become
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activated by circulating LH or hCG [104,105], hormones that
would contain identical α-subunits. The finding that amino
acids from both subunits influence binding of FSH to its
receptor also helps to explain the complete lack of activity
of individual, unassembled FSH subunits.

Crystallography results combined with results from labo-
ratory mutagenesis studies have allowed researchers to con-
clude that all glycoprotein hormones share similar structural
motifs, as well as similar mechanisms of interaction with
their receptors [103]. Binding specificity, then, of FSH to
its receptor requires the unique amino acids that form the
seat-belt structure from within the β-subunit [103], and these
results are consistent with those from mutagenesis.

14.7 Clinical Importance of FSH

During the menstrual cycle, a transient rise in FSH occurs at
the end of the luteal phase and causes development of a pool
of follicles on the ovary. Developmental changes include pro-
liferation and differentiation of granulosa cells such that they
begin to produce large amounts of estradiol. Follicles may
fail to develop on the ovary for a number of reasons, many of
which are indirectly related to secretion of FSH. An exam-
ple of this is Kallmann syndrome. Kallmann syndrome [106]
appears to be due to a genetic deficiency that alters descent
of GnRH neurons and prevents release of GnRH onto cap-
illary beds within the median eminence leading to the ante-
rior pituitary. As a result, reduced GnRH stimulation occurs
at the gonadotrophs and secretion of both FSH and LH are
greatly reduced. Reduced gonadotropin secretion then leads
to reduced secretion of gonadal steroids and many of the clin-
ical signs of this syndrome are a result of decreased steroid
production. Examples include micropenis in males and pri-
mary amenorrhea and lack of breast development in females.

In examples like Kallmann syndrome and many other
causes of infertility, normal follicular development (or
even development of secondary sex characteristics) may be
attained by supplementation of FSH (and in many cases
LH). Until fairly recently, FSH used for clinical therapy was
obtained by purification from the urine of postmenopausal
women, which contains large amounts of both FSH and
LH [107,108]. This I.M. formulation is termed human
menopausal gonadotropin or hMG. Advances in purification
techniques have led to highly purified human urinary FSH,
which contains only very small amounts of LH and other uri-
nary proteins. More recently, recombinant FSH (rFSH) has
become commercially available, and this formulation obvi-
ously contains no LH. In fact, studies on the Old World
macaque have indicated that supplementation of primates
with both rFSH and rLH may result in higher quality oocytes
collected for in vitro fertilization [107].

14.8 Naturally Occurring Mutations
within FSH

Genetic alterations in the structure of FSH subunits may
also result in reproductive problems. Obviously, because
the CGA subunit is shared by TSH, LH, and CG, muta-
tions that significantly alter secondary or tertiary structure
of the resulting protein could have lethal impacts, especially
if within hCG, which is necessary for maternal recognition
of pregnancy. Thus, finding a variety of naturally-occurring
mutations in the α-subunit could be quite difficult. How-
ever, one mutant form of the α-subunit has been reported
from an ectopically secreted α-subunit from carcinoma cells
[109]. This mutant contained a single amino acid substitu-
tion; however, it appeared to be much larger than the normal
α-subunit and was incapable of associating with at least the β-
subunit from LH. Possible explanations for this failure would
include altered folding and continued association with chap-
erone proteins (although secretion of the peptide would argue
against this), formation of homodimers, or altered glycosyla-
tion patterns. Any of these changes could reduce or eliminate
the ability of the altered α-subunit to associate with the β-
subunit. The physiological relevance of this mutation could
certainly be argued, given that it is an ectopically secreted
protein and apparently does not affect pituitary secretion of
glycoproteins or fertility.

Naturally occurring mutations within the β-subunit of
FSH have been reported in at least seven cases, all of
which resulted in infertility [110–112]. In the first case,
two nucleotides were deleted in codon 61, and this dele-
tion resulted in altered amino acid sequence from codons 61
through 86, and premature stoppage of transcription [113].
The resulting mutant apoprotein was unable to associate with
the CGA, and the person in which the mutation was found
exhibited primary amenorrhea that was corrected with exoge-
nous FSH.

A second inactivating mutation has been described in
FSHβ, in which the mutation from the first case was repeated
but with an additional alteration of the FSHβ gene such that
Cys at position 51 in the protein was replaced with Gly
[114]. The loss of this cysteine residue would prevent the for-
mation of a cys–cys covalent linkage within the β-subunit,
dramatically altering the tertiary structure of the resulting
protein. This patient also exhibited primary amenorrhea.
Interestingly, relatives that were heterozygous for the muta-
tion did not exhibit symptoms, indicating that a single normal
copy of the FSHβ gene is all that is necessary to produce bio-
logically active FSH.

In a third female patient, the 2-nucleotide deletion
described above was originally misdiagnosed as hypogo-
nadotropic hypergonadism due to high levels of circulat-
ing FSH antibodies. A review of the case, however, found
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that antibody production was due to injections of urinary
gonadotropins. In all three female cases described herein,
the patients were homozygous for the 2-nucleotide deletion,
again indicating that a single wild-type allele is adequate for
normal FSH production.

Two additional female patients have been described and
found to have a nonsense mutation in codon 76 that replaces a
tyrosine residue with no amino acid [112,115]. In these cases,
patients were found to have delayed puberty, primary amen-
orrhea, and partial breast development. Both patients were
also homozygous for the mutation.

Two male patients have also been found to have FSHβ

mutations [111]. In the first case, the patient presented with
normal puberty but azoospermia (absence of spermatozoa in
the semen) accompanied by absence of circulating FSH. In
this case, the mutation was found to cause a change from
cysteine at position 82 to arginine, with the likely result that
a cysteine–cysteine bond would be unable to form. A sec-
ond male patient was found to have the same 2-nucleotide
deletion as described for the female patients. In this case, the
patient had slightly delayed puberty, small testes, azoosper-
mia, and low circulating FSH [116].

The small number of reported alterations in the FSH β-
subunit compared to the LH β-subunit is somewhat surpris-
ing, but correlates well with the much smaller number of
inactivating mutations found in the FSH receptor as com-
pared to the LH receptor [117]. In support of this, a com-
prehensive survey of individuals from two populations found
only a small number of silent polymorphisms within the
FSHβ gene from each population. A likely explanation for
the paucity of loss of function mutations in both the FSH β-
subunit and within the FSH receptor is that such mutations
would affect fertility in a negative manner, and thus would
not be passed along within a population. In the case of the
FSH receptor, however, there is some suggestion that the pro-
tein itself is more resistant to mutagenesis [117], and this may
also be the case with the FSH β-subunit.

14.9 Summary

Follicle stimulating hormone consists of a unique β-subunit
that is linked to a common α-subunit (identical to that found
within other glycoprotein hormones) within gonadotroph
cells of the pituitary. Key positive regulators of FSH secretion
and/or synthesis are GnRH from the hypothalamus, activin
from pituitary folliculostellate cells, and possibly TGF-β pro-
duced within the pituitary. Key negative regulators of FSH
secretion and/or synthesis are inhibin produced within the
gonads (as well as some inhibin produced within the pitu-
itary) and follistatin produced within folliculostellate and
gonadotroph cells within the pituitary. Gonadal steroids may

have either inhibitory or stimulatory effects on FSH produc-
tion depending on the stage of the reproductive cycle. The
secreted form of FSH contains a number of carbohydrates
covalently linked to the protein and these carbohydrates may
serve to increase the stability of the protein within the blood
and also to change the biological activity of FSH at certain
points during the reproductive cycle. Changes in biological
activity of different FSH isoforms may be due to changes
in receptor binding affinity or alterations in serum half-life.
Alterations in FSH production or secretion have been impli-
cated in a number of cases of infertility, and the fairly recent
introduction of recombinant FSH has had important clinical
benefits. The three-dimensional structure of the fully mature
form of FSH has been characterized and several important
regions, most notably the seat-belt that fastens the two sub-
units together, have been identified.

14.10 Glossary of Terms and Acronyms

ACTH: adrenocorticotropic hormone

ALK4: activin receptor-like kinase 4

Asn: asparagine

cAMP: cyclic adenosine monophosphate

CGA: common glycoprotein alpha

CHO cells: Chinese hamster ovary cells

FSH: follicle stimulating hormone

GalNAc: N-acetylgalactosamine

GlcNAc: N-acetylglucosamine

GnRH: gonadotropin releasing hormone, or LHRH –
luteinizing hormone releasing hormone

hCG: human chorionic gonadotropin

HEK-293 cells: human embryonic kidney cells

hMG: human menopausal gonadotropin

IP3: inositol 1,4,5-triphosphate

LH: luteinizing hormone

MAPK: mitogen-activated protein kinase

PACAP: pituitary adenylate cyclase-activating polypeptide

PDGF: platelet-derived growth factor

PKC: protein kinase C

PRE: progesterone response element

RER: rough endoplasmic reticulum
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rFSH: recombinant follicle stimulating hormone

TGF-β: transforming growth factor-β

TSH: thyroid stimulating hormone

UTR: untranslated region
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Chapter 15

The FSH Receptor: One Receptor with Multiple Forms or a Family
of Receptors

Tim G. Rozell, Yonghai Li and Lisa C. Freeman

15.1 Introduction

The follicle stimulating hormone (FSH) receptor (FSHR) is
expressed within reproductive tissues and primarily allows
for control of reproductive activity in response to secre-
tion of FSH from the pituitary gland. Specific reproductive
tissues within both males and females express the FSHR,
and thus FSH has important roles in the reproductive pro-
cess in both genders. This chapter will describe the location
and expression of the FSHR gene within the gonads, post-
transcriptional and post-translational modifications of FSHR
protein, mechanisms of FSH binding and activation of the
FSHR, and signaling events that occur within cells following
FSH binding.

General physiology of the FSHR—in both males and
females, the FSHR appears to be expressed primarily at spe-
cific times during the reproductive process. In females, the
FSHR is found on granulosa cells within developing follicles
and responds to FSH by increasing the division rates of gran-
ulosa cells, as well as stimulating them to produce certain
steroid hormones (cellular differentiation). The FSHR can be
found in the largest amounts on granulosa cells within rapidly
growing follicles and quickly declines within follicles that
undergo atresia [1]. Both LH and FSH work together in the
follicle to cause production of estradiol, with LH stimulat-
ing production of androgenic precursors within theca cells
found just outside the basement membrane of follicles and
FSH stimulating the conversion of these androgenic precur-
sors into estrogen within granulosa cells. Thus, from about
the time of antrum formation, FSH receptors are found on
granulosa cells and the ability to bind and respond to FSH is
the rate-limiting step in production of the aromatase enzyme
and subsequent conversion of androgens to estrogens by
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granulosa cells. Both theca and granulosa cells appear to
be specific in their ability to respond to either LH or FSH,
respectively, and not to both. However, as the follicle devel-
ops further, it gains the ability to express receptors for LH
within granulosa cells. These developmental changes allow
for one follicle to ultimately become “dominant” and to ovu-
late, as ability to respond to LH is critical due to declining
pituitary secretion of FSH at this time.

In males, the FSHR is found exclusively on Sertoli cells
within the seminiferous tubules of the testis, where FSH stim-
ulation causes increased cell division and thus increases the
number of Sertoli cells. Sertoli cells directly interact with
developing germ cells and thus play an important role in the
spermatogenic process. Because the ultimate number of Ser-
toli cells in adulthood may have a profound impact on the
number of germ cells, FSH and its receptor thus play a critical
role in spermatogenesis. However, animals in which either
the FSH-β subunit or the FSHR was knocked out remain
fertile, but with reduced numbers and quality of germ cells.
These results have led to the idea that FSH is an important
regulator of Sertoli cell function, although it is clearly not
the only factor involved in spermatogenesis.

History of the FSHR—the FSHR was first cloned from
the rat testis (meaning that the genomic DNA encoding the
receptor was excised and put into a plasmid and the sequence
of nucleotides making up its coding region was determined)
[2]. The sequence of nucleotides making up the LH recep-
tor had already been determined at this time [3] and because
of the structural similarities between the ligands (LH and
FSH), probes corresponding to the LH receptor were used
to search a rat Sertoli cell library that contained most, if not
all, genes expressed within those cells. A gene was discov-
ered in this manner that was related to but distinct from the
LH receptor and this gene was subsequently determined to be
the FSH receptor. Early attempts to identify this distinct but
related gene involved cloning the cDNA for the gene into an
expression vector, then transfecting human embryonic kid-
ney 293 cells with the vector containing the cDNA. When
the cells were subsequently treated with FSH, they were
found to produce cAMP, the second messenger generated
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by stimulated G protein-coupled receptors. However, the
cells did not respond to either LH or TSH, indicating that
the cloned gene was indeed the FSH receptor. The cDNA
was subsequently sequenced and found to encode a protein
that shared many structural features of the large G protein-
coupled receptor superfamily [2,4]. Members of this family
include the β-adrenergic receptors, the rhodopsin receptor,
the LH and TSH receptors, as well as many others, and
respond to stimuli as diverse as chemicals in food, light, cate-
cholamines, metabolic signaling molecules, and many others.
Because of its classification as a G protein-coupled recep-
tor, many structural and functional features of the FSHR may
be deduced from findings on other members of the receptor
superfamily.

15.2 Structure and Function of the FSHR

As for all G protein-coupled receptors, the FSH receptor
appears to contain seven transmembrane domains as a major
structural feature (Fig. 15.1). These transmembrane domains
consist of 20–25 hydrophobic amino acids within a struc-
tural α-helix that extends through the cell membrane. The
seven transmembrane domains are each connected by short
(10–22 amino acids) loops that extend slightly into either

Fig. 15.1 Idealized schematic of the G protein-coupled form of the
FSHR, as originally determined for the rat (rFSHR). The rFSHR is
related to the rhodopsin family of receptors in which there are seven
membrane spanning segments linked by short extracellular and intra-
cellular loop peptides. The rFSHR also has a large intracytoplasmic C-
terminal domain composed of 61 amino acids, which is likely involved
in association with the G protein and in receptor internalization. The
rFSHR also contains a 347 amino acid extracellular N-terminal domain,
which contains a series of leucine-rich repeats that are found to be crit-
ical for hormone binding affinity and specificity

the extracellular fluid or cytoplasm. Based on X-ray crystal-
lography of the rhodopsin receptor [4], the seven membrane
spanning regions of the FSHR likely line up within the cell
membrane to form a barrel-like structure, often referred to as
the serpentine region. However, in contrast to the rhodopsin
receptor, the catecholamine receptors, and many other mem-
bers of the G protein-coupled receptor superfamily that are
known to bind their relatively small ligands within the trans-
membrane domains, the FSH receptor binds to its very large
ligand, on the extracellular domain rather than within the
transmembrane domains. In this respect the FSHR exhibits
structural similarity with other glycoprotein hormone recep-
tors for LH/hCG (referred to hereafter as the LHR) and TSH
(the TSHR).

The glycoprotein hormone receptors all bind large lig-
ands and as a result, all have large, glycosylated extracel-
lular domains attached to the first transmembrane domain.
The large extracellular domains of the glycoprotein hormone
receptor subclass are what set them apart from other mem-
bers of the G protein-coupled superfamily. Not surprisingly,
then, the extracellular domain has been found to be the region
that binds hormone with high affinity, although it may be pos-
sible that interaction of the hormone with contact points on
the extracellular loops is important for signaling for LH/CG,
TSH, and FSH [5].

The FSHR has three potential sites for N-linked glyco-
sylation within its extracellular domain, but only two of
these are linked to carbohydrate [6]. The function of gly-
cosylation of the FSHR extracellular domain is unknown,
although loss of carbohydrate at either site results in recep-
tor proteins that are trapped intracellularly rather than placed
in the outer cell membrane. When these carbohydrates are
removed enzymatically after the FSHR is inserted into the
outer cellular membrane, high affinity binding to FSH is
still observed. However, when the carbohydrates are removed
during post-translational processing (actually when no addi-
tion of carbohydrates is allowed), the receptor proteins are
found to be misfolded and trapped intracellularly [6]. Thus,
carbohydrates are likely play an important role in post-
translational processing and ultimately in the receptor pro-
teins trafficking correctly to the outer cell membrane. The
role of the extracellular domain and extracellular loops in
hormone binding will be discussed more thoroughly under
Section 15.6. The role of carbohydrates in post-translational
processing and receptor trafficking will be discussed more
thoroughly under Section 15.5.

15.3 Expression of the FSH Receptor

The FSH receptor gene, as originally cloned and sequenced
from the rat, contains 10 exons, with the first nine exons
encoding the extracellular domain, and the tenth exon
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Fig. 15.2 Intron–exon structure of the FSHR gene. The first nine exons
encode the extracellular domain, while the tenth exon encodes the trans-
membrane domain. The novel 11th exon encodes a single transmem-
brane domain that, when spliced to exons 1–8, result in a splice-variant
(FSHR-3) that couples directly to the MAPK signaling pathway

encoding the transmembrane and cytoplasmic domains
(Fig. 15.2). More recently, a putative 11th exon has been
identified and is implicated in splice-variant forms of the
FSHR that may allow it to couple to different signaling path-
ways (reviewed by [7]). Although the FSHR gene appears
to lack traditional hormone response elements within its
upstream promoter region, there are clearly differences in
FSHR expression at different times during the reproductive
cycle. These differences would imply some type of transcrip-
tional control by transcription factors, perhaps induced by
hormonal stimulation, binding to regulatory elements within
the promoter region of the gene. For example, granulosa cells
have been found to increase synthesis of the FSHR when
treated with either IGF-1 [8] or FSH [9] in culture. Results
such as these indicate that hormones do have some control
over transcription of the FSHR gene. In the case of IGF-1,
however, it does appear that control of FSHR expression may
involve, at least in part, control of mRNA stability [8].

The upstream region of the FSHR gene has been found to
be important in regulation of transcription. Many genes have
regulatory elements just upstream from the transcription start
site, and these regulatory elements specifically bind to tran-
scription factors that often promote or stabilize binding of the
RNA polymerase enzyme. For the FSH receptor, it appears
that most necessary regulatory elements are located within
approximately 100 bp from the transcriptional start site. This
was determined by linking portions of the upstream region of
the FSHR gene to a reporter gene such that subsequent tran-
scriptional activity could be easily monitored by examining
activity of the reporter gene. For example, when the gene for
firefly luciferase was linked to different regions of the FSHR
promoter, activity of the gene (indicating that transcription
and translation were occurring in the transfected cells) was
highest when the first 100 bases of the FSHR promoter region
were used [10]. The element that appears to be important
in this region is an E-box (5′-CACGTG-3′), which binds
to upstream stimulatory factors 1 and 2 (Usf-1 and Usf-2).

Subsequent studies have revealed that FSHR expression is
enhanced by regions that are several hundred bp from the
transcriptional start site [11]. Another regulatory factor that
appears to bind to the E-box within the FSHR gene promoter
is steroidogenic factor 1 (SF-1). Co-transfection of a plasmid
expressing the FSHR under control of its promoter along with
a plasmid expressing SF-1 was found to cause increased tran-
scriptional activity over that of transfection with the FSHR
expressing plasmid alone (reviewed by [12]).

It is not known at the present time how these promoter
elements enable cells to produce FSHR protein in different
amounts when under different hormonal stimulation. It is
possible that Usf-1/2 and/or SF-1 are up or down-regulated
by specific hormones. An alternate explanation is that FSHR
mRNA is made in a steady-state fashion, and control of
receptor protein occurs by regulating stability of this mRNA
within the cells. For example, a hormonally induced protein
has been found that appears to increase stability of mRNA
for the LH receptor at certain times during the reproduc-
tive cycle [13], and a similar mechanism could be in place
for the FSHR. In further support of this idea is the finding
that IGF-1 treatment of cultured granulosa cells increased
FSHR mRNA, but did not increase transcriptional activity
of the gene, as assessed by nuclear run-on assay [8]. Thus,
it does appear likely that hormonal control of FSHR expres-
sion occurs via changes in mRNA stability within cells, at
least in part.

Expression of the FSHR gene appears to be controlled dif-
ferently in reproductive tissues from males versus those from
females. For example, loss of Usf (via mutation or other engi-
neered conditions) causes different impacts on expression of
FSHR in granulosa cells than it does in Sertoli cells [12]. In
addition, FSH has been found to upregulate FSHR mRNA
in granulosa while downregulating FSHR mRNA in Sertoli
cells [9,12]. Thus, expression patterns will be examined sep-
arately for each gender.

Expression in females—in the female, expression of at
least the G protein-coupled form of the FSHR is primarily if
not exclusively within granulosa cells of the follicle. Granu-
losa cells appear to increase production of the FSHR under
control of various hormones, including FSH, estradiol (with
FSH + estradiol appearing to be more potent than either hor-
mone alone), TGF-β [14], IGF-1 [8], and others. Interest-
ingly, one study found that estrogen increased FSH receptor
expression to a greater extent in cultured rat granulosa if the
ooctye was present in the culture medium [15]. These inves-
tigators found that response to oocyte addition was indepen-
dent of cAMP, indicating that some other signaling pathways
were involved. A proposed splice-variant form of the FSHR
has been reported to couple directly to MAPK rather than
activating adenylate cyclase, and thus this form of the recep-
tor may be involved in cAMP independent effects of FSH on
granulosa cells. More research will be necessary to further
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define the role of the oocyte on expression of the FSHR.
Hormonal control may also be exerted in a negative fashion
on expression of the FSHR. Bone morphogenetic protein-15
(BMP-15) was found to decrease the effects of FSH in gran-
ulosa cells by causing a dramatic decrease in expression of
the FSHR [16]. Stem cell factor (SCF) was also found to
decrease mRNA for FSHR when added to cultured ovaries
from neonatal rats [17].

One hormone that does have dramatic, although somewhat
controversial, effects on expression of the FSHR is FSH.
Both in cultured rat granulosa cells and when injected into
rats, FSH has been shown to increase the amount of FSHR
mRNA [18–20]. However, porcine granulosa cells that were
treated with FSH had increased expression of FSHR mRNA,
but decreased cell surface expression of the FSHR protein
[9]. These results are intriguing because they argue for post-
transcriptional or post-translational control of the FSHR and
thus for granulosa cell sensitivity to FSH. Clearly, though,
expression of FSHR protein at the cell surface must occur
before FSH can possibly have an impact on FSHR expres-
sion (FSH must first have a receptor present in order to have
any influence on cells). Even a brief scan of the literature in
this area reveals that control of FSHR production seems to
be regulated in a complex fashion. A possible model is that
perhaps granulosa cells gain the ability to constitutively tran-
scribe the FSHR gene at a certain stage of differentiation,
then FSHR protein production is regulated by hormones that
influence subsequent mRNA stability and posttranslational
processing.

Expression in males—as in females, FSH and/or steroid
hormones may be important factors in controlling of FSHR
gene expression within Sertoli cells of the testis (reviewed
by [12]). However, unlike in females, FSH has been found to
cause suppression of production of FSHR mRNA rather than
stimulation [21,22]. This result was duplicated with other
activators of cAMP, indicating that the G protein-coupled
form of the receptor was binding to FSH, increasing cAMP,
and subsequently reducing its own expression [23]. Activa-
tion of the cAMP pathway has been implicated in reduced
binding of SF-1 to the E-box within the FSHR promoter [23].

The downregulation of FSHR mRNA caused by FSH does
not appear to involve changes in stability of the mRNA
within Sertoli cells. When actinomycin D, an antibiotic that
blocks transcription, was added to cultured Sertoli cells, the
rates of degradation of FSHR mRNA were approximately the
same as for cells treated with FSH [22], suggesting that the
activity of FSH on suppression of FSHR is at the level of
transcription. These results were similar to those obtained
in cultured Sertoli cells stably transfected with plasmids
expressing human FSHR [24]. In contrast, when a granulosa
cell line was transfected with a plasmid expressing FSHR,
treatment with FSH was found to increase the stability of
FSHR mRNA by up to 50% [25]. These results point out

the apparent basic difference between mechanisms associ-
ated with FSH activity on FSHR expression in male versus
female reproductive tissue.

The expression of the FSHR in the testis appears to be
coupled to the cycle of the seminiferous epithelium. Inves-
tigators working independently have found FSHR expres-
sion to be as much as threefold higher at stages VIII-II
[26,27]. These stages are associated with maturation of Ser-
toli cells and completion of the first generation of sperma-
tocytes developmentally, suggesting that the germ cells may
be involved in expression of the FSH receptor. Studies on
the FSHR knockout mouse (FORKO) have found that the
animals are still capable of producing viable spermatocytes,
although at decreased numbers. The FORKO mouse also has
reduced numbers of Sertoli cells, which may account for
most if not all of the difference in spermatocyte numbers
[28].

15.4 Splice Variants of the FSHR

In mammalian systems, tens of thousands of genes are
responsible for encoding millions of distinct functional pro-
teins. This is possible because of the occurrence of split genes
and RNA splicing. It has been estimated that more than 60%
of human genes can undergo alternative splicing in order to
create multiple proteins from a single gene. For example,
investigation of protein expression in human airway using
transcript arrays that allowed description of large numbers
of receptor proteins revealed that the 192 G protein-coupled
receptors present underwent extensive splicing such that each
had an average of five different forms that were expressed.
These splice variants were the result of events as diverse as
alternative splice donors and acceptors, novel introns, intron
retentions, exon(s) skips, and novel exons. The predominant
causes of splice variants were exon skips (the final processed
form of the mRNA was missing one or more exons) and novel
exons [29].

The FSHR is expressed from a ∼250 kb gene that has
multiple introns and exons. Multiple mRNAs varying in
size between 1.2 and 7 kb have been detected in animals
of both genders. Alternative splicing of the FSHR gene is
responsible for producing at least four different subtypes of
the FSHR protein, termed FSHR-1, FSHR-2, FSHR-3, and
FSHR-4. These different variants of the FSHR share a com-
mon N-terminus and the ability to bind FSH. Variations in
the caboxy-termini confer different topologies and functional
significance to the four receptor variants. Their molecular
bases and biological activities are discussed below.

Figures 15.2 and 15.3 [7] illustrate how four receptor sub-
types can be derived from a single FSHR gene. Exons 1–9 of
the FSHR gene encode the full-length extracellular domain
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Fig. 15.3 Four FSHR variants are generated from a single gene by alter-
native splicing. The splicing events and receptor motifs have been best
characterized in the sheep (reviewed by [7]). FSHR-1, the full length G-
protein coupled receptor is encoded by exons 1–10 of the ovine FSHR
gene. The dominant negative receptor FSHR-2 originates from splicing
at a site in exon 10 (nucleotide 1925 of sheep FSHR-1). The growth fac-
tor type FSHR-3 is generated by a splicing event that joins 392 bp from
exon 11 at exon 8. FSHR-4 is encoded by exons 1–4

present in FSHR-1 and FSHR-2, while exons 1–8 encode the
extracellular domain of FSHR-3. This portion (encoded by
exons 1–8) of the FSHR protein has been shown to bind FSH
with high affinity and its presence defines the FSHR vari-
ants expressed on cell surface membranes. The tenth exon
encodes the seven membrane-spanning segments, the extra
and intracellular loops, and the intracytoplasmic domain of
FSHR-1 and the majority of FSHR-2. The tenth exon is
slightly truncated in FSHR-2, resulting in a few amino acid
differences within the seventh membrane spanning segment.
The 11th exon encodes a single membrane-spanning region
and is associated with FSHR-3 and the extreme C-terminus
of FSHR-2. Exons 1–4, which encode FSHR-4 account for
about 40% of the extracellular domain common to the other
FSH-R subtypes, and a recombinant version of this protein
has been shown to be capable of binding FSH [30].

FSHR-1—the FSHR-1 variant is the well-characterized
G protein-coupled form of the FSHR. This FSHR variant is
also referred to as the full-length form of the FSHR. The
FSHR-1 protein contains 675 amino acids in the sheep and
695 amino acids in the human and exhibits the typical topol-
ogy of a GPCR, with seven α-helical membrane spanning
segments connected by alternating extracellular and intracel-
lular loops (Fig. 15.1). It also contains a large extracellular
N-terminal domain (necessary for binding to FSH) and an
intracellular C-terminal segment. The intracellular domains
of FSHR-1 are responsible for G-protein coupling, activation
of specific signal transduction cascades, and termination of
the FSH signal. Mutagenesis studies conducted in a number
of different laboratories have identified specific amino acid
residues involved in various aspects of FSHR function, as
summarized in Fig. 15.4 (reviewed by [31]). It is well estab-
lished that FSH-binding to FSHR-1 triggers activation of the

Fig. 15.4 Schematic representation of FSHR-2. This variant of the
FSHR is ultimately produced from splicing of exons 1–9 and part of
exon 10 to the novel exon, exon 11. The resulting protein contains
the full-length extracellular domain, the seven membrane spanning seg-
ments, and a greatly truncated intracytoplasmic tail. Amino acids within
the seventh membrane spanning segment are encoded by exon 11. The
FSHR-2 variant has been found to prevent FSH-induced production of
cAMP, even when co-transfected into cells along with the G protein-
coupled form of the receptor

cAMP-adenylate cyclase-protein kinase A cascade. Recently,
it has become apparent that FSHR-1 is also associated with
the activation of other signal transduction pathways. These
signaling events are discussed in more detail below under
Section 15.7.

FSHR-2—the proposed FSHR-2 variant of the FSHR
contains all the extracellular domain, part of the transmem-
brane domain, and almost none of the intracellular domain as
would be found in the FSHR-1 (Fig. 15.4). This structure is
produced from truncation of exon 10, followed by linking to
the novel exon, exon 11. In the sheep, the resulting FSHR-
2 protein contains 653 amino acids as compared to the 675
amino acids in the full length, G protein-coupled FSHR-1. As
expected, FSHR-2 retains full ability to bind FSH with high
affinity because it retains the exact hormone-binding domain
in the large extracellular portion of the receptor. However,
because FSHR-2 lacks the full-length carboxyterminal tail
present in FSHR-1, the receptor is apparently incapable of
activating the G protein upon binding to FSH.

The precise mechanism by which this truncation inter-
feres with G-protein activation is unknown given that most
amino acids that activate G protein have been localized to the
third intracellular loop and second membrane spanning seg-
ment rather than to the intracytoplasmic portion (reviewed
by [32]). A likely scenario, however, is that the amino acid
residues of the intracytoplasmic domain either initially make
contact with the G protein or somehow stabilize the interac-
tion between the intracellular face of the receptor with the G
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protein within the cell membrane. Regardless of the mech-
anism, the FSHR-2 variant has been termed the “dominant
negative” form of the receptor due to its inability to activate G
proteins. Further, when plasmids expressing this form of the
receptor were co-transfected into cells along with plasmids
expressing the G protein-coupled form of the receptor, stim-
ulation of the transfected cells with FSH resulted in almost no
accumulation of cAMP in spite of cell-surface expression of
both types of receptors and high affinity binding to FSH [33].
One possible explanation of these results is that the FSHR-2
variant couples to inhibitory (Gi) rather than stimulatory (Gs)
G proteins. The change in the intracytoplasmic domain also
reduces the potential number of phosphorylation sites from
12 to 4, a change which could affect downregulation of the
receptor following hormone binding (and thus desensitiza-
tion of the cells expressing the receptor).

The possibility of a dominant negative form of the FSH
receptor is intriguing, especially in light of the reduced
sensitivity of follicles to FSH at certain times during the
reproductive cycle. It is also intriguing to speculate that
FSHR-2 might be involved in certain cases of infertility, dur-
ing which the dominant negative form of the FSHR is some-
how preferentially expressed. The novel exon 11 does appear
to be expressed at greater amounts during certain stages
of the bovine estrous cycle, a preliminary finding imply-
ing that preferential expression of certain FSHR variants
is a regulated process. Much more research on this variant
will be required before its true physiological significance is
determined.

FSHR-3—the FSHR-3 variant form of the FSHR arises
when the first 8 exons of the receptor gene are linked to the
novel exon 11. Because exon 10 which encodes the seven
transmembrane domains is missing completely, this variant
receptor likely has a much different structural conforma-
tion (Fig. 15.5). Interestingly, analysis of hydrophobicity of
amino acids produced by the addition of exon 11 suggests
that these residues form a single transmembrane domain and
that the overall topology of the FSHR-3 is consistent with
that of a growth factor type I receptor. Receptors in this
family typically activate the MAPK signaling pathway (see
Section 15.7). Furthermore, unlike FSHR-1 and FSHR-2, the
carboxyterminal portion of FSHR-3 also contains the consen-
sus sequence (PVILSP) for phosphorylation by MAPK. In
fact, FSHR-3 has been found to couple to the MAPK path-
way in heterologous expression systems and in an ovarian
cancer cell line [7,34].

Because the FSHR-3 variant is missing exon 9 and exon 9
encodes a portion of the extracellular domain (the hormone
binding portion of the receptor), it is reasonable to question
whether it has full ability to bind FSH with high affinity. One
study did find hormone binding to the FSHR-3 variant at the
cell surface, and several studies have now found phosphory-
lation of MAPK within a few minutes of FSH treatment in

Fig. 15.5 Schematic representation of FSHR-3. This variant of the
FSHR is ultimately produced from splicing of exons 1–8 linked to the
novel exon, exon 11. The resulting protein contains the majority of the
extracellular domain, and has been found to bind FSH with high affinity.
However, the loss of exon 10-encoded amino acids results in a receptor
protein with only a single membrane-spanning segment. The FSHR-3
variant has been shown to bind FSH and activate the MAPK signaling
pathway

cells that only express FSHR-3. These results would imply
that normal high affinity binding of FSH occurs. In addi-
tion, X-ray crystallography of the extracellular domain of
the FSHR bound to FSH has been generated and from the
apparent three-dimensional structure of the hormone binding
region, the FSHR-3 variant contains all amino acids neces-
sary for high-affinity interaction with FSH [35]. Further, the
region of the FSHR hormone-binding domain that remains
within FSHR-3 contains all the leucine-rich repeats (LRRs)
that have been found to be necessary for formation of the
proper hormone binding conformation.

The possible presence of a MAPK-coupled, growth factor
type isoform of the FSHR is exciting, especially in view of
the fact that there are several cellular events that are appar-
ently stimulated by FSH in the absence of increased cAMP
production. In granulosa cells, these events generally occur
early in follicular development in less differentiated cells.
These FSH-stimulated, cAMP-independent events include
DNA synthesis and cell proliferation [36]. Furthermore, in
transformed ovarian epithelial cells that express FSHR-3 but
not FSHR-1, FSH stimulates activation of MAPK and cell
proliferation [34]. Taken together, these findings suggest that,
like other growth factor type I receptors, FSHR-3 is impor-
tant for promoting mitotic activity and cell growth. Addi-
tional physiological and pathophysiological implications for
this subtype of the FSHR will be discussed in more detail
below under Section 15.7.

FSHR-4—FSHR-4 is transcribed from exons 1–4 only.
This truncated variant has been described as the predominant
form of the FSHR through development in the sheep testis
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[37]. Because it lacks any transmembrane domains, FSHR-4
has also been referred to as the soluble FSHR [7]. At this time
the functional significance of FSHR-4 is unknown, although
a number of paradigms have been proposed. For example, it
is possible that FSHR-4 binds to FSH within the extracel-
lular matrix and either stabilizes the hormone or prevents it
from binding to the FSHR. This hypothesis assigns FSHR-4
a function similar to the function of IGF-1 binding proteins.
It has also been suggested that FSHR-4 is a prohormone for
an active signaling molecule because of the presence in its
extreme C-terminus of a potential cleavage site for the pro-
protein convertase enzyme PC5. PC5 is the same enzyme that
generates anti-Mullerian hormone from its precursor in Ser-
toli cells [38,39].

15.5 Post-translational Modification
and Receptor Trafficking

Because all potential variants of the FSHR are glycosylated
and inserted into the outer cell membrane (with the probable
exception of FSHR-4), they are presumably produced within
cells using similar mechanisms and processing pathways. As
a result, the following discussion of post-translational modi-
fication will focus on research results from FSHR-1, with the
presumption that at least FSHR-2 and FSHR-3 follow sim-
ilar intracellular pathways. Following splicing and produc-
tion of the final form of the mRNA for the FSHR, translation
occurs on the rough ER. The FSHR contains a signal peptide
that directs co-translational movement of the nascent protein
into the endoplasmic reticulum for further processing. Events
that are known to occur for proteins processed within the ER
are initial glycosylation, association with chaperone proteins,
and initial folding events [40]. The FSHR appears to undergo
each of these events within the ER.

Many proteins are found to begin folding into the appro-
priate secondary structure immediately upon entering the
lumen of the ER (thus, folding of the N-terminus may occur
even as the C-terminal portion of the protein is being syn-
thesized). In addition to attainment of secondary structure, a
very early event may also be initial glycosylation [40]. For
all variant forms of the FSHR, early glycosylation would
involve attachment of a large oligosaccharide complex con-
sisting of N-acetylglucosamine, several mannose residues,
and glucose. These mannose-rich large oligosaccharides are
added to the two consensus sequences for glycosylation (N-
X-S/T; Asparagine (N) followed by any amino acid except
proline, followed by either a serine (S) or threonine (T)).
For N-linked glycosylation, N-acetylglucosamine is attached
covalently to the asparagine of the consensus sequence. Thus,
as the nascent protein enters the lumen of the ER it becomes
glycosylated, then the glucose and mannose residues may be

trimmed off via endoglycosidases within the ER. The pro-
teins are then transported via special secretory vesicles to the
cis-Golgi, where further endoglycosidase activity may trim
more mannose residues from the oligosaccharide complex.
These endoglycosidases are only found within the ER and
Golgi, and thus any proteins that remain sensitive to them
after extraction of total cellular proteins via detergent are
incompletely processed (immature). The proteins are then
transported to the Golgi stack where final processing of car-
bohydrates occurs, followed by transport to the trans-Golgi
for packaging into secretory vesicles.

For the FSHR, the transmembrane regions are placed
within the secretory vesicle membranes of the trans-Golgi
such that the large N-terminal extracellular domain faces the
lumen of the vesicle and the C-terminal cytoplasmic domain
faces outside the vesicle (in other words, it is inside-out com-
pared to its final placement in the cell membrane). As the
vesicle moves to the outer cell membrane, the vesicle mem-
brane merges with the cell membrane such that the lumen
contents of the vesicle are placed outside the cell. In this
manner, the transmembrane regions anchor the FSHR in the
cell membrane and the extracellular domains extend into the
extracellular fluid where they may come in contact with lig-
and (FSH).

The FSHR actually has three consensus sequences for
glycosylation within its extracellular domain, but through
mutagenesis studies, only two of these are found to be gly-
cosylated [6]. The role of carbohydrates is unknown for the
FSHR, as high affinity binding is found for FSH after car-
bohydrates are removed from the mature protein via treat-
ment with enzymes (PNGaseF) [6]. It is possible that the
large carbohydrate moieties serve a protective function for
the extracellular domain of the receptor, as secreted proteins
are known to have longer half-lives in serum (i.e., they are
protected from proteases) when they have more sites of gly-
cosylation.

The initial three-dimensional folding process (beyond that
of simple attainment of secondary structure) of the FSHR
within the ER has been found to involve chaperone proteins
[41,42]. An exhaustive analysis of specific chaperones that
may be involved has not been conducted; however, there are a
few chaperone proteins that have been found to at least inter-
act with the FSHR while it is in an immature form. Two chap-
erones seem to be extensively involved in folding the FSHR
into a hormone binding conformation: calnexin and calretic-
ulin [42]. It is likely that these chaperones bind to and stabi-
lize otherwise unstable “folding intermediates,” and thus help
the receptor protein achieve a final hormone binding confor-
mation. An early study found that calnexin associates with
the FSHR when it is in a conformation that is unable to bind
hormone [41], lending credence to this idea. A third chap-
erone protein, BiP (Binding protein; also known as glucose-
regulated protein-78 or GRP78), was found to associate with
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certain misfolded mutant forms of the closely related hLHR,
indicating that BiP is likely involved in a quality control role
within cells by helping to remove misfolded proteins [42].
Based on other results with the hLHR and preliminary results
with the hFSHR, many naturally occurring mutants of the
gonadotropin receptors appear to be misfolded and retained
intracellularly and thus this area of research will be import
for understanding and designing future clinical approaches
to certain types of infertility. Naturally occurring mutations
of the hFSHR will be discussed more thoroughly below.

15.6 Binding to FSH and Activation
of the FSHR

The FSHR has a large extracellular domain consisting of
approximately half of the entire protein. The FSHR, like
the receptors for LH/CG and TSH, binds to a large ligand
consisting of several hundred amino acids. This makes the
FSHR, LH/CGR, and TSHR somewhat different from other
G protein-coupled receptors, which bind to small ligands,
usually within the transmembrane domain. In the case of
G protein-coupled receptors that bind small ligands, bind-
ing and activation of the receptor (which subsequently acti-
vates the G protein) seems to occur in one step due to the
location of ligand binding. For the FSHR, LHR, and TSHR,
the glycoprotein hormone receptors, the physical size of the
ligand (FSH, LH/CG, or TSH) precludes binding within the
transmembrane region of the receptor, and thus binding and
activation are considered to be sequential rather than simul-
taneous events. Obviously, then, binding of hormone must
somehow signal a change to the receptor such that it can
bind to and activate the G protein, which it does not do
at times when it is not bound to hormone (except in the
cases of some naturally occurring mutations see Section
15.8). Some investigators have suggested that the extracel-
lular domain may somehow inhibit activation of the G pro-
tein by the receptor. This idea is supported by the finding
that expression of mutant forms of the TSHR containing no
hormone-binding domain were constitutively active (stimu-
lated increased cAMP all the time, and in the absence of
hormone).

Thus, a model for activation of the receptor by hor-
mone binding has been proposed for the TSHR and can
be extended to the FSHR. The extracellular domain, in the
absence of hormone, inhibits the transmembrane region from
interacting with and/or activating the G protein, most likely
because of some configuration assumed by the extracellu-
lar domain. Once hormone binds, however, the extracellular
domain changes configuration and allows the transmembrane
region to activate G proteins.

An alternative model is that the hormone, after binding
with high affinity to the extracellular domain, may inter-
act with lower affinity with amino acids in the extracellular
loops between the membrane spanning regions of the trans-
membrane domain. Such interaction then changes the con-
formation at the internal face of the receptor, allowing it to
interact with and activate G proteins. This alternative model
has not been well supported by extensive analysis of both
naturally occurring and laboratory-generated mutations that
activate the receptor in the absence of hormone binding. For
example, activating mutations that were duplicated within the
transmembrane regions of the TSHR were found to enhance
the constitutive activation of the truncated form of the recep-
tor (no extracellular domain), while duplication of activating
mutations within the extracellular loops had no effect. This
finding suggests that activating mutations at the extracellular
face of the receptor are not due to “simulation” of hormone
binding, and thus, that the extracellular loops are not required
to interact with hormone during the activation step.

The glycoprotein hormone receptors all contain structural
features within the large extracellular domain that contribute
to hormone binding. Because this chapter is focused on the
FSHR, discussion will be limited to that receptor and partic-
ularly to findings from studies on FSHR-1. However, unless
otherwise noted, it is reasonable to assume that hormone
binding and activation will be similar for all glycoprotein
hormone receptors and presumably for splice variants of the
FSHR as well (although FSHR-3 could be quite different
given the single transmembrane segment and altered signal-
ing pathway).

The three-dimensional structure within the extracellular
domain of the FSHR most directly involved in making spe-
cific contact with FSH is a series of LRRs within the extracel-
lular domain of the FSHR. Each LRR is a sequence of 20–25
amino acids, of which, as the name suggests, a large percent-
age are leucine residues. Several proteins containing LRRs
have been crystallized and their three-dimensional structures
have been determined. Each LRR consists of an alpha-helix
linked via a short curved amino acid segment to a beta-sheet
[43]. Thus, when LRRs are expressed sequentially, the beta-
sheet portions form an inner horseshoe-like curved shape,
with nine of these beta-sheets located side-by-side and form-
ing a “flat” face in the extracellular domain of the FSHR.
Although there is some debate on the issue, it appears that
non-leucine amino acids within the short peptide loops that
link each alpha-helix and beta-sheet are responsible for speci-
ficity of hormone binding. For example, mutagenesis stud-
ies have found that substitution of just two of these amino
acids from the FSHR with those that would be found in the
LHR caused the resulting mutant to bind specifically with
LH rather than FSH [43]. These mutants also bound FSH
with high affinity, suggesting that other amino acids are also
involved with hormone binding specificity.
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15.7 FSHR Signaling Pathways

Follicle stimulating hormone actions on target cells in the
ovary and testis differ at various stages of follicular and tes-
ticular development. There are many gaps in our knowledge
about how FSH activation of FSHR can produce diverse
responses in a cell context-dependent fashion. For exam-
ple, it is clear that many, but not all effects of FSH can be
attributed to FSH binding to FSHR-1 and subsequent acti-
vation of the PKA signaling pathway. However, the mech-
anisms whereby FSH activates multiple signaling cascades
are not fully resolved. In ovarian and testicular cells where
multiple subtypes of the FSHR may be expressed, there is
no consensus about the contribution of FSHR-2, FSHR-3,
and FSHR-4 to the cellular responses associated with FSH
stimulation. Furthermore, there are many unanswered ques-
tions about crosstalk and convergence among the signaling
cascades that are activated when FSH binds to FSHR. The
following paragraphs present the current state of knowledge
about the distinct signaling cascades activated by FSH in
granulosa cells where the effects of FSH have been most
extensively investigated [31,44,45].

Stimulation of FSHR-1 by FSH on the surface membrane
of granulosa cells causes activation of adenylate cyclase
and increases the intracellular production of cAMP. As
noted above, FSH binds to the large extracellular N-terminal
domain of FSHR-1. Occupancy of FSHR-1 by FSH results
in activation of the heteromeric G protein, Gs. The FSHR-
1 residues involved in G-protein coupling are highlighted in
Fig. 15.6 [31]. The FSHR-1-induced activation of Gs causes
the G protein to dissociate into two molecules: the α-subunit

Fig. 15.6 Amino acids in the intracellular loops and C-terminus of
the human FSHR are important for FSHR signaling or FSHR interac-
tions with other cellular proteins. These residues have been identified
by mutagenesis studies performed in a number of research laboratories
[31]

and the β/γ heterodimer. The α-subunit stimulates adenylate
cyclase and consequently increases the synthesis of cAMP.

The FSH-induced increase in intracellular cAMP results
in activation of PKA, as well as other signaling cascades.
Major effects of cAMP in granulosa cells are mediated by
PKA. For example, PKA phosphorylates both Histone H3
and the transcription factor CREB (Cyclic AMP Response
Element Binding Protein). Phosphorylation of Histone H3
is associated selectively with the promoters of immediate
early and early FSH target genes such as c-FOS and serum
glucocorticoid kinase (SGK). The cAMP/PKA/CREB path-
way triggers expression of key genes involved in granulosa
cell function, including aromatase (cyp19a) and inhibin-α
(Inhba).

There are also cAMP-dependent effects of FSH that are
not mediated by PKA. These include FSH actions that occur
through exchange factors activated by cAMP (EPAC). In
fact, cAMP binding to EPAC is believed to be the primary
pathway whereby FSH activates the small GTP binding pro-
tein RAP1 and one of the pathways whereby FSH acti-
vates the p38 mitogen-activated protein kinase (p38MAPK)
[45]. The cAMP/EPAC/RAP1 signaling mechanism is also
associated with downstream activation of PI3K and sub-
sequent stimulation of phosphoinositide-dependent kinases
(PDK) and protein kinase B (PKB/Akt) [46,47]. The latter
kinases impeded the transcription of genes associated with
apoptosis, such as FOXO1a and members of the Forkhead
family [31,44,45].

The cAMP-dependent, PKA-independent activation of
EPAC and its downstream target RAP1 is not the only signal-
ing pathway used by FSH to activate p38MAPK and PKB.
FSH stimulates p38MAPK, PKB, and extracellular regulated
protein kinases (ERK1/2) through direct activation of the sar-
coma oncogene (SRC) family of tyrosine kinases (SFKs)
and subsequent activation of RAS. Activation of RAS and
ERK1/2 by FSH is also modulated by FSH activation of
the epidermal growth factor receptor (EGFR) and cross-talk
between the FSH and EGF signal transduction cascades [45].
The importance of FSHR-3 in SFK/RAS/ERK-dependent
signaling in granulosa cells is unknown. In summary, FSH
provokes a complex pattern of time-dependent changes in
granulosa cell gene expression through actions on many dif-
ferent signaling cascades, including those associated with
cAMP/PKA, PI3K, MAPKs, ERKs, and SFKs. Figure 15.7
provides a schematic representation of these FSH actions.

15.8 Naturally Occurring Mutations Within
the FSHR

Mutations within the FSHR that occur in the human pop-
ulation have been described and, although of obvious
clinical interest, are also intriguing because they reveal
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Fig. 15.7 Schematic representation of key granulosa cell signaling cascades activated by FSH (see text for detailed explanation)

further information about the structure/function relationships
within the FSHR. These mutations in the DNA sequence
encoding the FSHR result in a change in the amino acid
sequence of the resulting protein. There are two possibil-
ities for mutations: they either activate the FSHR in the
absence of hormonal stimulation (constitutively activating
mutations; CAM) or inactivate the receptor and thus result
in infertility even at times when hormone concentrations are
very high.

Activating mutations—although several naturally occur-
ring mutations have been identified in the LH/CG receptor
that cause the mutants to be constitutively active (reviewed
by [32,48]), there has only been one reported constitutively
activating mutation in the FSHR from the human population
[49]. This was from a male patient who had been hypophy-
sectomized and had undetectable gonadotropin secretion and
yet exhibited spermatogenesis. The location of the amino
acid substitution was within the third intracellular loop at a
site that corresponds to a constitutively activating mutation
within the LH receptor [50]. However, reconstruction and
expression of this mutation in the laboratory proved some-
what inconclusive, as it did not cause higher basal produc-
tion of cAMP in the absence of FSH stimulation than did the
wild-type receptor. After transfection with smaller amounts
of cDNA (producing cells which presumably express smaller
amounts of the receptor proteins), basal activity was how-
ever determined to be approximately 1.5-fold higher for the
mutant receptor [49].

An interesting subcategory of activating mutations has
also been described. This subcategory includes mutations
that cause the FSHR to bind and respond to human chorionic
gonadotropin, resulting in hyperstimulation of the ovaries
(Ovarian Hyperstimulation Syndrome; OHSS). Mutations
that resulted in increased sensitivity to hCG were sub-
sequently found to be constitutively active, although at
reduced levels (less cAMP production) as compared to FSH-
stimulated wild-type receptors [51]. Expression of an hCG-
active FSHR mutant in the laboratory revealed that FSH also
bound to the mutant form with the same affinity and sub-
sequently increased cAMP production as it did to the wild-
type receptor. Interestingly, however, the mutant bound hCG
and caused increased cAMP production in a dose-dependent
manner, and with a higher EC50 (a measure of potency) than
that observed for hCG binding to and activating the wild-type
LH receptor [52].

Surprisingly, there were no apparent pathological effects
other than high rates of pregnancy with FSHR mutations that
caused activation by hCG [53–56]. Other investigators have
examined the likelihood that certain types of granulosa cell
tumors or other forms of high FSH sensitivity (such as in
families with high rates of non-identical twins) involved con-
stitutively active or promiscuous mutant forms of the FSHR;
however, none of these studies were able to find activating
mutations within the FSHR [57–59].

Unexpectedly, studies on naturally occurring mutant
forms of the FSHR that exhibit hCG sensitivity have resulted
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in the finding that the mutations are located within the trans-
membrane domain of the receptor [52,56]. This finding is
surprising given that the extracellular domain of the recep-
tor is known to provide hormone specificity and high affinity
binding. In fact, other studies with mutations created in the
laboratory have found FSHR binding to LH or hCG when
certain amino acids within the LRRs of the extracellular
domain were changed [43]. Although the precise reasons that
increased sensitivity to hCG resulting from amino acid sub-
stitutions within the transmembrane region of the FSHR are
unknown, it is interesting to note that these mutant forms of
the FSHR were also more sensitive to TSH [56], in addition
to the previously mentioned constitutive activation. It is still
possible, then, that the transmembrane domain of the FSHR
is inhibited from becoming active by the extracellular domain
because it forms a barrier to activation. Mutations within the
transmembrane domain likely lower this barrier to inhibi-
tion by the extracellular domain, resulting in a protein that
is much easier to activate, even with low affinity interactions
with other hormones.

There appear to be structural differences between the
FSHR and LHR that may somehow alter the ability
of mutant forms of the FSHR to become constitutively
active. One study reported that the construction of FSHR
mutants that corresponded to constitutively active LHR
mutants often resulted in no constitutive activation of the
resulting FSHR mutants [60]. Other FSHR mutants did
exhibit constitutive activation (although at lower levels than

corresponding LHR mutants) and these mutant FSHRs also
exhibited promiscuous activation by hCG and TSH. Cor-
responding LHR mutants exhibited much lower levels of
promiscuous activation by hFSH and hTSH. These results
indicate that some structural feature of the FSHR pre-
vents it from being as susceptible to activating mutations as
the LHR.

Inactivating mutations—inactivating mutations of the
FSHR occurring within human populations may be difficult
for researchers to find due to their likely result of reducing or
eliminating fertility. Thus, the mutant genes are not passed
on along familial lines like several of those found within
the LHR. However, inactivating mutations of the FSHR have
been found in certain clinical cases, particularly in patients
presenting with ovarian dysgenesis. Causes of reduced activ-
ity or complete loss of function by inactivating mutations
within the FSHR are unknown, although they could include
complete loss of hormone binding, inability to couple to
and/or activate G proteins, or the receptors becoming trapped
intracellularly in a misfolded form. In support of the latter
possibility, one study found that substitution of an aspartate
residue in the rFSHR with the very similar glutamate amino
acid caused the resulting mutants to become trapped intra-
cellularly in a form that remained sensitive to endoglycosi-
dase H [61]. However, cell-surface binding of FSH and pro-
duction of cAMP (at reduced levels) have been observed for
some naturally occurring FSHR mutations [52]. See Fig. 15.8
for a summary of activating and inactivating mutations that

Fig. 15.8 Naturally-occurring mutations of the human FSHR. Amino
acid locations shown in red are sites of inactivating mutations, the amino
acid shown in green is the relative location of an activating mutation,
and the amino acids shown in blue are the relative locations of promis-
cuous mutations. The latter mutations result in both constitutive acti-

vation and activation by other glycoprotein hormones. Locations of
amino acids in this figure are not intended to be precise, but instead are
designed to illustrate relative locations where mutations alter signaling
function by the FSHR
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have been found to occur within human populations and their
relative locations within the receptor protein.

15.9 FSHR and Ovarian Cancer

Ovarian cancer is one of the leading causes of cancer-
related death among women in developed countries. The vast
majority of ovarian tumors (>80%), including those that con-
tribute most to mortality, are derived from the ovarian surface
epithelium (OSE). Follicle stimulating hormone receptors are
expressed by normal OSE, as well as by epithelial ovarian
cancer cell and cell lines [62]. Interestingly, expression of
FSHR is higher in ovarian epithelial tumors than in normal
OSE [62,63]. Moreover, FSH levels are higher in the peri-
toneal fluid and tumor fluid of women with ovarian cancer
than women with non-cancerous cysts or tumors [64,65]. On
this basis, it has been postulated that FSHR in the OSE may
play an important role in the induction and progression of
cancer [66].

A significant amount of experimental data are consistent
with this hypothesis. For example, FSH has been shown to
stimulate the growth of ovarian cancer cells and to activate
the signal transduction pathways associated with cell prolif-
eration and oncogenesis [62,63]. Whereas some researchers
have proposed that FSH promotes cancer cell growth through
actions on the cAMP/PKA pathway, most have suggested
that FSH-stimulation of cancer cell growth is mediated pri-
marily by other signal transduction cascades, particularly
PI3K/Akt and ERK [62,63]. The growth factor variant of the
FSHR, FSHR-3, has been shown to mediate FSH-induced
cell proliferation in at least one ovarian cancer cell line
[34]. Treatment with FSH changes gene expression in both
normal and malignant OSE, and the actions of FSH dif-
fer in these two cellular contexts [67,68]. In ovarian cancer
cells, the genes upregulated by FSH were largely related to
metabolism, cell proliferation, and oncogenesis, whereas the
downregulated genes were associated with cell differentia-
tion, recognition of apoptotic signals, and tumor suppression
[67,68].

As described above in the Section 15.8, the ovarian
response to FSH is affected by the FSHR genotype [69].
In fact, single nucleotide polymorphisms (SNPs) in the cod-
ing region of the FSHR have been associated with suscep-
tibility to ovarian cancer; moreover, histological subtypes
of ovarian cancer have been shown to associate differently
with FSHR SNPs. Specifically, the two SNPs identified as
affecting ovarian cancer risk are Thr307Ala, situated within
the extracellular domain and located at nucleotide position
919 of the FSHR coding region (GenBank NM 000145), and
Asn608Ser, situated within the C-terminus and located at
nucleotide position 2,039 [70]. Individuals who are 307Ala

carriers and 680 Ser carriers are significantly more likely to
develop epithelial ovarian cancers when compared to non-
carriers. It is likely that these SNPs are associated respec-
tively with altered FSH binding and altered coupling to the
PKA pathway.

Interestingly, loss of FSHR signaling, as occurs in the
FSHR knockout mouse model, is also associated with ovar-
ian epithelial tumorigenesis [71]. Thus, although the FSHR
may contribute to the induction and progression of ovarian
cancer, expression of the FSHR in the OSA is not an abso-
lute requirement for epithelial carcinogenesis.

15.10 Summary

The receptor for FSH appears in multiple forms and couples
to multiple signaling pathways. Variant forms of the receptor
result from both splice variation and the addition of a novel
exon, and produce receptor proteins that couple to different
signaling pathways following stimulation by FSH. Expres-
sion of the FSHR genes is hormonally regulated, although it
appears to be different in males and females. Regulation may
be through transcriptional control, mRNA stability, or con-
trol of processes occurring as FSHR proteins are synthesized
and trafficked from the ER to the cell membrane. The FSHR
interacts with FSH via a series of LRRs within its extra-
cellular domain, and this interaction subsequently results in
the extracellular domain switching from an antagonist to an
agonist of receptor activation. The FSHR is implicated in a
number of pathophysiological conditions, including naturally
occurring mutations that affect fertility either positively or
negatively, and growth of ovarian tumors.

15.11 Glossary of Terms and Acronyms

cAmp: cyclic adenosine monophosphate

cDNA: complementary deoxyribonucleic acid

ERK: extracellular-regulated kinase

FSH: follicle stimulating hormone

FSHR: follicle stimulating hormone receptor

hCG: human chorionic gonadotropin

LH: luteinizing hormone

LHR: luteinizing hormone receptor

LRR: leucine-rich repeat

MAPK: mitogen-activated protein kinase

PKA: protein kinase A
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SF-1: steroidogenic factor-1

SFK: Src-family kinases

TSH: thyroid stimulating hormone

TSHR: thyroid stimulating hormone receptor

USF-1/2: upstream regulatory factor-1/2
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Chapter 16

Regulation of the Early Steps in Gonadal Steroidogenesis

Steven R. King and Holly A. LaVoie

16.1 Introduction

De novo synthesis of sex steroid hormones occurs primar-
ily in the Leydig cells of the testes and the theca cells
and theca- and granulosa-derived luteal cells of the ovary.
Other major sites of de novo steroid biosynthesis include
the placenta, the adrenal cortex, and the brain. In steroido-
genic cells, cholesterol is taken up in response to trophic
stimuli and transported into the mitochondria through the
action of the steroidogenic acute regulatory protein (StAR).
Inside the mitochondria, the cytochrome P450 cholesterol
side-chain cleavage enzyme (P450scc) converts cholesterol
to pregnenolone, the steroid from which all sex steroid
hormones are derived (Chapter 18 and Fig. 16.1). Hence,
the presence of P450scc defines a cell as being steroido-
genic. Leydig, theca, luteal, and placental trophoblast cells
additionally possess 3β-hydroxysteroid dehydrogenase/Δ4-
Δ5 isomerase (3β-HSD), which generate progesterone
from pregnenolone. 3β-HSD also converts Δ5-pathway
steroids 17α-hydroxypregnenolone, dehydroepiandrosterone
(DHEA), or androstenediol to 17α-hydroxyprogesterone,
androstenedione, and testosterone, respectively.

Gonadal steroidogenesis is regulated by growth factors
and gonadotropins, like luteinizing hormone (LH). Increased
steroid production is usually due to increased transcription
of steroidogenic enzymes and StAR [1, 2]. The half-lives
of some steroidogenic mRNAs are also altered in response
to hormonal signals [2, 3]. The activities of select proteins
involved in steroidogenesis are affected by post-translational
modifications as well [4, 5]. The focus of this chapter is the
transcriptional and post-translational regulation of the pro-
teins that mediate the first steps in steroidogenesis in gonadal
cells: StAR, P450scc, and 3β-HSD.

S.R. King (B)
Scott Department of Urology Baylor College of Medicine Houston, TX,
USA
e-mail: srking100@yahoo.com

Fig. 16.1 Steps in de novo steroidogenesis and progesterone pro-
duction. Extracellular sources of cholesterol are supplied by high den-
sity lipoproteins (HDL) and low density lipoproteins (LDL) and are
taken up by their respective receptors, scavenger type receptor, class B,
type 1 (SR-BI) or LDL receptor. StAR acts at the mitochondrial mem-
brane to transfer cholesterol to the inner mitochondrial membrane and
may functionally interact with PBR. The side-chain of cholesterol is
cleaved at the inner mitochondrial membrane by the collective actions
of the P450scc complex, which is comprised of adrenodoxin reductase,
adrenodoxin, and P450scc, to yield pregnenolone. Pregnenolone can be
converted to progesterone by 3β-HSD or go down the Δ5-pathway, cat-
alyzed by P450c17 and be modified subsequently by 3β-HSD

16.2 Transcriptional Control
of Steroidogenesis

16.2.1 Hormonal Regulation of Gonadal
StAR mRNA Expression

Given the importance of StAR in initiating steroidogenesis,
its regulation has become the focus of extensive study. LH or
its homologue, human chorionic gonadotropin (hCG), stim-
ulates StAR mRNA expression in many steroidogenic cell
types including theca, luteinized granulosa, luteal, and Ley-
dig cells [6, 7, 8, 9, 10, 11, 12, 13, 14].
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During follicle development in the adult ovary, StAR
mRNA and protein are expressed in theca-interstitial cells
of most species but not in granulosa cells until the LH
surge [15, 16]. One possible exception is the cow, where one
study showed that StAR mRNA is expressed in the granu-
losa cells of larger antral follicles [17]. However, a second
bovine study indicated that StAR expression was confined to
granulosa cells of atretic antral follicles [18]. With the LH
surge, StAR is dramatically upregulated and continues to be
strongly expressed in differentiated theca and mural granu-
losa cells that compose the corpus luteum [11, 15, 16, 19].
Steroidogenic granulosa cells in the cumulus layer also main-
tain and increase StAR expression after ovulation [20].

The gonadotropin follicle stimulating hormone (FSH)
induces StAR mRNA expression in cultured granulosa cells
undergoing luteinization, but does not appear to do so in the
non-luteinized follicle [15, 16, 21, 22]. In cultured granulosa
cells, FSH may therefore mimic the actions of LH on the
StAR gene. Adult human and rat testicular Sertoli cells of
the also possess low levels of StAR protein that can be stim-
ulated in cultured rat Sertoli cells by FSH [11, 23, 24].

Depending on the species and cell type, select growth
factors can either directly affect StAR mRNA levels or
modify gonadotropin stimulation of StAR gene transcrip-
tion. For example, insulin-like growth factor type I (IGF-I)
by itself modestly stimulates StAR mRNA expression in
porcine granulosa and additively or synergistically augments
gonadotropin- and cAMP-stimulation of StAR [9, 21, 25].
IGF-I also augments hCG-driven StAR mRNA accumula-
tion in primary rat Leydig cells and murine Leydig tumor
(mLTC-1) cells [7, 26]. On the other hand, epidermal growth
factor (EGF) alone does not affect StAR gene expression
in porcine granulosa cells; however, it can suppress FSH
or cAMP stimulation of StAR mRNA [25, 27]. In con-
trast, EGF increases StAR transcript levels in mLTC-1 cells
and at submaximal concentrations enhances hCG and cAMP
stimulation of StAR mRNA [28]. These studies reveal that
gonadotropins and growth factors have some common effects
on the StAR gene, whereas others are cell-specific. Numer-
ous other hormones and growth factors also positively or neg-
atively regulate StAR mRNA levels in steroidogenic cells in
the gonads (Table 16.1).

16.2.2 StAR Promoter Regulation
in Gonadal Cells

Studies of the transcriptional regulation of StAR and
other steroidogenic genes are mostly based on transfection
studies using plasmids harboring their 5′-flanking regions
linked to reporter genes. Although reporter construct studies

Table 16.1 Summary of hormones and growth factors shown to regu-
late StAR mRNA

Hormone/Growth factor Cell types

Positive Regulators
LH/hCG Granulosa1, theca, luteal, and Leydig cells

[8,9,10,170]
FSH Granulosa cells [21,22]
Estradiol Luteal cells2 [171]
Progesterone Leydig cells [172]]
Thyroid hormone Leydig cells [173,174]
Prolactin Luteal3 and Leydig cells3,4 [175,176]
Growth Hormone Luteal cells [10]
CRH Leydig [177]
Insulin Granulosa and theca cells [8,9,178]
IGF-I/IGF-II Granulosa and Leydig cells [9,21,26,179]
EGF/TGF-α Leydig cells [28,180]
GDF-9 Granulosa cells [181]
Amphiregulin Cumulus-oocyte-complexes [182]
MIS Leydig cells [183]
Leptin Granulosa cells4 [184]
Negative Regulators
PGF2α Luteal cells [10]
EGF Granulosa cells3 [25,27]
TGFβ Thecal cells [185]
TNFα Luteal cells [175]
Interferon γ Leydig cells [7]
Leptin Granulosa4 and Leydig cells [184,186]
Prolactin Leydig cells3,4 [176]
BMP-6 Granulosa cells [187]

1 Granulosa refers to granulosa cells at various stages of differentiation
prior to ovulation.
2 No mRNA studies, protein was studied.
3 When combined with gonadotropin/cAMP stimulus.
4 Low and high doses show different responses in the same cell type.

may not perfectly model endogenous gene regulation, they
provide a wealth of information about potential regulatory
signals. Most studies have addressed steroidogenic gene pro-
moter regulation in clonal cells, while a few have utilized
primary cell types. The StAR gene promoter has been exten-
sively evaluated and studies reveal complex regulation of
this gene. This section will summarize the cis and trans ele-
ments that regulate StAR gene transcription with emphasis
on gonadotropin/cAMP regulation in gonadal cells.

Steroidogenic Factor 1 (SF-1) and Liver Receptor
Homologue 1 (LRH-1)—the proximal region of the StAR
promoter is highly conserved across multiple species
(Fig. 16.2) and exhibits responsiveness to gonadotropins
and cAMP. Evaluation of this region has facilitated the
identification of functional transcription factor binding sites
[29, 30]. Early studies implicated the transcription factor SF-
1 (NR5A1) in the activation of the StAR gene. SF-1 is an
orphan nuclear receptor that participates in the regulation of
the reproductive axis and genes mediating steroidogenesis.
Multiple conserved SF-1 sites have been identified with at
least two functional sites in the proximal StAR promoter at
−105 to −95 and −35 to −42 (position relative to human
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Fig. 16.2 Comparison of the StAR gene proximal promoter region of
several mammalian species reveals high homology. Bold text indicates
perfectly conserved nucleotides. Bars underneath the sequence corre-
spond to DNA elements participating in StAR gene regulation. ∗ means
DNA binding demonstrated by recombinant protein only. H, M, R, and P

indicate evidence exists for human, mouse, rat, or pig sequences, respec-
tively. # means recombinant protein did not bind DNA. ? indicates site
is functionally important but there is no protein-DNA studies to sup-
port binding of the indicated factor. All sequences were obtained from
Genbank. See text for references

start site) [31]. One or more of these sites is needed for full
basal and/or cAMP responsiveness in Leydig and cultured
granulosa cells [31, 32, 33]. Chromatin immunoprecipitation
(ChIP) assays confirm increased SF-1 association with the
murine StAR promoter in response to a cAMP stimulus in
MA-10 mouse Leydig tumor cells and granulosa cells [34].
Two studies in granulosa cells did not support the require-
ment of the proximal SF-1 site in FSH stimulation of StAR
promoter activity [22, 35]. Recently, SF-1 family member
LRH-1 (NR5A2) was shown to transactivate the StAR pro-
moter in clonal and human granulosa tumor cells and can
bind to the −105 to −95 SF-1 recognition sequence [36, 37].
Taken together, evidence supports an integral role for SF-1 or
LRH-1 in cAMP-mediated StAR gene transcription.

GATA4 and GATA6—the transcription factors GATA4
and GATA6 are found in the somatic cells of both the ovary
and the testis [38]. A highly conserved GATA site is located
at −63 to −58 of the human promoter and is conserved
in all mammalian species examined to date. GATA4 is the
major factor binding to the GATA site in cultured granulosa
cells although some GATA6 binding is detectable [22, 35].
Recombinant GATA6 also efficiently binds the site [35].

GATA4 associates with the endogenous murine StAR pro-
moter in granulosa cells as shown by ChIP assay following an
ovulatory hCG stimulus [34]. Interestingly, in overexpression
studies, GATA4 and GATA6 both effectively drive porcine
StAR promoter activity in homologous granulosa cells [39].
The GATA site in the murine promoter contributes about 20%
to the cAMP responsiveness of the promoter in MA-10 Ley-
dig cells [33]. Since GATA4 levels decline in luteal cells fol-
lowing the LH surge in vivo [39, 40, 41, 42], it is likely that
GATA6 is the family member that stimulates endogenous
StAR gene transcription following the surge. In summary,
GATA4/6 contributes to maximal cAMP responsiveness of
the StAR promoter in gonadal cells.

CCAAT/Enhancer Binding Proteins (C/EBP)—in close
proximity to the highly conserved SF-1 sites in the proxi-
mal StAR promoter are recognition sequences for C/EBPs.
Several C/EBP family members are present in steroidogenic
gonadal cells [43, 44]. C/EBPβ is positively regulated by
gonadotropins, cAMP, and luteinization [22, 43, 44] and is
required for ovulation [45]. One C/EBP site, denoted C1, is
conserved in mammalian species and is located at −119 to
−110 in the human.
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Second and possible third C/EBP sites are more proxi-
mal and their locations and sequences vary by species. In
humans a more proximal C/EBP site exists at −50 to −41,
which partially overlaps the C/EBP site in the porcine pro-
moter at −58 to −49 [35, 46]. The proximal porcine C/EBP
site is perfectly conserved in the ovine and bovine promot-
ers. In the human mutation of both C/EBP sites affects basal
but not cAMP-stimulated StAR promoter activity in human
luteinized granulosa cells [46]. In porcine granulosa cells, the
proximal C/EBP site binds C/EBPβ in nuclear extracts and is
necessary for full responsiveness to FSH [35].

The mouse StAR promoter has two additional C/EBP sites
downstream of the C1 site, named C2 and C3. The more
proximal site at −81 to −72 (C3) is necessary for full respon-
siveness to FSH in rat granulosa cells and binds C/EBPβ in
electromobility shift assays [22]. The most proximal C/EBP
site in both mouse and porcine promoters show cooperation
with the adjacent GATA site to confer maximal responsive-
ness to FSH in granulosa cells [22, 35]. C/EBP sites C1 and
C2 are required for SF-1 activation of the murine promoter
and are important for basal promoter activity in MA-10 cells
[47]. C/EBPβ and SF-1 also physically interact with each
other in the presence of a DNA fragment of the proximal
murine StAR promoter containing regions that bind C/EBPβ

in MA-10 cell extracts [47]. More recent studies suggest that
C/EBPβ may be more important for StAR activity in granu-
losa cells than in Leydig cells (see below).

Cyclic AMP Response Element Binding Protein (CREB)
family—although the StAR promoter responds to cAMP in
all steroidogenic gonadal cells examined, the promoter lacks
a consensus cAMP response element (CRE) [48]. However,
CRE half-sites are present in most species. The −110 to −67
region of the murine StAR promoter contains three, desig-
nated CRE1, CRE2, and CRE3. Overexpression of CREB in
MA-10 Leydig cells drives murine StAR promoter activity in
this region [49]. Further analyses reveal that all three half-
sites participate in the cAMP response in MA-10 cells, with
the CRE2 site being the most important and the major bind-
ing protein being CRE modulator (CREM). Interestingly,
the CRE2 site falls within the C3-CEBP site important for
cAMP-responsiveness in rodent granulosa cells. These find-
ings were clarified by the groundbreaking work of Hiroi and
coworkers who performed ChIP assays with the murine StAR
promoter in both MA-10 and mouse periovulatory granulosa
cells following cAMP or hCG stimulation [34]. Their studies
reveal that in response to the cAMP stimulus, CREB/CREM
but not C/EBPβ increased association with the proximal
StAR promoter in Leydig cells, whereas C/EBPβ preferen-
tially increased association with the proximal promoter in
granulosa cells. These studies demonstrated cell- and sex-
specific differences in StAR gene regulation.

Sterol Regulatory Element Binding Protein (SREBP)
and Yin Yang 1 (YY1)—sterol regulatory element binding

proteins (SREBPs) are implicated in the stimulation of StAR
promoter activity. Under conditions of sterol-depletion, the
active fragment of SREBP migrates to the nucleus and pro-
motes the transcription of genes involved in sterol availabil-
ity such as the LDL receptor and HMG-CoA reductase genes
[50]. Several putative sterol response elements (SREs) local-
ize to the rat distal StAR promoter region. In the proximal
StAR promoter of human and rat, an SRE is located within
positions −81 to −70 and −87 to −79, respectively [30, 51].
Overexpression of SREBP-1a in granulosa-derived or clonal
cells increases StAR promoter activity [30, 51, 52]. Recom-
binant SREBP-1a binds the human and rat SRE sequences
[30, 51]. Another SREBP site is proposed to exist 4 bp down-
stream of the GATA site in the mouse promoter. The muta-
tion of the sequence decreases basal promoter activity, but
there is no experimental evidence of SREBP binding to this
region [28].

The transcription factor Yin Yang 1 (YY1) interferes with
the activation of sterol-regulated genes by SREBP [50]. In
rat ovaries, YY1 increases in response to a luteolytic dose
of PGF2α [51]. Under similar conditions PGF2α downregu-
lates StAR mRNA [53]. YY1 does not bind the proximal SRE
site in the rat promoter but does inhibit SREBP-1a and NF-Y
binding and activation in clonal cells [51]. In humans, YY1
binds the DNA directly and inhibits SREBP-1a-mediated
StAR promoter activation [30].

Although evidence supports a role for SREBP activation
of and YY1 inhibition of StAR promoter activity, no studies
in gonadal cells have documented the endogenous proteins
binding the StAR promoter under physiological conditions.
Thus, it remains an open question as to whether SREBPs par-
ticipate in hormonal regulation of the StAR gene.

Activator Protein 1 (AP-1) family—AP-1 family mem-
bers both positively and negatively impact StAR promoter
activity. A fairly well conserved AP-1 site is located at −81
to −75 of the mouse StAR promoter sequence, overlapping
the CRE2 site [54]. In the rat, mutation of the analogous
AP-1 site at −85 to −79 increases basal and reduces SF-
1-stimulated StAR promoter activity in Y1 adrenocortical
cells [55].

c-Fos and Fra-1 inhibit basal StAR promoter activity in
mLTC-1 cells [28]. In MA-10 Leydig cells, c-Fos, FosB, c-
Jun, JunB, and JunD overexpression enhances and Fra-1 and
Fra-2 decreases basal murine StAR promoter activity [54]. In
addition, all these AP-1 factors attenuate the response of the
promoter to a cAMP analogue.

In MA-10 nuclear extracts, c-Fos, Fra-2, and JunD appear
to be the major AP-1 factors binding to the mouse −81 to
−75 region. Mammalian two-hybrid assays in HeLa cells
showed an interaction of c-Fos and c-Jun with SF-1, GATA4,
and C/EBPβ, suggesting these molecules cooperate to facil-
itate StAR transcription [54]. Further studies of the mouse
CRE2/AP-1 site show that c-Fos/c-Jun represses CREB
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stimulation of the StAR promoter, most likely by compet-
ing for the coactivator CREB-binding protein (CBP) [56]. In
summary, the AP-1 family represses cAMP-mediated StAR
promoter activity through a common DNA element and com-
petition for coactivator molecules.

Other factors regulating StAR transcription—several
other transcription factors have been implicated in StAR pro-
moter regulation. Sp1 promotes StAR promoter activity in
clonal cells [57]. DAX-1 binds hairpin conformations of the
proximal StAR promoter and inhibits basal and forskolin-
driven promoter activity in Y1 adrenocortical cells [58].
DAX-1 also interferes with SF-1 activation of the murine
StAR promoter in mouse Leydig tumor cells [59]. Forkhead
box protein FOXL2 represses basal activity of the human
StAR promoter in clonal cells [60].

Conclusions—the StAR promoter has multiple validated
and potential regulatory elements that contribute to its
activity in gonadal cells. When studies are evaluated for
gonadotropin action and by gonadal cell type, two themes
emerge. In ovarian cultured granulosa cells, gonadotropin-
stimulated StAR promoter activity is primarily regulated
by SF-1/LRH-1, GATA4/6, and C/EBPβ. In Leydig cells,
cAMP-regulated StAR promoter activity primarily involves
SF-1, CREM, GATA4, and modulation by AP-1 factors.
However, the regulation of the gene in luteal cells is
unknown.

Post-transcriptional regulation of StAR—changes in
StAR mRNA stability is another way that cells evolved to
more precisely and quickly regulate steroidogenesis. StAR
mRNA is generated primarily as approximately 3.5 kb and
1.6 kb long [61]. The disparities in size reflect differences
in the 3′ untranslated region. Upon stimulation, the 3.5-kb
form predominates as a result of enhanced stability through
the activation of cAMP pathways [62]. Cessation of stimu-
lation causes preferential degradation of this form, thus pro-
viding an additional mechanism to quickly halt cholesterol
transfer to P450scc and steroid synthesis [3].

16.2.3 Hormonal Regulation of Gonadal
CYP11A1 mRNA Expression

The CYP11A1 gene encodes for P450scc [63].
Gonadotropins are the primary regulators of CYP11A1
expression in adult gonads. In many respects, its hormonal
regulation overlaps that of the StAR gene. For example, the
theca cells of developing ovarian follicles express both StAR
and CYP11A1 [15, 16, 64, 65]. In Leydig cells, CYP11A1 is
expressed at high levels basally unlike StAR and increases
more slowly than StAR in response to stimulation by cAMP,
LH, or hCG [66, 67, 68, 69].

But there are distinct differences from StAR. While StAR
mRNA is virtually undetectable in the granulosa cells of
the pre-surge follicle in most species, CYP11A1 mRNA
appears after antrum formation and increases with follicular
development [16, 18, 65]. The precise timing of its expres-
sion is species-dependent. Of note, the cow has unusually
high levels of CYP11A1 in granulosa in dominant follicles
[18]. CYP11A1 expression is further increased in granulosa
cells by the ovulatory gonadotropin surge and is strongly
expressed by luteal cells [65].

In cultured granulosa cells CYP11A1 is induced by both
FSH and LH/hCG, depending on the state of luteinization
[22, 70, 71]. Although there is a fair consensus that LH is
needed to initiate the increase in CYP11A1 expression in
luteal cells, the requirement for LH to sustain CYP11A1
mRNA during luteal function may be species-dependent [65,
72]. In some cases, luteal CYP11A1 expression is constitu-
tive [65]. In the testes, P450scc is not normally expressed in
Sertoli cells, but appears in cultured cells with FSH stimula-
tion [73].

Gonadotropin stimulation of CYP11A1 expression is also
modified by growth factors and some growth factors may act
independently in a species-specific fashion. For example, in
rodents IGF-1 alone has no effect on CYP11A1 expression
in cultured granulosa cells, but synergizes with gonadotropin
[74]. In the pig, IGF-I does increase CYP11A1 expression
in granulosa cells and acts in concert with gonadotropin
[75, 76]. The species differences in IGF-I responsiveness
can be attributed to the presence of an IGF-I responsive ele-
ment in the porcine promoter (see below) [77]. Another con-
trast with StAR gene regulation is the fact that EGF does
not inhibit gonadotropin/cAMP-induction of CYP11A1 in
porcine granulosa cells [25, 27]. Table 16.2 summarizes the
other hormones and growth factors that regulate CYP11A1
gene expression in gonadal cells.

16.2.4 CYP11A1 Promoter Regulation
in Gonadal Cells

The CYP11A1 promoter has been extensively studied in
adrenal and placental cells with fewer studies in gonadal
cells. CYP11A1 promoter activation shares some common
trans regulatory factors with the StAR gene, but also has its
own distinct regulatory factors. As with StAR, gonadotropins
and cAMP stimulate CYP11A1 promoter activity in granu-
losa, theca, luteal, and Leydig cells [78, 79, 80, 81]. Two
regions of the human 5′-flanking region of the gene are
cAMP responsive. One is located proximally within the first
−120 bp and encompasses a fairly well conserved region
(Fig. 16.3) [82]. The second is between −1,633 and −1,553
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Table 16.2 Summary of hormones and growth factors shown to
regulate CYP11A1 mRNA

Hormone/Growth factor Cell types

Positive Regulators
LH/hCG Granulosa1, theca, luteal, and Leydig cells

[65,71,72,103,188,189,190,191]
FSH Granulosa cells [65,70,189]
Estradiol Granulosa cells2 [65]
Progesterone Granulosa cells [192]
Thyroid hormone Leydig cells [174]
Growth Hormone Granulosa cells3 [193]
Insulin Granulosa cells [71,178]
IGF-I/IGF-II Granulosa, theca, and Leydig cells

[75,179,190]
EGF/TGF-α Granulosa and Leydig cells [25,27,180]
Amphiregulin Cumulus-oocyte-complexes [182]

Negative Regulators
PGF2α Granulosa and luteal cells [194,195]
Glucocorticoids Leydig cells [196]
TGFβ Leydig cells [197]
TNFα Granulosa and Leydig cells [198,199,200]
Interferon γ Leydig cells [201]
Leptin Leydig cells [186]
IL-1 Leydig cells [202]
GDF-9 Theca cells [203]
BMP-6 Granulosa cells [187]

1 Granulosa refers to granulosa cells at various stages of differentiation
prior to ovulation.
2 When combined with gonadotropin/cAMP stimulus.
3 When combined with IGF-I

of the human sequence and is not conserved. In addition to
these two cAMP response sequences (CRS), other tissue- and
species-specific enhancers and repressors exist as well. The
following section will summarize the major cis and trans ele-
ments involved in gonadal CYP11A1 gene regulation.

SF-1 and LRH-1—like StAR, studies implicate SF-1 in
the regulation of CYP11A1 promoter activity. In the proxi-
mal region of the human CYP11A1 promoter, known as the
proximal CRS, resides a highly conserved binding site for
SF-1 between −46 and −38. This site binds SF-1 in extracts

from granulosa, luteal, and adrenal cells as well as recombi-
nant LRH-1 [78, 80, 83]. Both SF-1 and LRH-1 can drive the
human CYP11A1 promoter in granulosa cells [83].

The proximal SF-1 site almost completely overlaps with
an AP-2 binding site that participates in promoter activity
in the mouse placenta where SF-1 is absent [84]. Forskolin
activation of the rat CYP11A1 promoter in granulosa cells is
partly localized to the −73 bp region containing the proxi-
mal SF-1 element (SCC1) [78]. Deletion of a second SF-1
binding element (SCC2) in the rat in −83 to −64 does not
affect forskolin-driven promoter activity in granulosa cells.
In MA-10 Leydig cells, mutation of both rat SCC1 and
SCC2 reduces basal activity but minimally affects cAMP-
stimulated promoter activity [81]. The proximal SF-1 site
is needed for both basal and cAMP-mediated activity of the
bovine promoter in luteal cells [80].

In the human, mutation of the proximal SF-1 site in the
CYP11A1 promoter eliminates expression of a lacZ fusion
gene in transgenic mice, suggesting that it is essential for
CYP11A1 expression in vivo. A second and unconserved
SF-1 site resides in the upstream CRS at positions −1,617
to −1,609 of the human promoter. Mutation of this site
decreases testicular and adrenal activation of the gene in
transgenic mice but does not affect ovarian expression [85].
Further studies using CRE-lox technology to mutate the
proximal SF-1 site of the endogenous mouse CYP11A1 pro-
moter show reduced adrenal steroid hormones in transgenic
mice [86]. These animals exhibit normal ovarian and pla-
cental expression of P450scc, whereas Leydig cells have
reduced P450scc levels with no apparent defects in repro-
duction. These studies suggest that the proximal SF-1 site is
not essential for expression in the ovary and enhances but is
not required for Leydig cell CYP11A1 expression. Another
interpretation of these data is that other elements can substi-
tute for the function of the proximal SF-1 site. In summary,
the bulk of the data implicate SF-1 as a contributor to basal
and/or cAMP-regulated CYP11A1 promoter activity.

Fig. 16.3 Comparison of the CYP11A1 gene proximal promoter region
of several mammalian species shows conserved Sp1 and SF-1 sites.
Bold text indicates perfectly conserved nucleotides. Bars underneath the
sequence correspond to DNA elements participating in CYP11A1 gene

regulation and/or having demonstrated binding of the factor in nuclear
extracts. H, C, P, R, and M indicate evidence exists for human, cow, pig,
rat, and mouse sequences, respectively. All sequences were obtained
from Genbank. See text for references
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Sp1—the proximal region of the CYP11A1 promoter is
G-rich and one or more Sp1 sites have been identified within
it. The −118 to −100 region of the bovine promoter binds
Sp1 and/or Sp3 in luteal and Y1 adrenocortical cell extracts
[87, 88]. Mutagenesis studies show that this site cooper-
ates with the proximal SF-1 site to drive basal and cAMP-
stimulated promoter activity in both bovine luteal and Y1
cells [89]. A second Sp1 binding site at −70 to −32 of the
bovine promoter was also confirmed in Y1 cell extracts.

In porcine granulosa cells, forskolin and IGF-I indepen-
dently activate the porcine CYP11A1 promoter through the
Sp1 binding site at −130 to −100 [77]. This region also
binds polypyrimidine tract-binding protein-associated splic-
ing factor (PSF), which modulates growth factor responsive-
ness [90]. Finally, the human −117 to −94 promoter region
was also found to bind Sp1 in adrenal cell extracts [91].

GATA and CREB/AP-1—one or more GATA sites exist
within the CYP11A1 promoter and their location(s) are
species-specific. Overexpression of GATA4 and GATA6
can drive the CYP11A1 promoter in COS-1, HeLa, and/or
adrenal cells [92, 93, 94]. Only one study using the mouse
promoter has characterized the GATA binding site and its
function in a cell-specific context. The site located at −475 to
−470 binds GATA4 in nuclear extracts of rat granulosa cells
and binds GATA2 in mouse giant trophoblast cells [95]. The
GATA site participates in FSH activation of the promoter in
granulosa cells and in cAMP-independent promoter activity
in trophoblasts.

Just downstream of the mouse GATA site resides a multi-
functional CRE half-site at −450 to −447 [95]. The CRE
half-site binds CREB-1 in less differentiated granulosa and
binds AP-1 family member Fra-2 in more differentiated gran-
ulosa cells. In trophoblast cells, the CRE half-site also binds
CREB-1, which contributes to basal activity.

Conclusions—studies on the CYP11A1 promoter in
gonadal cells have shown that SF-1, LRH-1, Sp1, GATA4,
CREB-1, and AP-1 family members participate in basal or
cAMP-mediated activity. Additional elements necessary for
Leydig cell-specific expression of the mouse CYP11A1 pro-
moter may reside 2.5–5 kb upstream of the transcriptional
start site [69].

16.2.5 Hormonal Regulation of Gonadal
HSD3B mRNA Expression

Numerous forms of 3β-HSD and their corresponding HSD3B
genes have been identified with different family members
serving tissue-specific functions [96]. The number of enzyme
isoforms varies greatly between species. The human, for
instance, expresses two forms while the mouse has six,
all independently regulated. The numerical naming of the

HSD3B gene family members designates the order of dis-
covery in most species rather than function.

Generally speaking, this enzyme is not unique to steroido-
genic cell types, but all steroidogenic cell types in repro-
ductive tissues express 3β-HSD [97]. In humans the major
gonadal and adrenal transcript derives from the HSD3B2
gene, whereas in other species the major adrenal/gonadal
form derives from the HSD3B1 gene [96]. For the sake of
this chapter, these gonadal forms of the gene will be referred
to as HSD3B.

The distribution of HSD3B is similar in many respects
to CYP11A1 with some species variability. HSD3B mRNA
and its protein are expressed in Leydig cells and the theca
of developing follicles [69, 98, 99]. In most species 3β-HSD
protein is absent in the granulosa cell layer until late in fol-
licle development [98, 99]. An exception is cow, where 3β-
HSD protein and its mRNA are present in the granulosa of
early dominant follicles [18, 98, 100]. HSD3B mRNA and
its protein are further induced by the ovulatory gonadotropin
surge and expressed in luteal cells [98, 101].

As with StAR and CYP11A1, gonadotropins and cAMP-
signaling play a major role in gonadal HSD3B expression.
In culture, LH, hCG, and cAMP-signaling agonists enhance
HSD3B mRNA and protein levels in theca, granulosa, and
Leydig cells [102, 103, 104]. FSH also stimulates HSD3B
mRNA and protein levels in rodent and human cultured gran-
ulosa cells [74, 105].

A variety of growth factors directly affect or alter HSD3B
mRNA expression. Insulin and IGF-I can increase HSD3B
expression in granulosa cells [74, 105]. In human granulosa
cells, insulin promotes FSH stimulation of HSD3B mRNA
in a more than additive fashion [105]. In contrast, cooper-
ation between IGF-I and FSH was not observed for rodent
granulosa cells [74]. EGF also can induce HSD3B expres-
sion in rodent granulosa cells and augments stimulation by
FSH [106]. Table 16.3 summarizes the known hormones and
growth factors shown to regulate HSD3B expression.

16.2.6 HSD3B Promoter Regulation
in Gonadal Cells

The HSD3B promoter has been studied much less than
the StAR and CYP11A1 gene promoters with few stud-
ies in gonadal cells. Part of the reason for the paucity of
promoter studies is that the 5′-flanking regions of many
gonadal/adrenal type HSD3B genes have not yet been iso-
lated. Moreover, the 5′-flanking regions of mouse and human
genes have little homology between them. All HSD3B pro-
moter studies performed to date have used the human pro-
moter (Fig. 16.4).
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Table 16.3 Summary of hormones and growth factors shown to regu-
late HSD3B mRNA

Hormone/Growth Factor Cell Types

Positive Regulators
LH/hCG Granulosa1, theca, luteal, and Leydig cells

[72,102,103,104,204,205,206,207]
FSH Granulosa cells [74,105]
Progesterone Granulosa cells2 [208]
Insulin/IGF-I/IGF-II Granulosa and theca cells [74,105,209]
EGF Granulosa2 and Leydig cells2 [106,210]
TGFβ Theca cells2,3 and Leydig cells2 [211,212]
FGF Theca cells2,3 [211]
Activin A Leydig cells [212]
Prolactin Luteal cells3 [207]

Negative Regulators
PGF2α Granulosa and luteal cells [194,213]
Glucocorticoids Leydig cells2 [214]
TNFα Leydig cells [215]
FGF Leydig cells2 [216,217]
PDGF Leydig cells2 [217]
5α-dihydrotestosterone Leydig cells2 [218]
Testosterone Leydig cells [219]
IL-1 Leydig cells [215]
BMP-2/-6 Granulosa cells2 [220]
Prolactin Luteal cells4 [221]

1 Granulosa refers to granulosa cells at various stages of differentiation
prior to ovulation.
2 Protein levels or activity evaluated, no mRNA studies.
3 When combined with gonadotropin/cAMP stimulus.
4 Luteolytic dose of prolactin.

SF-1 and LRH-1—an SF-1 site resides at positions
−64 through −56 in the human HSD3B2 promoter and
is responsible for promoter activity in adrenal cells [107].
Two additional SF-1/LRH-1 binding sites are upstream
at −906 to −900 and −315 to −309 and bind LRH-1
in human luteinized granulosa cell extracts [108]. While
promoter activity in granulosa cells is driven by cAMP inde-
pendent of LRH-1, LRH-1 in combination with cAMP stim-
ulation additively increases promoter activity. Mutation of
either of the two upstream SF-1/LRH-1 sites decreases LRH-
1-driven promoter activity in granulosa tumor cells [108].
DAX-1 inhibits LRH-1-stimulated promoter activity in these
cells.

GATA4 and GATA6—the 5′-flanking region of the human
HSD3B promoter has at least four potential GATA bind-
ing sites at approximately −966, −570, −364, and −196.
GATA4 and GATA6 can cooperate with SF-1 and LRH-1 to

drive HSD3B promoter activity in Leydig and adrenal cell
lines [109]. The proximal −196 GATA site by itself is suffi-
cient to confer GATA-responsiveness.

NR4A family and STAT5—an NR4A binding site was
identified at −133 to −125 of the human promoter. Overex-
pression of NR4A family members Nur77, Nurr1, and Nor1
stimulates promoter activity in MA-10 Leydig and adrenal
cells [110].

A STAT5 consensus sequence also resides at positions
−118 to −110 in the human. Although there are no stud-
ies in gonadal or adrenal cells, HeLa cells transfected with
the prolactin receptor and STAT5 increase HSD3B2 promoter
activity [111]. These studies could have potential signifi-
cance to the corpus luteum where STAT5 levels are increased
with advancing stage of luteal development and steroido-
genic capacity [112].

Conclusions—as with the StAR and CYP11A1 gene pro-
moters, SF-1/LRH-1 and GATA4/6 foster human HSD3B2
promoter activity in transfection assays. Therefore, SF-1
and GATA family members may be a common mecha-
nism by which gonadotropins, particularly LH, regulate the
StAR, CYP11A1, and HSD3B gene promoters. The regu-
lation of the HSD3B gene is distinguished in part by the
activity of NR4A and possibly STAT5. Numerous growth
factors can also modify the effects of gonadotropins on
HSD3B in a species- and cell-specific manner. Modulation
of gene activity by growth factors may explain the differ-
ences observed among species and different gonadal cell
types in both the male and female. Studies of transactiva-
tion of the HSD3B gene are still in their preliminary stages
and more progress is expected as the promoter regions of
species other than the mouse and human become available
for comparison.

16.3 Biochemistry and Post-translational
Regulation

16.3.1 The Cholesterol Side-Chain Cleavage
Complex (CSCC)

The first and rate-limiting enzymatic step in steroidogenesis
is the conversion of cholesterol to pregnenolone by P450scc
[113]. The enzyme, formerly known as 20,22-desmolase,

GATA

–966 –900 –570 –364 –196 –125 –110 –56 –1–309

GATA GATA GATA NR4A STAT5 SF-1SF-1/LRH-1 SF-1/LRH-1

Fig. 16.4 Diagram of the human HSD3B2 gene promoter regions showing sites implicated in transactivation. The −900 and −300 SF-1/LRH-1
sites, the −196 GATA site, and the −125 NR4A site have functional significance in gonadal cells. See text for references
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carries out this step on the matrix half of the inner mito-
chondrial membrane [114, 115]. Pregnenolone is the prod-
uct of three consecutive monooxygenase reactions catalyzed
by P450scc: two hydroxylations of the cholesterol side chain
to yield, first, 22R-hydroxycholesterol and then 20α,22R-
dihydroxycholesterol, and the final cleavage of the bond
between carbons 20 and 22 to liberate pregnenolone and iso-
caproic acid. Each step requires two reducing equivalents
supplied by the flavoprotein NADPH-adrenodoxin reduc-
tase/ferredoxin reductase via an electron shuttle, the iron-
sulfur protein adrenodoxin/adrenal ferredoxin. Together with
P450scc, they comprise the CSCC.

Adrenodoxin reductase uses NADPH to reduce its flavin
adenine dinucleotide (FAD) group and binds adrenodoxin.
This enzyme then transfers the two electrons from FADH2

to the iron-sulfur cluster of adrenodoxin. This stimulates dis-
sociation of adrenodoxin from the reductase binding site and
frees the molecule to interact with P450scc [116].

Binding of cholesterol by P450scc promotes the bind-
ing of adrenodoxin and the transfer of electrons from
adrenodoxin to its heme ring for the first hydroxylation reac-
tion [116]. Reduced adrenodoxin preferentially binds oxi-
dized P450scc-substrate complexes as well, thus keeping the
side-chain cleavage reaction moving forward [117]. Since
P450scc is present in excess compared to other constituents
of the CSCC, the availability of reduced adrenodoxin and
the efficiency of electron transfer determine how swiftly the
side-chain cleavage reaction proceeds. Accordingly, adreno-
doxin and adrenodoxin reductase are present at higher levels
in steroidogenic tissues than in other tissue types in the body
[118, 119].

Like P450scc, adrenodoxin levels increase with stimula-
tion of cAMP pathways in JEG-3 cytotrophoblasts, adrenal
cortical cells, rhesus monkey fetal ovarian cells, and human
fetal adrenal and testicular cells [118–120]. Supporting levels
of both adrenodoxin and adrenodoxin reductase rise simul-
taneously with P450scc in cultured rat granulosa cells and
adrenodoxin and P450scc increase with luteal phase in the
bovine ovary, ensuring adequate supplies of reducing equiv-
alents [115, 121]. Adrenodoxin has also been shown to
increase with P450scc in rhesus monkey fetal ovarian cells
and human fetal adrenal and testicular cells [118]. By con-
trast, the level of adrenodoxin reductase in the human pla-
centa is so low as to limit the rate of pregnenolone production
[122]. Production of mitochondrial supporting NADPH is
also linked to trophic hormone stimulation through increases
in calcium [123].

The lipid composition of the inner membrane
additionally influences P450scc activity. In particular,
the phospholipid cardiolipin has been implicated in enhanc-
ing the binding of cholesterol by P450scc [124, 125] and in
the formation of contact sites relevant to cholesterol supply
to the enzyme [126].

Interestingly, casein kinase II phosphorylation of Thr71
in mature bovine adrenodoxin can increase the efficiency of
electron transfer to P450scc and the rate of catalysis; its rele-
vance in vivo is under investigation [127].

Steroid synthesis itself is a closely regulated process. In
the absence of stimulation, cells may produce little or no
steroid despite the presence of P450scc. Addition of hydrox-
ylated forms of cholesterol like 22R-hydroxycholesterol,
which freely diffuse into the mitochondria, are still read-
ily converted to steroid though [128]. This shows that the
CSCC is constitutively active and is only constrained by the
supply of cholesterol substrate. This is the true rate-limiting
step in steroid production and it is carried out by StAR
[129].

16.3.2 StAR

Upon trophic hormone stimulation, StAR is rapidly synthe-
sized and goes to the mitochondria, where it mediates the
delivery of cholesterol from the outer mitochondrial mem-
brane to the cholesterol-poor inner membrane and P450scc.
Exogenous expression of this protein in Leydig tumor cells
results in steroid production in the absence of stimulation
[6]. If cells are stimulated to produce steroid in the presence
of a protein synthesis inhibitor, StAR is not produced [130,
131], cholesterol is not transferred to the inner membrane,
and steroidogenesis is blocked [132, 133, 134].

Thus, the acute phase of steroidogenesis depends on
StAR-mediated intermembrane cholesterol transfer. Pro-
longed chronic stimulation, however, results in abundant sup-
ply of cholesterol in the inner membrane. At this point, the
rate of steroidogenesis now depends upon the capacity of the
system, i.e., the level of P450scc and availability of reduc-
ing equivalents. Most studies on the mechanism of StAR
action have been conducted using adrenocortical or Leydig
cell lines as model systems. StAR expression results from
the stimulation of pathways related to cAMP, protein kinase
C, chloride, and calcium [135]. Production of StAR due to
cAMP stimulation is critically supported by arachidonic acid
release.

Mechanism of StAR-mediated intermembrane choles-
terol transfer—while the function of StAR is fairly straight-
forward, the mechanism of its action remains elusive.
StAR is produced as a 285-amino acid precursor with an
apparent molecular weight of 37 kDa [12–14, 130, 131,
136–140]. Its N-terminal signal sequence targets StAR into
the mitochondria. During import, the signal sequence is
cleaved, giving rise to 30-kDa mature forms of StAR
[6, 141, 142]. Interestingly, once inside the mitochondria,
StAR no longer supports cholesterol transfer. In fact, block-
ing the import of StAR into the mitochondria by, for instance,
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deleting the N-terminal 62 amino acids does not prevent
StAR from stimulating steroidogenesis [143, 144]. There-
fore, StAR must promote cholesterol transfer to the inner
mitochondrial membrane and P450scc while outside the
mitochondria. Import then switches off this activity. As a
result, continual synthesis of steroid requires the continual
synthesis of StAR [139, 140].

Several models exist to explain how StAR may cause
cholesterol transfer. One model suggests that StAR acts with
cofactors like the peripheral benzodiazepine receptor (PBR)
and voltage-dependent anion channel (VDAC), while in vitro
studies indicate that StAR may transport cholesterol itself
[145, 146, 147, 148].

What is known is that the C-terminus of StAR is
essential for its function. This region contains the so-called
StAR-related lipid transfer (START) domain, a motif that is
conserved across a large family of proteins [149]. All inacti-
vating mutations of StAR, also referred to as START domain
1 (StarD1), affect this region. The protein has proven diffi-
cult to crystallize, but X-ray crystallographic analysis of a
homolog, MLN64, indicates that the START domain forms
a helix-grip fold structure that provides a binding pocket for
cholesterol [150, 151]. Thus, StAR may bind cholesterol in
the outer membrane and release it to the inner through an
unknown mechanism at sites of contact between the mem-
branes [139, 152].

The promotion of intermembrane cholesterol transfer by
StAR requires ATP hydrolysis and an intact electrochemi-
cal potential across the inner mitochondrial membrane [153,
154]. This activity is doubled with protein kinase A (PKA)
phosphorylation of StAR on a conserved residue within the
START domain (Ser195 in human) [5, 130]. Treatment of
steroidogenic cells with phorbol ester stimulates StAR pro-
duction via protein kinase C activation, but StAR is not phos-
phorylated and steroidogenesis remains low [155]. Concomi-
tant addition of low levels of a cAMP analogue, however,
causes the newly made StAR to be phosphorylated and dra-
matically stimulates steroidogenesis in the absence of further
increases in StAR protein levels. The mechanism by which
phosphorylation alters StAR activity is unknown, but one
study suggests that it increases StAR protein stability [4].

The modification likely occurs prior to import. The PKA
responsible is thought to be moored to the outer mitochon-
drial membrane through binding of its R2A regulatory sub-
unit with A-kinase anchor protein 121 (AKAP121) [156].
This PKA may then help bring nascent StAR into contact
with the mitochondria through its own association with the
outer membrane.

There is a second, uncharacterized modification of StAR
whose importance is unclear. Both phosphorylation and this
second modification reaction are inefficient. A significant
portion of StAR remains unmodified or carrying one of the
changes [141].

16.3.3 Congenital Lipoid Adrenal Hyperplasia
(Lipoid CAH)

Causes—mutations in StAR and P450scc cause the fatal
disorder, lipoid CAH (reviewed in [157]). In this condi-
tion, all steroid production is compromised or lost. As
a result, patients must be sustained by glucocorticoid
supplementation.

Since all steroid production is compromised, it means that
progesterone production by fetally derived trophoblasts is
compromised too. However, rabbit and mice with mutations
in StAR or P450scc still come to term, since pregnancy relies
on progesterone from corpora lutea. Patients with mutations
in StAR survive to birth, since placental progesterone pro-
duction is independent of StAR.

Why human fetuses with catastrophic mutations in
P450scc survive is not as easily explained, since after week
9, the primary source of progesterone for pregnancy is the
placenta. One possibility is that the roles of progesterone at
this time are not essential for the maintenance of pregnancy.
Alternatively, progesterone filtering in from the maternal cir-
culation could be sufficient to compensate for the loss in pla-
cental output.

Effects on reproductive tissues—male patients and ani-
mal models of lipoid CAH exhibit phenotypic sex rever-
sal with intra-abdominal or inguinal testes, accumulation of
lipid in Leydig cells, underdeveloped vas deferentia and epi-
didymides, testes with disorganized seminiferous tubules,
and defects in spermatogenesis [157]. There is a further
diminution or loss of the bulbourethral gland, prostate, and
seminal vesicles.

In post-pubertal females, the ovaries generally exhibit
lipid accumulation in theca cells associated with maturing
follicles, become enlarged, and eventually undergo primary
ovarian failure. Ovarian cysts and irregular menses are also
described in human patients. Interestingly, estrogen syn-
thesis persists in cases of lipoid CAH that originate from
catastrophic mutations in StAR [158, 159]. This observa-
tion reflects the existence of StAR-independent pathways for
steroid production.

16.3.4 StAR-Independent Steroidogenesis

Steroidogenic cells contain other typically minor pathways to
initiate steroid synthesis independent of StAR. These path-
ways are generally regarded as not subject to acute regula-
tion and relevant for basal or constitutive steroid synthesis.
In certain cases, these pathways are essential, such as in the
human placenta, which produces progesterone in the absence
of StAR expression. Various candidates have been proposed
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to mediate intramitochondrial cholesterol transfer in place of
StAR such as the ubiquitous StAR homolog MLN64 [129,
150, 160, 161]. However, definitive proof to demonstrate
such a role for any candidate has not yet emerged.

Hydroxylated cholesterol molecules, also called oxys-
terols, likely account for some StAR-independent steroidoge-
nesis. As mentioned before, oxysterols are more hydrophilic
than cholesterol and thus, can move more freely across both
mitochondrial membranes for direct conversion to steroid.
And since many cholesterol hydroxylases localize to the
endoplasmic reticulum, their own generation does not require
StAR.

The production of steroid from oxysterols may have phys-
iological relevance, such as in the testes [162]. There, res-
ident macrophages produce 25-hydroxycholesterol, which
is then converted into testosterone by neighboring Leydig
cells. This is hypothesized to help direct testicular devel-
opment early in life. The brain also generates high levels
of 24-hydroxycholesterol. This oxysterol may be relevant
in neurosteroid production, although after modification the
hydroxyl group is usually sulfated [163, 164, 165].

16.3.5 3β-HSD

Mechanism of action—after pregnenolone is synthesized, it
can be further metabolized by either 3β-HSD or cytochrome
P450 17α-hydroxylase/17,20-lyase (P450c17), depending on
cell type and species. Both enzymes are found on the endo-
plasmic reticulum, but 3β-HSD also localizes to the matrix
half of the mitochondrial inner membrane. There it associates
with the CSCC, thereby facilitating progesterone production
[166, 167].

3β-HSD generally converts Δ5-3β-hydroxysteroids into
hormonally active Δ4-3-ketosteroids (Fig. 16.1). This
NAD+-dependent process occurs in two steps, catalyzing
dehydrogenation and isomerization of a double bond in the
steroid molecule, with the first dehydrogenase step being
rate-limiting [97]. Like most steroidogenic enzymes, it is
constitutively active.

However, not all isoforms possess the same activity. In the
rodent unlike the human, certain isoforms expressed primar-
ily in non-steroidogenic tissues are only NADPH-dependent
3-ketosteroid reductases that inactivate steroid hormones [97,
168]. This makes the investigation of the regulation and role
of this enzyme family more complicated.

CAH due to 3β-HSD deficiency—inactivating mutations
in 3β-HSD II, which is the predominant isoform in the
gonads of the human, also cause a rare and sometimes fatal
form of CAH [169]. In regards to sexual differentiation,
females appear virilized due to elevated DHEA production.

Males are more severely affected as the loss of testosterone
can cause phenotypic sex reversal and abdominal testes.

16.4 Summary and Conclusions

Steroidogenesis in reproductive tissues is a critical process
and thus, highly regulated at the level of transcription, post-
transcription, and post-translation. Future challenges will
include putting together a model as to how different tran-
scriptional factors come together to temporally coordinate
the induction of all three genes. Further exploration of the
mechanism by which StAR acts will also lead to a better
model of how cholesterol transfer for pregnenolone produc-
tion is modulated, perhaps uncovering other regulated pro-
teins that assist in this step.

16.5 Glossary of Terms and Acronyms

3β-HSD: 3β-hydroxysteroid dehydrogenase/Δ4–Δ5 iso-
merase

AKAP121: A-kinase anchor protein

AP-1: Activator Protein 1

C/EBP: transcription factor CCAAT/Enhancer Binding
Protein

c-Fos: transcription factor product of the cellular pro-
tooncogene homologue of v-FOS identified as the transform-
ing gene of the Finkel-Biskis-Jinkins murine osteosarcoma
virus; member of the AP-1 family

ChIP: chromatin immunoprecipitation

c-Jun: transcription factor product of the cellular pro-
tooncogene homologue of v-Jun identified as the transform-
ing gene of avian sarcoma virus 17; member of the AP-1 fam-
ily of transcription factors

CRE: consensus cAMP response element

CREB: transcription factor cyclic AMP response element
binding protein

CREM: CRE modulator

CRS: cAMP response sequences

CYP11A1: gene coding for P450scc

DAX-1: dosage-sensitive sex reversal, adrenal hypoplasia
critical region, on chromosome X, gene 1

DHEA: dehydroepiandrosterone

EGF: epidermal growth factor
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FAD: flavin adenine dinucleotide

FADH2: reduced FAD

FOXL2: transcription factor Forkhead box protein L2

Fra: transcription factor Fos-related antigen

GATA4 and GATA6: members of a family of transcription
factors that contain a two-zinc-finger motif and bind to the
DNA sequence (A/T)GATA(A/G)

hCG: human chorionic gonadotropin

HDL: high density lipoprotein

HMG-CoA reductase: 3-hydroxy-3-methyl-glutaryl-CoA
reductase

HSD3B: gene(s) coding for 3β-HSD

IGF-I: insulin-like growth factor 1

JunB: transcription factor related to c-Jun

JunD: transcription factor related to c-Jun

LDL: low density lipoprotein

Lipoid CAH: congenital Lipoid Adrenal Hyperplasia

LRH-1: transcription factor Liver Receptor Homologue-1

MA-10: stable cell line originated from a Leydig cell tumor

MLN64: StAR homologue

mLTC-1: murine Leydig tumor cells

NADP: nicotinamide adenine dinucleotide phosphate

NADPH: reduced NADP

NR4A: transcription factor nuclear receptor 4A subgroup

NR5A1: transcription factor SF-1

NR5A2: SF-1 family member LRH-1

Nur77, Nurr1 and Nor1: family members of NR4A

P450c17: cytochrome P450 17α-hydroxylase/17,20-lyase

P450scc: cytochrome P450 cholesterol side-chain cleavage
enzyme

PBR: peripheral benzodiazepine receptor

PKA: protein kinase A

R2A: PKA regulatory subunit

SCC1: SF-1 binding element

SCC2: SF-1 binding element

SF-1: transcription factor steroidogenic factor 1, also
termed NR5A1

Sp1: transcription factor stimulatory protein 1

SR-BI: scavenger type receptor, class B, type 1

SRE: putative sterol response element

SREBP: transcription factor sterol regulatory element bind-
ing protein

StAR: steroidogenic acute regulatory protein

StarD1: START domain-containing protein 1 (StAR)

START: StAR-related lipid transfer domain

STAT: signal transducers and activators of transcription

VDAC: voltage-dependent anion channel

YY1: transcription factor Yin Yang 1
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Chapter 17

Prostaglandins and Their Mechanisms of Action in the Cyclic Ovary

Jorge A. Flores and Christy Barlund

17.1 Introduction

Prostaglandins (PG) belong to a diverse family of cell sig-
naling molecules known as eicosanoids. Other members in
this family include prostacyclins (PGI), thromboxanes (TX),
and leukotrienes (LT). All eicosanoids (from eicosa-, Greek
for “twenty”) are synthesized by oxygenation of 20-carbon
essential fatty acids (EFA). There are three parallel path-
ways by which eicosanoids are produced depending on
the starting EFA. In all these parallel pathways, eicosanoid
production is mediated by the activity of two families of
enzymes: cyclooxygenases and lypooxygenases. Cyclooxy-
genases, or COX, generate prostanoids, the collective term
used for PG, PGI, and TX, while lypooxigenases gener-
ate the LT. Eicosanoids are found in all living cells; in
mammals eicosanoids derived from arachidonic acid are
primarily involved in inflammation, immunity, and in cen-
tral nervous system functions. Eicosanoids derived from
the other two EFA, Dihomo-gamma-linoleic acid (DGLA)
and eicosapentenoic acid (PA) are inactive or even anti-
inflammatory [1].

The term prostaglandin was derived from the “prostate”
gland because when it was first isolated from seminal fluid,
it was believed to be a prostatic secretion [2]. Eventually,
PG was found to be a secretory product of the seminal vesi-
cles and many other tissues for various functions. The diverse
functions associated with PG are more than can be mentioned
here, but some include smooth muscle contraction/relaxation,
platelet aggregation, inhibition of gastric acid secretion, stim-
ulation of gastric mucus secretion, inhibition of lipolysis,
increase of autonomic neurotransmission, ion transport, and
thermal regulation. PG are key to reproductive events includ-
ing implantation, decidualization, parturition, ovulation, and
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luteolysis. This discussion will be limited to the PG involved
in two reproductive processes, ovulation and luteolysis.

17.2 Biosynthesis of Prostaglandins

Eicosanoid synthesis begins with the release of free EFA
from biological membranes by the enzymatic activity of
phospholipase A2 (PLA2, EC3.1.1.4) and phospholipase C
(PLC, EC 3.1.4.11). Diacylglycerol formed by the activity of
PLC can be metabolized into arachidonic acid by the enzyme
diglyceride lipase. Phospholipase A2 includes several unre-
lated proteins sharing common enzymatic activity. Impor-
tant members within these include the calcium-independent
PLA2 and the secreted and cytosolic PLA2. Activation of
receptors linked to the enzyme PLA cause cytoplasmic cal-
cium to rise above threshold cellular levels, activating cytoso-
lic PLA2 with an increase in arachidonic acid production.
After prolonged and intense PLA-linked receptor activation,
the isoenzyme secreted PLA2 will amplify the loop of arachi-
donic acid synthesis, maximizing the available substrates
for the cyclooxygenase pathway. Arachidonic acid formed
in this manner by enzymatic activity of phospholipases can
be directed into one of either the cyclooxygenase pathway
or the lipoxygenase pathway to form either prostaglandin
and thromboxane or leukotriene. The cyclooxygenase path-
way produces thromboxane, prostacyclin, and prostaglandin
D, E, and F. The lipoxygenase pathway is active in leuko-
cytes and in macrophages and synthesizes leukotrienes
(Fig. 17.1).

Prostaglandins are ubiquitous in all tissues, where they
commonly are autocrine or paracrine lipid mediators that act
upon their target cells by interacting with specific plasma
membranes, and in some instances, nuclear receptors. They
are synthesized in the cell from three EFA: gamma-linolenic
acid, arachidonic acid, and eicosapentaenoic acid. Depending
on which of these EFA substrates is used, prostanoids series
-1, -2, and -3 are respectively synthesized.
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Fig. 17.1 Metabolic pathway for the synthesis of eicosanoids.
Arachidonic acid formed by activation of Phospholipase C- (PLC)
and A2-linked receptors is metabolized by the activity of two fami-

lies of enzymes: cyclooxygenases (PGH2 or Cox) and lypooxygenases.
Cyclooxygenases, or Cox, generate prostanoids (PG, PGI, and TX),
while lypooxigenases generate the Leukotrienes (LT)

The enzyme cyclooxygenase or COX converts arachi-
donic acid (AA, a ω-6 polyunsaturated fatty acid) to
prostaglandin H2 (PGH2), the precursor of the series-2
prostanoids (Fig. 17.1). COX contains two active sites: a
heme with peroxidase activity, responsible for the reduction
of PGG2 to PGH2, and a cyclooxygenase site, where arachi-
donic acid is converted into the hydroperoxy endoperoxide
prostaglandin G2 (PGG2). Two O2 molecules then react with
the arachidonic acid radical, yielding PGG2.

Terminal enzymes act subsequent to PGH2 and ulti-
mately lead to the tissue-specific production of individual
PG (Fig. 17.1). The most pertinent PG in the female repro-
ductive system are prostaglandin E2 and prostaglandin F2α.
Prostaglandin H2 is metabolized to PGE2 by prostaglandin
E synthases, and several isozymes have been described.
A prostaglandin E synthase associated with microsomal
membranes, prostaglandin E synthase-1, is a key enzyme
in the formation of PGE2. In the central nervous system,
prostaglandin D2 is formed from PGH2 by a glutathione -
independent prostaglandin D synthase. In non-nervous tis-
sue this reaction is carried out by a glutathione-dependent
prostaglandin D synthase. Similarly, prostaglandin F2α

is synthesized from prostaglandin D2 by the enzyme
prostaglandin F synthase (PGFS), which has a liver-type and

lung-type isoforms. An alternate pathway exists for the pro-
duction of prostaglandin F2α from PGE2 utilizing the enzyme
9-keto-PGE2-reductase (9 K-PGR).

17.3 Prostaglandins Release from Cells
and Subsequent Transport

Prostaglandins are lipophyllic in nature but predominate as
charged anions; consequently they diffuse poorly through
membranes [3]. Prostaglandin transporter (PGT), a member
of the Solute Carrier Organic Anion, mediates both the efflux
and influx of PG. This PGT will uptake PGE2 and PGF2α

more readily than other PG and arachidonic acid. In rumi-
nants, transport of PGF2α is critical for regulation of the
estrous cycle and establishment of pregnancy. Prostaglandin
F2α is released from endometrial epithelial cells, effluxed
into the venous vessels, and then transported into the ovarian
artery via the utero-ovarian plexus [4, 5]. Expression of PGT
in bovine and ovine endometrium during the estrous cycle
and pregnancy has been elegantly demonstrated [6, 7, 8].
The bovine PGT consists of 1,935 nucleotides and encodes
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644 amino acids. Similarily, the ovine PGT cDNA consists
of 1,935 nucleotides encoding 644 amino acids. The pre-
dicted amino acid sequence of ovine PGT shared 92, 85,
83, 81, and 79% identity with bovine, canine, human, and
rat homolog, respectively. Furthermore, the functional role
for PGT in regulation of PGF2α efflux and influx in ovine
endometrial cells that influence luteolytic mechanisms has
been recently reported [8]. Although PG more often partic-
ipate in paracrine and autocrine cell signaling, in this partic-
ular instance, they participate in an endocrine regulation of
the ruminant CL. The importance of this selective transport
of PG is critical, given that the lung must be bypassed, to pre-
vent PG clearance. In cattle, one pass through the lungs will
metabolize 65% of PG in blood, while sheep can metabolize
up to 99%.

17.4 Prostaglandin Receptors

The human thromboxane receptor was the first prostanoid
receptor to be cloned in 1991 [9]. It is a protein composed
of 343 amino acids and is a G protein-coupled receptor with
seven putative transmembrane domains. Homology screen-
ing based on its sequence was performed in various species,
and all of the eight types and subtypes of the prostanoid
receptors previously defined pharmacologically were iden-
tified. These include the PGD receptor DP, the PGE recep-
tors with four subtypes, EP1-4, the PGF receptor FP, the PGI
receptor IP, and the thromboxane receptor TxA. Four addi-
tional isoforms (A–D) have been characterized for the EP3

receptor subtype [10].
Signal transduction pathways of prostanoid receptors have

been characterized by examining agonist-induced changes in
cAMP, calcium, inositol phosphates, and by identifying G
protein coupling by various receptors. On the basis of their
signal transduction and action, the eight types of prostanoid
receptors have been grouped into three categories: the relax-
ant receptors, the contractile receptors, and the inhibitory
receptors. The relaxant receptors consist of the IP, DP, EP2,
and EP4 receptors; and they typically mediate increases in
cAMP and induce smooth muscle relaxation. The contractile
receptors consist of the TP, FP, and EP1 receptors; they medi-
ate calcium mobilization and induce smooth muscle contrac-
tion. The EP3 receptor is an inhibitory receptor that mediates
decreases in cAMP and inhibits smooth muscle relaxation
[10]. Because the most pertinent PG in the female reproduc-
tive system are prostaglandin E2 and prostaglandin F2α, the
EP2 and the FP receptors are also the most relevant receptors
in reproductive tissues. The EP2 receptors are coupled to Gs

and increases cAMP. The FP receptors are typically coupled
via Gq with increases in inositol phosphates and calcium [10].

17.5 Role of Prostaglandins in Ovulation

The relationship between prostaglandin biosynthesis and
ovulation first emerged in the early 1970s. It was also
around this period when one of the underlying action mech-
anisms of aspirin was demonstrated to be the inhibition of
COX-1 and COX-2 and, consequently, prostaglandin syn-
thesis [11]. With the availability of other non-steroidal anti-
inflammatory drugs or NSAIDs, indomethacin-dependent
inhibition of ovulation was soon reported in numerous
species [12, 13]. Although there were studies questioning
the obligatory role of PG during ovulation [14], this issue
was eventually resolved by genetic studies in mice, and now
the role of PGE2 acting through EP2 in ovulation is well
established.

The preovulatory surge of luteinizing hormone (LH)
results in a transient, specific, and developmental stage-
specific marked induction of COX-2 expression in granu-
losa cells of ovulatory follicles prior to ovulation. Selective
COX-2 inhibitors further underscored the role of COX-2 in
ovulation. Genetic inactivation of COX-2 has provided com-
pelling evidence for the importance of COX-2 in the ovula-
tory process. Mice carrying a null mutation for COX-1 were
fertile, but mice deficient in COX-2 proved to be infertile.
The transient induction of COX-2 results in an increased con-
centrations of PGE2 and PGF2α within ovarian follicles of
several ruminants, rodents, and primates. As mentioned ear-
lier, the granulosa cell layer of the preovulatory follicles are
the primary sites of prostaglandin synthesis in the ovary. The
most significant prostaglandin produced is in the E2 series,
and genetic inactivation of prostanoids EP2 receptor has pro-
vided convincing support to this interpretation that PGE2 has
a dominant role in ovulation. Constructing mice deficient in
prostanoid receptors has demonstrated that only those defi-
cient in EP2 receptors have impaired ovulation and fertiliza-
tion [15]. In primate periovulatory granulosa cells, expres-
sion and function of three distinct PGE2 receptors have been
reported [16]. Exposure of granulosa cells to an ovulatory
dose of human chorionic gonadotropin increased levels of
EP2, EP3, and, possibly, EP1 receptor proteins; granulosa
cells responded to stimulation of each of these PGE2 recep-
tors with increased intracellular signal generation only just
before ovulation. These PGE2 receptors may regulate dif-
ferent intracellular events, suggesting that PGE2 may use
multiple pathways to stimulate periovulatory events in pri-
mate granulosa cells. Both PGE2 levels and PGE2 receptor
responses peak just before ovulation, ensuring the maximal
ovulatory effect of PGE2 [16].

Interestingly, length of the ovulatory process (a species-
specific aspect) appears to determine the time of COX-2
induction after the preovulatory surge of LH, with the interval
of time from COX-2 induction to ovulation being highly con-
served across species [17]. Therefore, it has been suggested
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that COX-2 could serve as a molecular determinant that sets
the alarm of the mammalian ovulatory clock [18].

In addition to LH, there are other stimulatory signaling
molecules for prostaglandin synthesis in the ovulatory fol-
licle. These include GnRH, Transforming Growth factor α,
interleukin-1 (probably mediated by PG), GDF9, and any
agent capable of increasing cAMP. In cumulus granulosa
cells, the pharmacologically cAMP/PKA activated COX-2
induction is sensitive to inhibition of p38-MAPk or Erk1/2,
indicating that Erk-mediated transcriptional induction, dis-
tinct from or in conjunction with classical cAMP pathway, is
required for COX-2 expression [19]. Within the COX-2 pro-
moter region, the proximal 200 base pairs are the most inte-
gral for gonadotropin induction of transcription. Cis-acting
regulatory elements that might be mediators for diverse regu-
lation of COX-2 transcription are interferon response element
(IRE), cAMP responsive element (CRE), CAAT enhancing
binding protein (C/EBP), nuclear factor kappa B (NF kB), or
E-box. In bovine granulosa cells, induced regulation of COX-
2 occurs primarily by binding of transcription factors to the
E-box. The E-box is a cognate binding site for the basic helix-
loop-helix (bHLH) family of transcription factors situated at
–50 base pair of the PGHS-2 promoter. Upstream stimula-
tory factor (USF) is a basic helix–loop–helix/leucine-zipper
binding protein that initiates transcription at the E-box. The
E-box is the principle regulatory element for COX-2 tran-
scription [17].

17.6 Role of Prostaglandins in Luteolysis

If fertilization fails, luteal progesterone secretion declines
within a few hours (functional luteolysis). Subsequently,
within 12 hours, there is a dramatic increase in luteal tis-
sue remodeling and in the number of luteal cells undergo-
ing apoptosis (structural luteolysis) that culminate with the
demise of the CL and allowing the beginning of a new ovar-
ian cycle. The entire process of luteal demise is known as
luteolysis, but as mentioned above, functional and structural
components are now recognized in it.

Lifespan regulation of the mammalian CL displays pro-
nounced interspecies variation. For instance, since the initial
observation by Loeb [20] in the guinea pig that the uterus
controls the length of the estrous cycle, PGF2α of uterine ori-
gin has been demonstrated to be the physiological luteolysin
that causes CL regression in cycling sheep and cow [21],
horse and pig [22], rat [23], rabbit [24], and hamster [25].
In some species however, including the dog [26], ferret [27],
squirrel [28], mouse [29], monkey [30], opossum [31], mar-
supials [32], and human [33], removal of the uterus exerts no
control of luteal lifespan. In some of these species where hys-
terectomy does not alter cyclic ovarian activity, it has been

suggested that luteolytic PGF2α is synthesized within the CL
itself. In ruminants, although the initial source of PGF2α is
the uterus, evidence for the idea that the CL contributes to
the synthesis of PGF2α that influences or determines its own
lifespan is currently expanding. The observation that corpora
lutea of domestic animals can secrete PG dates to the early-
mid 1970 s [34], but studies to systematically address the pos-
sibility of autocrine and paracrine actions of luteal PGs in CL
function are more recent [7, 35]. In literature pertaining to
the human CL, the role of PGF2α in luteolysis is less clear,
although luteolytic effects in vitro and implications for an in
vivo effect of PGF2α synthesized in the CL as an active lute-
olysin do exist [36].

The interaction of neurohypophysial oxytocin (OT) with
endogenous OT receptors is thought to evoke the secretion
of luteolytic pulses of uterine PGF2α. McCracken [37] have
postulated the concept of a central OT pulse generator that
functions as a pacemaker for luteolysis. It is postulated that
the uterus transduces hypothalamic signals in the form of
episodic OT secretion into luteolytic pulses of uterine PGF2α

secretion. In ruminants, uterine PGF2α pulses induce luteal
OT released so that a positive feedback loop is established
that amplifies neural OT. The onset of this feedback loop and
episodic PGF2α secretion is thought to be controlled by the
appearance of OT receptors in the endometrium.

As mentioned above, it is now clear that mammalian
corpora lutea can secrete PG. Interestingly, once ovula-
tion occurs and granulosa cells differentiate into large
steroidogenic luteal cells, transcriptional regulation of COX-
2 appears to switch from predominantly PKA-dependent
pathway in pre-ovulatory follicles to a predominantly PKC-
dependent pathway in the corpus luteum [38]. It has been
suggested that the early CL favors responsiveness and syn-
thesis of PGE2 over PGF2α. Prostaglandin E2 is known to be
a luteotropic factor of the early CL in several species [34, 39].

Although the ability of PGF2α to regress the corpus luteum
CL is well documented, if PGF2α is administered outside
of a specific developmental window, it can, in a species-
dependent manner, have no effect, stimulate, or inhibit luteal
progesterone production [40, 41]. This wide range of effects
of PGF2α on luteal progesterone secretion in vivo has been
observed also in vitro [42, 43]. However, the literature con-
tains many statements asserting that observations in vitro are
in contrast with the “known inhibitory” actions of PGF2α

in vivo [36]. This apparent discrepancy however might be
resolved by the interesting biological observation that cell
responsiveness to the same agonist can be altered during
luteal development [42, 43, 44].

Although PGF2α has been well established as the most
important luteolytic hormone for more than 30 years, the cel-
lular mechanisms by which PGF2α exerts its luteolytic effects
remain incompletely understood. For instance, the control
mechanisms for functional and structural luteolysis might be
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separately regulated with the participation of endo-, para-,
and auto-crine interactions. In this context, whether PGF2α

induces its inhibitory effects on progesterone production by
direct effects on luteal steroidogenic cells, or through indi-
rect actions via other luteal cells continues to be debated.
A variety of paracrine factors have been studied as mediator
of PGF2α-induced luteal regression, among these, the luteal
endothelin system has received a great deal of attention.

17.6.1 Luteal Endothelin System

Endothelin-1 (EDN1) is a 21-amino acid peptide produced by
endothelial cells, and is a member of a family of structurally
related peptides that includes Endothelin-2 (EDN2) and
Endothelin-3 (EDN3) [45]. Two classes of receptors named
type A (EDNRA) and B (EDNRB) mediate the actions of
the different members of the endothelin family [46]. While
EDNRB shows equal affinity for all three endothelin pep-
tides, EDNRA shows greatest affinity for EDN1.

17.6.2 Role of Endothelin in Mediating
Luteolytic Actions of PGF2α

While known to be a potent vasoconstrictor, there is
evidence that luteal EDN1 plays an important role in
the anti-steroidogenic actions of PGF2α [47]. Studies have
demonstrated anti-steroidogenic actions of EDN1 in vitro. It
reduced both basal and LH-stimulated progesterone in dis-
persed ovine and bovine luteal cells [48, 49]. This effect
of EDN1 on ovine luteal cells was reduced by preincuba-
tion with a selective EDNRA antagonist [48]. A mediatory
role for EDN1 during PGF2α induced luteolysis was sup-
ported by (1) gene expression of EDN1 and its receptor,
EDNRA, are greater when corpora lutea are responsive to
PGF2α (approximately day 6 and beyond during the estrous
cycle) [50, 51], and (2) regulation of gene expression of the
luteal endothelin system acquires responsiveness to PGF2α

during the late luteal phase [52, 53]. However, during the
early phase of the bovine CL, before day 10, the endothelin
system is steadily up regulated in a PGF2α independent man-
ner [54]. Furthermore, cells isolated from the early CL are
responsive to endogenous and exogenous EDN1 [42]. There-
fore, these observations raise the possibility that in the early
CL, EDN1 might have a different function from its interme-
diary role of PGF2α action in the late luteal phase.

If luteal EDN1 indeed plays a mediatory role in the anti-
steroidogenic actions of PGF2α, blocking the luteal endothe-
lin system should then abolish the inhibitory actions of
PGF2α. However, in vivo experiments designed to abolish

the luteolytic effects of PGF2α by blocking the endothelin
system have had only limited success [48] or have alto-
gether failed [55]. For example, direct infusion of an EDNRA
antagonist into the bovine CL failed to mitigate the anti-
steroidogenic actions of PGF2α [55]. Consequently, the man-
ner in which EDN1 and PGF2α interact during luteolysis
remains controversial. A recent study in which an endothelin
receptor antagonist was infused within the CL by means of a
mini-osmotic pump implanted 2 days before inducing luteal
regression by an intramuscular injection of PGF2α, strongly
indicated the involvement of EDN1 as mediator of PGF2α

in the process of luteal regression [56]. A second and per-
haps more important contribution revealed in that study was
that there were early luteolytic actions of PGF2α (up to 12 h
after the PGF2αinjection) that were independent of medi-
ation by EDN1; however, 12 h after PGF2αadministration,
the anti-steroidogenic actions were reversed effectively by an
EDNRA antagonist. These observations could mean that dur-
ing the early part of luteal regression, PGF2α acts directly on
luteal steroidogenic cells, or via some paracrine or autocrine
factor other than EDN1 [56]. There is consensus that both
EDNRA and EDNRB are expressed in the mammalian CL.
However there are species differences regarding the recep-
tor type that participates in the mediatory actions of EDN1
on PGF2α-induced luteal regression. In rodents, EDNRB
appears to be most important, whereas EDNRA appears of
greater importance in ruminant species and in the human CL.
The cellular distribution of these receptors is not well charac-
terized but certainly, steroidogenic, endothelial, and smooth
muscle luteal cells are target for EDN1 actions. In the ovine
CL, there is an indication that the small steroidogenic cells
might be the luteal cells expressing the EDNRA [56].

In the CL of the ewe, there are endocrine, paracrine,
and possible autocrine interactions between PGF2α, EDN1,
oxytocin, and progesterone during luteal regression (Fig.
17.2). Endometrial epithelial cells are the initial source of
PGF2α, which in an endocrine fashion acts upon large luteal
steroidogenic cells (LLC) and luteal endothelial cells [42,
57]. On the LLC, PGF2α induces oxytocin release, which
acts as a paracrine factor on the small luteal steroidogenic
cells (SLC) to decrease their response to PKA-stimulated
(by LH for instance) progesterone secretion. Another effect
of PGF2α on LLC appears to be to induce a decrease in
their basal progesterone secretion. It is not clear if this is
a direct PGF2α action or if it is mediated through another
paracrine factor. What is clear is that this early antisteroido-
genic effect of PGF2α is independent of EDN1, and that it
might account for the initial decline in luteal progesterone
during functional regression [56]. This initial decline in pro-
gesterone might be critical, as there is evidence that a decline
in progesterone modifies the response of SLC to oxytocin.
Specifically, a decline in progesterone increases the calcium
responses initiated by OT on SLC, which presumably would
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Fig. 17.2 Endocrine, paracrine, and possibly autocrine interactions
between PGF2α, endothelin-1 (EDN1), oxytocin, and progesterone dur-
ing luteal regression of the ovine CL. Endometrial epithelial cells are the
initial source of PGF2α, which in an endocrine fashion acts upon large
luteal steroidogenic cells (LLC) and luteal endothelial cells by interact-
ing with plasma membrane specific PGF2α receptors (FP). Prostaglandin
F2αelicited responses by LLC include oxytocin and possible monocyte
chemoattractant protein-1 (MCP-1) secretion, and reduction of basal
progesterone secretion. Oxytocin secreted by LLC acts in a paracrine
fashion on SLC by activating its specific plasma membrane receptors

on these cells (Oxy R). The main cell response elicited by oxytocin
on SLC is reducing luteinizing hormone (LH)-stimulated progesterone
secretion. Endocrine and possibly paracrine action of PGF2α on luteal
endothelial induce secretion of endothelin-1 (EDN1). Endothelin-1 acti-
vating its specific receptors on SLC (ENDRA) induces further reduc-
tion on progesterone secretion and initiates structural regression. MCP-1
attracts monocytes, which differentiate into macrophages. Macrophages
secreting factors such as tumor necrosis factor alpha (TNFα) can have
additional paracrine actions on steroidogenic and endothelial cells

mediate an increase in the number of cells undergoing apop-
tosis [58]. An EDN1-dependent action of PGF2α on SLC
appears to be exerted with the participation of luteal endothe-
lial cells. Prostaglandin F2α, which at this stage is most likely
of luteal and uterine origin, induces EDN1 release from
luteal endothelial cells. EDN1 acting as a paracrine factor
on SLC might then be responsible for the further decline in
progesterone observed during the onset of structural luteal
regression [56]. Prostaglandin F2α has been shown to induce
COX-2 in large luteal cells and therefore at this stage PGF2α

might be acting also as an autocrine/paracrine factor on LLC
and SLC, respectively [58]. Additional interactions between
LLC and macrophages are likely, but they are at this time still
poorly defined. There is an increase in the number of resident
macrophages in the corpus luteum during luteal regression.
Although limited, there is some information regarding regu-
lation of monocyte chemoattractant protein-1 (MCP-1) dur-
ing luteal regression [59]. Potentially, luteal, steroidogenic,
and endothelial cells are putative sources of MCP-1 [60,
61, 62]. Whether secretion of MCP-1 by endothelial cells
is regulated by PGF2α is not settled. There is debate as to
whether or not PF receptors are expressed in luteal endothe-
lial cells and PGF2α has been reported not to regulate MCP-
1 secretion in a commercially available bovine endothelial

cell line [57, 62]. Upon taking residence in the CL, mono-
cytes would differentiate into macrophages and could be a
source of tumor necrosis-alpha (TNF-a), which could poten-
tially mediate further interactions directly on steroidogenic
cells and on endothelial cells (Fig. 17.2).

17.6.3 Luteolytic Capacity of Prostaglandins
in the Young Corpus Luteum

During the ovarian cycle of most species, including humans,
the transition from early to mid-luteal phase is associated
with changes in susceptibility to the luteolysin PGF2α. For
instance, in cows, the CL is resistant to exogenous PGF2α

prior to day 5 of the estrous cycle [63]. The cellular basis
controlling luteal function during these physiological tran-
sitions, although studied intensely, is incompletely under-
stood. Several ideas have been suggested to explain the lack
of progesterone-inhibitory response to PGF2α in the early
bovine CL. For instance, it has been proposed that the lute-
olytic resistance of the early CL might be due to alterations
in components of the signal transduction associated with the
receptor by locally produced hormones. This is supported
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by the observed increased expression in PGF2α catabolizing
enzyme, 15-hydroxyprostaglandin dehydrogenase (PGDH),
in the early CL [64]. Similarly, the inability of PGF2α to
induce COX-2 expression and intraluteal PGF2α synthesis in
the early bovine CL has been reported to be implicated in
luteolytic insensitivity to PGF2α [35].

There might be species differences regarding the steroido-
genic cells expressing FP receptors, but it is accepted
that in luteal steroidogenic cells, FP plasma membrane
G-protein-coupled receptors activate the membrane-bound
phosphoinositide-specific phospholipase C (PLC), yielding
inositol 1,4,5-trisphosphate (IP3), diacylglycerol [65], and
resulting in mobilization of intracellular Ca2+ [66]. Accord-
ingly, calcium and protein kinase C (PKC) have been shown
to be the intracellular mediators of PGF2a actions in luteal
steroidogenic cells [67]. The regulatory effects of intracel-
lular calcium concentration ([Ca2+]i) on progesterone might
be biphasic as there is also evidence for a calcium require-
ment to support progesterone synthesis by bovine luteal cells
and LH, a luteotropic hormone, increases IP3, and [Ca2+]i
in bovine luteal cells and in porcine granulosa cells [68, 69,
70]. There is a possibility that there might exist thresholds of
[Ca2+]i that support or inhibit progesterone synthesis.

It has been suggested that the lack of progesterone-
inhibitory response to PGF2α in the early bovine CL is not
due to low expression of FP receptor number, but rather by
alterations in components of the signal transduction asso-
ciated with the receptor, and/or (as mentioned earlier) by
modifications due to locally produced hormones [71]. For
instance, in ewes, an increase in mRNAs encoding PKC
inhibitors, and the associated increase in the corresponding
proteins, might participate in the resistance of the CL to
inhibitory actions of exogenous PGF2αduring the early part of
the estrous cycle [72]. Studies testing the ability of increasing
concentrations of PGF2α to increase the [Ca2+]i in large and
small bovine luteal cells as a function of development have
indicated that the lower efficacy of PGF2α in the early CL was
likely related to signal transduction differences associated
with the FP receptor at those two developmental stages [42].

The array of PKC isozymes expressed in the whole bovine
CL includes α, βI, βII, ε, and μ [73, 74, 75], and it has been
demonstrated that the amount of PKCε expressed in the day-
10 CL is greater than in the day-4 CL [75]. The latter observa-
tion led Sen et al [44] to propose that differential expression
of PKCε as a function of development could play a role in
the observed transitional resistance/susceptibility to PGF2α-
induced luteal regression. Furthermore, it is hypothesized
that regulation of [Ca2+]i is a cellular mechanism through
which PKCε could mediate inhibitory actions of PGF2α on
progesterone secretion [44]. There is additional evidence
indicating that when bovine follicular theca cells are isolated
and their luteinization is induced under in vitro tissue cul-
ture conditions, they express PKCδ [76]. As PKCδ has been

reported to play an important role in other species such as in
rabbits and rodents [77, 78], this PKC isozyme might also be
important for the physiology of the CL of some mammals.

The roles of specific PKC isozymes in luteal physiol-
ogy have received little attention to date. Studies using PKC
isozyme-specific inhibitors or specific down-regulation of
PKCε by siRNA technology have provided interesting evi-
dence about the function of this PKC isozyme in luteal
physiology. This isozyme appears to regulate quantitatively
the intracellular calcium signal initiated by PGF2α on luteal
steroidogenic cells and this in turn might have consequences
(at least in part) in the ability of PGF2α to inhibit progesterone
secretion [44]. Interestingly, if the FP receptor and its associ-
ated signal transduction is bypassed with a pharmacological
agent to increase the [Ca2+]i, the LH-stimulated progesterone
secretion in day-4 steroidogenic cells is eliminated, an action
that cannot be induced by PGF2α at this developmental stage.
Conversely, if the increase in [Ca2+]i typically induced by
PGF2α on day-10 steroidogenic luteal cells is buffered by a
pharmacological agent, then the ability of PGF2α to inhibit
the LH-stimulated progesterone secretion is abrogated. The
overall data support the hypothesis that luteal resistance to
the luteolytic actions of PGF2α is associated with a compro-
mised ability of PGF2α to induce a rise in [Ca2+]i [79]. Details
of the cellular mechanisms utilized by PKCε to influence the
ability of PGF2α to induce a rise in [Ca2+]i remain unknown.

17.7 Summary

Prostaglandins belong to a family of cell-signaling
molecules, termed prostanoids, involved in key repro-
ductive events, such as ovulation, corpus luteum function,
and luteolysis. In animals where the uterus controls the
length of the estrous cycle, PGF2α of uterine origin has
been demonstrated to be the physiological luteolysin that
causes CL regression. However, in species where the uterus
exerts no control of luteal lifespan the luteolytic PGF2α is
synthesized within the CL itself. It has been postulated that a
central hypothalamic oxytocin pulse generator functions as a
pacemaker for luteolysis and that the uterus transduces these
signals into luteolytic pulses PGF2α. Endometrial PGF2α acts
upon large luteal steroidogenic cells and luteal endothelial
cells to induce a decrease in progesterone secretion ending
the functional life of the corpus luteum. This initial decline
in progesterone might be critical, as it modifies the response
of SLC to oxytocin. Specifically, a decline in progesterone
increases the calcium responses initiated by oxytocin on
small luteal cells undergoing apoptosis. EDN1 act as a
paracrine regulator on small luteal cells and is responsible
for the further decline in progesterone observed during the
onset of structural luteal regression.
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17.8 Glossary of Terms and Acronyms

[Ca2+]i: intracellular calcium concentration

9K-PGR: 9-keto-PGE2-reductase

AA: arachidonic acid

bHLH: basic helix-loop-helix

C/EBP: CAAT enhancing binding protein

CL: corpus luteum

COX: cyclooxygenases

CRE: cAMP responsive element

DGLA: dihomo-gamma-linoleic acid

DP: PGD receptor

EDN1: endothelin-1

EDN2: endothelin-2

EDN3: endothelin-3

EDNRA: type A endothelin receptors

EDNRB: type B endothelin receptors

EFA: essential fatty acids

EP1-4: PGE receptors with four subtypes

FP: PGF receptor

IP: PGI receptor

IP3: inositol 1,4,5-trisphosphate

IRE: interferon response element

LH: luteinizing hormone

LLC: large luteal steroidogenic cells

LT: leukotrienes

MCP-1: monocyte chemoattractant protein-1

NF kB: or E-box nuclear factor kappa B

NSAID: non-steroidal anti-inflammatory drugs

OT: oxytocin

P4: progesterone

PA: eicosapentenoic acid

PG: prostaglandins

PGDH: 15-hydroxyprostaglandin dehydrogenase

PGFS: prostaglandin F synthase

PGG2: hydroperoxy endoperoxide prostaglandin G2

PGH2: prostaglandin H2

PGI: prostacyclins

PGT: prostaglandin transporter

PKC: Protein Kinase C

PLA2: phospholipase A2

PLC: phospholipase C

siRNA: silencing RNA

SLC: small luteal steroidogenic cells

TNF-α: tumor necrosis-alpha

TX: thromboxanes

TxA: thromboxane receptor

USF: Upstream stimulatory factor
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Chapter 18

Androgens—Molecular Basis and Related Disorders

Christine Meaden and Pedro J. Chedrese

18.1 Introduction

The term androgen refers to any natural or synthetic
compounds that stimulate or control development and mainte-
nance of masculine characteristics. Most commonly, andro-
gens refer to endogenous steroid sex hormones responsi-
ble for virilizing the accessory male sex organs and sec-
ondary sex characteristics. Androgens are mainly synthesized
by the testes, although females also produce small amounts,
which are important for positive protein balance, maintain-
ing strong muscles and bones, and contribute to libido. There
are two major androgens secreted by the testes: testosterone
and 5α-dihydrotestosterone (5α–DHT). Two weaker andro-
gens primarily synthesized in the adrenal cortex and in smaller
amounts by the testes and ovaries are dehydroepiandros-
terone (DHEA) and androstenedione, which are converted
metabolically to testosterone and other androgens. There is
one common androgen receptor (AR) that all androgens bind
to, although their target genomic responses are distinctly
different. Testosterone is the most abundant androgen with
4–10 mg secreted daily in adult men. 5α-DHT binds the AR
with higher affinity than all other androgens, making 5α-DHT
the most potent androgen. This chapter focuses on the fun-
damental molecular mechanisms of the effects of androgens,
androgen metabolism in males and defects in the AR that is
meant to communicate the complexity of intersex disorders.

18.2 Androgen Biosynthesis and Metabolism
in Males

Cholesterol, a lipid found in cell membranes and circulating
in blood plasma, is required for all steroid hormone synthesis.

C. Meaden (B)
Department of Biology, University of Saskatchewan College of Art and
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Androgens are synthesized by the Leydig cells of the testes
from a cholesterol substrate, incorporated from the circula-
tion in the form of low-density lipoproteins (LDL), and from
internal sources of acetate [1]. Lutenizing hormone (LH)
stimulates testosterone biosynthesis by increasing mobiliza-
tion and transport of cholesterol into the steroidogenic path-
way. Cholesterol is transported from the outer to the inner
mitochondrial membrane by the steroidogenic acute regula-
tory protein (StAR), the rate-limiting step in steroid biosyn-
thesis [2]. In the mitochondria, cholesterol is converted into
pregnenolone, the precursor steroid required for synthesis
of all steroid hormones. The 27-carbon cholesterol is then
cleaved twice to reduce its size to the 19-carbon testosterone
in a process that requires five enzymatic steps (Fig. 18.1):

• Reduction of the side chain of cholesterol by the 20,22
desmolase activity of cytochrome P450 side chain cleav-
age (P450scc), to form 21-carbon pregnenolone. This step
is regulated by LH, which controls the overall rate of
testosterone synthesis.

• Hydroxylation/isomerization of the steroids is catalyzed
by 3β-hydroxysteroid dehydrogenase/Δ4-Δ5 isomerase
(3β-HSD). Because of its isomerase activity, 3β-HSD
drives the steroid synthesis from the Δ5-pathway to
the Δ4-pathway. Thus, by using four different sub-
strates, pregnenolone, 17α-pregnenolone, DHEA, and
androstenediol, 3β-HSD can synthesize progesterone,
17α-progesterone, androstenedione, and testosterone,
respectively. The Δ4-pathway is predominant in human
testes, therefore, pregnenolone is mainly converted into
progesterone.

• Progesterone is hydroxylated to 17α-
hydroxyprogesterone by 17α -hydroxylase.

• 17α-hydroxylase, which is also a 17,20-lyase, converts the
21-carbon 17α-hydroxyprogesterone into the 19-carbon
androstenedione.

• Finally, 17β-hydroxysteroid dehydrogenase (17β-HSD)
converts androstenedione into testosterone.

Testosterone enters circulation bound to serum albumin and
to steroid hormone-binding globulin (SHBG), a glycosylated
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Fig. 18.1 Steroidogenic pathways in the testis. In the Leydig cells
3β-HSD drives the steroid synthesis from the Δ5-pathway to the Δ4-
pathway. 17α-hydroxylase-17,20-lyase catalyzes the conversion of pro-
gesterone into androstenedione, which is converted into testosterone
by 17β-HSD. In the Sertoli cells, testosterone is reduced to 5α-

dehydrotestosterone by 5α-reductase. The main sex steroids secreted
are in the bold. 3β-HSD: 3β-hydroxysteroid dehydrogenase/Δ4-Δ5 iso-
merase; 17β-HSD: 17β-hydroxysteroid dehydrogenase; LDL: low den-
sity lipoprotein; LH: luteinizing hormone; P450scc: cytochrome P450
side chain cleavage; P450arom: cytochrome P450 aromatase

dimeric protein expressed mainly in the liver. Approximately
2% dissociates from the proteins and becomes available to
directly enter the cells by diffusion. Testosterone is converted
into the more potent androgen 5α-DHT by two different micro-
somal isoenzymes: 5α-reductase-1 and 5α-reductase-2. 5α-
reductase-1 is encoded by the SRD5A1 gene located on chro-
mosome 5 (5p15) and is widely expressed in peripheral tis-
sues, including the skin, liver, and specific regions of the brain.
5α-reductase-1 converts circulating testosterone into 5α-DHT
required for androgen-mediated tissue growth. 5α-reductase-2
is encoded by the five exon structural SRD5A2 gene located
on chromosome 2 (2p23) and is limited to expression in
androgen-dependent tissuessuchas thegenitals.5α-reductase-
2 is responsible for the local conversion of gonadal testos-
terone into 5α-DHT. Therefore, expression of the SRD5A2
gene is required for the normal development of the male
external genitalia and urogenital sinus formation during fetal
differentiation.

Testosterone is also aromatized to estradiol-17β by the
cytochrome P450 aromatase (P450arom) in peripheral tis-
sue. Estradiol-17β is a major female steroid sex hormone
that is also required in smaller amounts by males to maintain
healthy bones, neuro- and cardiovascular health, spermato-

Table 18.1 Relative contribution (%) of the androgen-secreting tis-
sues to the circulatory levels of androgens in men. 5α-DHT: 5α-
dehydrotestosterone, DHEA: dehydroepiandrosterone

Testes Adrenals Peripheral tissues

Testosterone 95 <1 <5
5α-DHT 20 <1 80
Estradiol-17β 20 <1 80
Estrone 2 <1 98
DHEA <10 90 –

genesis, and healthy libido. Overall, approximately 80% of
the circulating 5α-DHT and estradiol-17β found in males is
derived from peripheral conversion. Table 18.1 summarizes
the contributions of the testes, adrenals, and peripheral tis-
sues to the circulating levels of steroid sex hormones in adult
men [3].

The liver converts circulating androgens into various
metabolites, which include androsterone and etio-
cholanolone. After conjugation with glucuronic or sulfuric
acid, androgen metabolites are excreted in the urine as
17-ketosteroids, which represent 20–30% of the total urinary
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17-ketosteroids. The remaining 17-ketosteroids found in
urine originate from the metabolism of adrenal steroids.

18.3 Biological Effects of Androgens

Expression of the AR gene is ubiquitous and found in a wide
array of genital and non-genital tissues in both males and
females. Therefore, the sum of the effects of testosterone,
5α-DHT, DHEA, and androstenedione are varied and tissue-
specific.

18.3.1 Role of Androgens in Fetal Sexual
Differentiation

Androgens are essential for proper differentiation of the inter-
nal and external male genital system throughout fetal devel-
opment [4]. During the first 6 weeks of gestation the gen-
ital anatomy of the male (46,XY karyotype) and female
(46,XX karyotype) fetuses are indistinguishable. They con-
sist of undeveloped tissues, the genital tubercle, which will
eventually become a penis and scrotum or a clitoris and labia,
respectively. In the normal male fetus, gene expression of the
sex-determining region of the Y chromosome (SRY) induces
testes to form in the fetal abdomen within a few weeks of
conception. By the seventh week the fetal testes begin to pro-
duce testosterone, which is the androgenic signal that mod-
ulates secretion of LH by the hypothalamic-pituitary axis.
Teststosterone stimulates, development of the Wolffian’s duct
system, the precursor of the male genital tract, and causes
regression of the Müllerian duct system, the precursor of the
female genital tract [5].

Fetal testosterone metabolized into 5α-DHT functions as
an intracrine regulator inducing formation of the urogenital
sinus, differentiation of the prostate, and virilization of the
external genitalia. 5α-DHT also inhibits growth of the vesi-
covaginal septum, thereby preventing the development of a
vagina in the male fetus (Fig. 18.2). Thus, absence or defi-
ciency of androgens in the male fetus inhibits formation of
external genitalia, urogenital sinus, and causes hypoplasia of
the prostate and feminization. Complete male differentiation
of the external genitalia and the urogenital sinus occurs only
if the androgenic stimulus is received during the critical 7–
12 week period of fetal development; if not complete by the
13th week, no amount of testosterone later will change the
location of the urethral opening or close a vaginal opening
[6]. In the absence of the Y chromosome the undifferentiated
gonadal tissue develops into ovaries within 7–8 weeks of con-
ception. However, it remains unclear if this process occurs
by a default pathway or is controlled by specific gene(s). The

Fig. 18.2 Genetic mechanism of male sex differentiation. SRY induces
formation of the testes. By the 7th week testes begin to produce
testosterone, which stimulates development of the Wolffian’s duct sys-
tem precursor of the male genital tract and cause regression of the
Müllerian duct system. AMH: Anti-Müllerian Hormone; DHT: 5α-
dehydrotestosterone; SRY: sex determining region of the Y chromo-
some gene

Müllerian duct system differentiates spontaneously without
hormonal stimulus to form the upper.

18.3.2 Effects of Androgens at Puberty

During puberty, under control of the gonadotropins, LH, and
follicle stimulating hormone (FSH), androgens induce sec-
ondary sexual characteristics in males and to a lesser extent
in females. Androgens in conjunction with estradiol-17β and
inhibin participate in a negative feedback mechanism that
regulates secretion of the pituitary gonadotropins. LH stim-
ulates the Leydig cells of the testes and theca cells in the
ovaries to produce testosterone, while FSH stimulates the
spermatogenic tissue in males and the granulosa cells of the
ovarian follicles in females. The biological effects of the
androgens at puberty can be summarized as follows:

• support spermatogenesis;
• influence libido and aggressive behavior;
• promote protein anabolism resulting in skeletal muscle

growth and strength;
• play a crucial role in neuromuscular maintenance and nor-

mal muscle function and coordination;
• promote ossification of epiphyseal cartilaginous plates

accounting for pubertal growth spurt;
• stimulate erythropoiesis, the process of red blood cell for-

mation;
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• stimulate sebaceous gland activity, which can result in
acne, and hair growth, including pubic, axillary, facial,
chest, abdomen, and back.

18.4 Androgen Receptor

The AR belongs to the family of ligand-activated Zn-finger
nuclear receptor transcription factors [7]. The gene encoding
the AR (NR3C4) is located on the X chromosome (qX11-
12) and contains eight coding exons and seven introns.
Two isoforms of the AR have been characterized, AR-A
and AR-B [8]. AR-A is a truncated isoform that lacks the
first 187 amino acids of the amino terminus with a molec-
ular weight of 87 kDa. The AR-B is the full-length iso-
form, a single subunit phosphoprotein of 918 amino acids
with a molecular weight of 110 kDa. The AR is organized
into four main domains: the N-terminal regulatory domain,
the DNA-binding domain (DBD), the hinge region, and the
ligand-binding domain (LBD). The amino terminal regula-
tory domain contains activation function-1 (AF-1), a recog-
nition site required for ligand activated transcriptional activ-
ity, located between residues 101 and 370 [9, 10], and acti-
vation function-5 (AF-5), required for constitutive activity of
the receptor located between residues 360 and 485 [11]. The
hinge region connects the DBD with the LBD and contains
a ligand-dependent nuclear localization signal that drives
the protein into the nucleus. The LBD contains activation
function-2 (AF-2), which is involved in the recognition of
coactivator proteins carrying the LXXLL or FXXFL motifs,

Fig. 18.3 Mechanism of androgen action. Androgen binding causes
dissociation of the receptor from the HSP followed by activation of
the receptor and translocation to the nucleus. The ligand-bound recep-
tor dimerizes and binds the palindromic cis-acting element ARE. ARE:
androgen responsive element; DHT: 5α-dihydrotestosterone; HSP: heat
shock protein; T: testosterone

essential for the interaction with other nuclear transcription
factors and for agonist induced activity [12, 13].

In the absence of ligand, the AR is complexed to cytoplas-
mic chaperone heat shock protein (HSP) (Fig. 18.3). Andro-
gen binding causes phosphorylation of serine residues at the
AF-1, causing dissociation of the receptor from the HSP
and a conformational change, which is followed by activa-
tion of the receptor and translocation to the nucleus (Fig.
18.3). The ligand-bound receptor dimerizes and binds palin-
dromic steroid responsive cis-acting elements termed andro-
gen response elements (ARE), (GGTACAnnnTGTTCT),
located upstream of the GAAT and TATA boxes of androgen-
target genes [12]. The AR recruits RNA polymerase and
other transcription factors and co-activators, including the
androgen receptor-associated protein (ARA) that initiates
transcription of target genes [10].

18.5 Androgen Receptor Gene Mutations

Any essential step missed between hormone binding and
gene expression results in an aberrant hormone response,
which can have negligible to mild or severe pathological
consequences. A registry maintained at McGill University,
Montreal, Canada, lists over 200 mutations and single
nucleotide polymorphisms of the AR gene (http://www.
androgendb.mcgill.ca/).

Point mutations introduce either premature stop codons,
which result in the synthesis of an incomplete and therefore
inactive protein; or an amino acid substitutions, termed mis-
sense mutations, which may result in either a non-functional
protein or only a slightly structurally altered protein, which
may not have impaired function. Missense mutations have
been reported in the five exons encoding the LBD and the
two exons encoding the DBD.

Frameshift mutations occur when a nucleotide is deleted
or added to the coding region of a gene. Frameshift mutations
disarrange the encoded information, which then becomes
translated into a defective protein. Deletion of either exon-
3 or exon-4 of the AR gene, which result in a non-
functional protein lacking either the second zinc cluster or
the hinge region and the N-terminal part of the LBD has been
reported.

Splice-site mutations or intronic mutations occur within
the splicing region of the intron, which causes interference
with the transcription of pre-mRNA. These mutations are
rare and include both splice donor (5′ end of the introns) and
acceptor (3′ end of the intron) sites [14]. Defective splicing
results in one or more exons being spliced out or the use of
a cryptic splice donor site within the preceding exon. For all
splice donor sites in the AR gene, the consensus splice donor
site sequence GTAAG/A is present. The reported mutations
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in donor splice sites are all substitutions either at position +1
(G to A or G to T), position +3 (A to T), position + 4 (A to T),
or position + 5 (G to A) [15,16]. The corresponding protein is
defective in DNA-binding because the insertion has occurred
between the first and second zinc cluster [17].

In general 70% of the AR gene mutations are transmit-
ted in an X-linked recessive manner and approximately 30%
of the mutations arise de novo. When de novo mutations of
the AR occur after the zygotic stage, they result in somatic
mosaicisms, which have been associated with metastatic
prostate cancer [18].

18.6 Androgen Disorders

Defects have been characterized at the molecular level
in androgen biosynthesis, the AR, the ARE, and other
transcription factors. The most commonly studied defects are
those affecting androgen biosynthesis pathways and the AR
and corresponding genes.

Literature describing intersex disorders date back
throughout human history and many cultures. During the
nineteenth century, hermaphrodite was the term used to
define the phenomena of a child born with ambiguous
external genitalia who develop both male and female
secondary sexual characteristics. Pseudohermaphrodite
described people whose secondary sex characteristics were
not as expected based on phenotype at birth. In 1947, E.
F. Reifenstein described a “familial male hypogonadism”
disorder, which was named Reifenstein Sydrome, as a form
of male pseudohermaphroditism characterized by severe
hypospadias, gynecomastia, and infertility. During the 1950s
it was thought that intersex disorders related to virilization
failure were due to resistance to testosterone. At that time
the terms androgen resistance and testicular feminization
were applied to describe this category of intersex disorders.
By the 1960s, it became clear that the severity of this
condition varied and that genotype/phenotype mismatches
were based on level of response to androgens rather than
level of resistance. However, hormone levels were not able
to be measured, which, furthermore, remains a complicated
subject in present day medicine.

Since the 1980s, molecular biology tools have been avail-
able for the analysis of the molecular mechanisms involved in
hormone binding and gene expression. Thus, molecular biol-
ogy has greatly expanded understanding of the mechanisms
and etiology of the clinical features related to intersex disor-
ders. This information has contributed significantly to health
care professionals’ understanding, leading to revised clinical
practice and multidisciplinary approaches to gender identity,
emphasizing the value of molecular genetic information for
affected individuals and their families.

18.6.1 Androgen Insensitivity Syndrome

The cloning of the AR cDNA in 1988 and the subsequent elu-
cidation of the genomic organization of the gene revealed that
a defective AR renders genetic males unable to respond to
testosterone. However, the cells remain capable of respond-
ing to estrogen produced by the aromatization of testos-
terone, resulting in the development of female primary and
secondary sex characteristics [19, 20]. Sexual differentia-
tion disorders associated with AR gene mutations are collec-
tively referred to as Androgen Insensitivity Syndrome (AIS).
There are many phenotypic variations associated with AIS
defects. It is believed that missense mutations in the AR
gene may explain the partial phenotypes and the different
degrees of virilization observed in AIS. Thus, AIS represents
a continuum rather than separate disorders. Many previously
described disorders such as androgen resistance, testicular
feminization, and Reifenstein syndrome and its variants are
considered forms of AIS. The clinical manifestations of AIS
are diverse and categorized into complete AIS (CAIS), partial
AIS (PAIS), and mild AIS (MAIS).

18.6.1.1 Genetic Molecular Pathophysiology

AIS is an X-linked recessive trait that affects male offspring.
Females with a mutated AR gene are “carriers” of AIS and
their male offspring will have 50% chance of being affected
by AIS, while their female offspring may also be carri-
ers of the mutated AR gene. AR gene mutations that have
been detected in individuals with AIS include point muta-
tions, complete or partial deletions, intronic mutations, and
somatic mosaicisms [21]. In addition, a single case of com-
plete androgen insensitivity has been attributed to an abnor-
mality of the co-activator that binds AF-1, rather than a
defective AR [22]. Therefore, it was proposed that the CAIS
resulted from a defect of the AF-1-specific co-activator cru-
cial to the activation of the AR [23]. The discovery of a
defective AR coregulator in association with AIS supports
the importance of the AF-1 region in the AR-mediated tran-
scription. In addition, from this observation was proposed a
new clinical concept, a coactivator disease, in which a defec-
tive coactivator is responsible for the testosterone resistance
observed in CAIS [23].

18.6.1.2 Clinical Manifestations, Diagnosis,
and Management

The basic clinical manifestations affecting genetic males with
AIS are described in Table 18.2. Genetic females with a
mutated AR gene are minimally affected and may display
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Table 18.2 Comparative clinical manifestations of the androgen
insensitivity syndrome (AIS) in males (46,XY karyotype). The clin-
ical manifestations of AIS have been divided into phenotypes, which
correspond to the mutation in the androgen receptor. AIS repre-
sents a continuum rather than separate disorders. Some individuals
affected by AIS will fall between the phenotypes described. Reifen-

stein syndrome and other familial male intersex and hypogonadal
conditions, which were considered variants of the Reifenstein syn-
drome, are now all considered forms of PAIS. AMH: anti-Müllerian
hormone; CAIS: complete androgen insensitivity syndrome; PAIS:
partial androgen insensitivity syndrome

CAIS PAIS MAIS

Mutation(s) in the AR Gene
Severe mutation that cause complete

insensitivity to testosterone
Mutations are not sufficient to cause

complete insensitivity to testosterone
Mutations minimally affect responsiveness to

testosterone causing only mild
undervirilization

Phenotype
External genitalia appears female at birth Degree of feminization is less compared to

CAIS with a wide variety of phenotypes,
from male appearing to female appearing

Male external genitalia present at birth

Gonads and Genitalia
Testes in abdomen or inguinal canals; Testes in abdomen or inguinal canals; Descended gonadal testes;
No ovaries; No ovaries; No ovaries;
Absence of Wolffian duct structures,

epididymis, vasa deferens, seminal
vesicles, and ejaculatory ducts. Absence of
prostate and external male genitalia;

Wolffian duct structures may vary from fully
formed to undeveloped traces.

Underdeveloped Wolffian duct structures.

Testicular AMH suppresses development of
the Müllerian duct female structures:
upper vagina, uterus, and fallopian tubes;

AMH: Same as CAIS AMH: Same as CAIS

Shallow blindly ending perineal pouch
termed a pseudovagina.

Variable severity of ambiguous external
genitalia at birth, including

Under virilized male: penis and scrotum do
not grow normally.

Virilized female external genitalia,
labioscrotal folds almost fused midline
forming pseudovagina, clitoral
enlargement

Normal male external genitalia at birth that
will remain abnormally small as the
person grows, hypospadia.

Puberty
Sparse axillary and pubic hair growth,

gynecomastia, lack of menses, infertile.
If present, penis and scrotum abnormally

small; sparse to normal androgenic
axillary and pubic hair growth;
gynecomastia, lack of menses, infertile.

Small penis and scrotum; normal androgenic
axillary and pubic hair growth; sperm
count and fertility may be normal,
reduced, or infertile, gynecomastia.

minor traits such as sparse axillary and pubic hair; they are
unlikely to suffer acne during puberty and may have delayed
menarche.

Diagnosis is based on thorough endocrine examination
and DNA analysis. Among the endocrinological data col-
lected are serum hormone levels that usually reveal normal
or elevated testosterone levels, elevated LH levels indicating
androgen resistance at the hypothalamic-pituitary level, ele-
vated levels of estrogen due to unopposed aromatization of
testosterone, and elevated androgen sensitivity index (ASI),
which is the serum testosterone levels (nmol/liter2) multi-
plied by LH levels (IU) to determine the product value.
DNA sequencing of each AR exon and the flanking intron
sequences can be analyzed to differentiate AIS from other
genetic intersex disorders presenting with similar pheno-
types.

The affected person and their family require an individual-
ized health care plan and a multidisciplinary health care team
approach. Education and information about AIS and com-

munity support agencies, groups, and networks, as well as
psychological counseling, is essential. Referral for genetic
counseling to explain the implications of X-linked inheri-
tance is strongly recommended to families affected by AIS.

Often the first major decision in the management of AIS,
particularly those with ambiguous genitalia, is gender assign-
ment, which has been amended over the years. In the begin-
ning, female assignment with reconstructive surgery was
usually chosen by physicians and parents. In the mid 1990s,
male assignment with reconstructive surgery increased in
popularity. However, a third choice of course has evolved
which is delaying gender assignment until gender identity
and sexual orientation declare themselves and the affected
person can make informed choices with regard to surgery.
Individuals with CAIS often identify and chose to live as
women, while those affected by MAIS are not severely
affected and they identify and live as men. However, indi-
viduals with PAIS may encounter more complex problems
related to gender identity and role and may have limited
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choices with regard to reconstructive surgery depending on
severity of the AIS.

18.6.2 X-linked Spinal and Bulbar Muscular
Atrophy

Androgen receptors are expressed in clusters located in the
spinal bulbar muscles and spinal and cranial motor neurons.
They play a crucial role in maintaining normal muscle coor-
dination and strength. Spinal and bulbar muscular atrophy
(SBMA), also known as Kennedy Disease, is a rare X-linked
recessive neuromuscular disorder resulting from defects in
the AR. Dr. W. R. Kennedy was among the first to identify the
disease as separate from other neurological conditions [24].
In 1986, K. H. Fischbeck reported the trinucleotide (CAG)
repeat mutation of the AR gene that affects the spinal bulbar
muscles and spinal and cranial motor neurons as the cause of
the symptoms of SBMA [25].

18.6.2.1 Genetic Molecular Pathophysiology

Spinal and bulbar muscular atrophy is linked to a CAG repeat
expansion in the first exon of the AR gene encoding a polyg-
lutamine tract. In normal alleles of the AR gene there is a
specific CAG triplet in the first exon that repeats 12–30 times.
However, in individuals with SMBA this triplet is ampli-
fied anywhere from 40 to 62 times. The amplification of
CAG encodes a protein that alters the function of the AR
gene, making it harmful to motor neurons, therefore, the bul-
bar spinal muscles eventually weaken and deteriorate. How-
ever, the protein can still function relatively normally for sex-
ual development and therefore symptoms of AIS are usually
mild. It has been observed that the greater the number of
abnormal CAG repeats, the earlier the onset and the more
severe the symptoms.

18.6.2.2 Clinical Manifestations, Diagnosis,
and Management

Spinal and bulbar muscular atrophy, which affects only
males, is characterized by muscle degeneration and bul-
bar dysfunction. Ages of onset and severity of manifes-
tations vary from adolescence to old age, but most com-
monly diagnosed during middle age. Retrospective history
may reveal earlier symptoms such as abnormally premature
muscle exhaustion during adolescence. Also, many years of
muscle cramps may precede muscle weakness resulting in
gastrocnemius (calf) muscle hypertrophy. Other signs and
symptoms include oromandibular and oropharyngeal muscu-

lature weakness leading to difficulty in speaking and swal-
lowing, intention tremors, and involuntary muscle twitches.
Patients experience progressive motor-sensory neuropathy
resulting in proximal limb and back muscle weakness caus-
ing chronic back pain and atrophy, and weakness of the dis-
tal limb muscles in the hands, legs, and feet. Since manifes-
tations of SMBA are similar to many other neuromuscular
or neurodegenerative diseases, investigations follow a typi-
cal course based on clinical presentation, including detailed
medical and family history, physical and neurological exami-
nation, blood and urine tests, electroencephalography (EEG),
and psychological tests. Depending on the individual’s symp-
toms, imaging tests such as X-rays, computed topography
(CT), or magnetic resonance imaging (MRI) scan might be
required. Electromyography (EMG) and nerve conduction
studies may be used to determine the function of muscles and
nerves. Affected individuals have characteristics of AIS that
include primary and secondary sexual characteristics, such
as small external genitalia and gynecomastia. They may, or
may not, be impotent but most often are infertile. Exami-
nation of the endocrine component and a skin biopsy for
genetic testing can prevent misdiagnosis, since SBMA has
been misdiagnosed for other neurological disorders such as
amyotrophic lateral (ALS) [26]. As a consequence of bulbar
muscle weakness, control and strength of the laryngeal and
pharyngeal muscles may cause chronic malnutrition, prevent
adequate cough to clear airway debris, and cause upper air-
way obstruction. In addition, back pain can become excruci-
ating making adequate chronic pain management essential.
There is no cure for SMBA and management is directed
toward supportive care and preventative therapies such as
physical and occupational therapy, psychosocial support, and
genetic counseling.

18.6.3 5α-reductase-2 Deficiency Syndrome

5α-reductase-2 deficiency syndrome was originally referred
to as pseudovaginal perineoscrotal hypospadia, first iden-
tified among a sub-group of populations in the Dominican
Republic, New Guinea, and Turkey [27, 28]. 5α-reductase-
2 deficiency syndrome is an androgen metabolism disorder
characterized by impaired enzymatic activity of 5α-reductase
type-2 that results in diminished 5α-DHT synthesis affecting
virilization of the external genitalia and formation of the uro-
genital sinus during crucial stages of male fetal development.

18.6.3.1 Genetic Molecular Pathophysiology

5α-reductase-2 deficiency syndrome is as an autosomal reces-
sive disorder caused by mutations that have been found in all
the five exons of the SRD5A2-gene. These mutations include
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amino acid substitutions, complete gene deletion, deletions
resulting in either a premature stop codon or an inframe amino
acid deletion, nonsense mutations, and a splice donor site
mutation in intron 4. Mutations have been reported worldwide
in different ethnic groups and have resulted both de novo and
through the founder effect, which is directly related to isolated
geographical populations with a high degree of consanguin-
ity. The majority of reported cases are homozygous, and het-
erozygous and compound heterozygous cases have also been
reported.

18.6.3.2 Clinical Manifestations, Diagnosis,
and Management

5α-reductase-2 deficiency syndrome is characterized by
decreased 5α-DHT synthesis. During crucial stages of
male fetal development decreased 5α-DHT synthesis causes
diminished virilization of the external genitalia and abnormal
formation of the urogenital sinus, which results in hypospa-
dia and the absence or underdevelopment of the prostate.
Therefore, at birth, genetic males (46,XY) may have vari-
able phenotypes, ranging from appearing completely female
to genital ambiguity or minimally masculinized genitalia to
normal male, depending on the type of mutation and its effect
on enzyme activity. There is evidence that despite complete
loss of function of 5α-reductase-2, some noticeable viriliza-
tion of the external genitalia occurs as a result of the weak
direct effects of testosterone during fetal development [29].
Differentiation of the Wolffian duct structures is not depen-
dent on 5α-DHT. Therefore affected individuals have normal
formation of the epididymis, vasa deferens, seminal vesicles,
and ejaculatory ducts. AMH production by the testes dur-
ing fetal development ensures there is no development of
an upper vagina, uterus, and fallopian tubes. In contrast to
AIS, the testosterone and estrogen produced by the testes are
within normal limits and counterbalanced, therefore, there is
no breast development during puberty.

At puberty, circulating total testosterone rises dramati-
cally, resulting in virilization. Direct action of the elevated
levels of circulating testosterone causes the external geni-
talia to enlarge to form a penis and scrotum and the testes
descend but spermatogenesis is absent or impaired. In addi-
tion, some circulating testosterone may be converted to 5α-
DHT by the action of 5α-reductase-1, which is expressed in
the peripheral tissues such as skin, liver, and specific regions
of the brain. There is increased muscular growth and deep-
ening of the voice. However, facial and body hair growth
is sparse or absent and there is a typical female pattern of
pubic hair growth. In addition, male pattern baldness has
never been reported in affected individuals. 5α-reductase-
2 deficient males are usually infertile due to the absence
or underdevelopment of the prostate. However, male car-

riers of a single mutant allele have normal fertility [30].
Genetic females (46,XX) deficient in 5α-reductase-2 are min-
imally affected. Pubic and axillary hair may be reduced and
menarche delayed, suggesting 5α-reductase-2 plays a role in
hair growth, follicular development, and menarche in female
physiology.

Diagnosis of 5α-reductase type-2 deficiency in genetic
males can be confirmed by the presence of a high ratio
of serum testosterone to 5α-DHT. The reference range of
testosterone to 5α-DHT ratio is 8–16:1, while individuals
with 5α-reductase type-2 deficiency most often have a ratio
greater than 35:1. Urinary metabolites of testosterone and 5α-
DHT can also be used to establish the diagnosis in a sim-
ilar fashion. The difference in pH optimal catalytic activity
between 5α-reductase type 1 (pH 8.0) and type 2 (pH 5.5)
can be used diagnostically for the differential assessment of
isoenzyme conversion of testosterone to 5α-DHT in selected
tissues. Imperato-McGinley and Saenger demonstrated that
decreased conversion of testosterone to 5α-DHT in the geni-
tal skin fibroblast cells establishes that 5α-reductase type-2 is
deficient, supporting the diagnosis of 5α-reductase deficiency
syndrome [31, 32].

When dealing with intersex disorders, it is important to
acknowledge the psychosexual issues of gender identity,
defined as the awareness of oneself as male or female, gender
role as learned social behavior and sexual orientation, char-
acterized by erotic response to one sex or the other. Often,
genetic males affected by 5α-DHT-2-deficiency syndrome
born with ambiguous genitalia have been assigned a female
gender and raised as females. Thus, matters become even
more complicated by the unexpected masculinizing influence
of the hormones at puberty, lending validity to the line of rea-
soning that definitive gender assignment in individuals with
intersex disorders should be postponed until after puberty.

18.7 Summary

Androgens are the steroid sex hormones mainly synthe-
sized by the testes that masculinize the accessory male
sex organs and secondary sex characteristics. However,
females also produce small amounts of androgens, which
contribute to overall health. Through complex mechanisms,
androgenic effects of the endocrine system are balanced
within healthy individuals. There are two major physio-
logical androgens, testosterone and 5α-dihydrotestosterone,
and two weaker androgens, which are dehydroepiandros-
terone and androstenedione. Androgens are synthesized from
a cholesterol substrate that is converted into pregnenolone,
the precursor steroid required for synthesis of all steroid hor-
mones, and the rate-limiting step in testosterone biosynthe-
sis. In peripheral tissues, testosterone is converted into the
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more potent androgen 5α-dihydrotestosterone by two differ-
ent microsomal isoenzymes: 5α-reductase type-1 and type-
2. All androgens bind to the same AR, which is a zinc fin-
ger nuclear transcription factor involved in activation of sev-
eral androgen-regulated genes. Expression of the AR gene
is ubiquous and found in a wide array of genital and non-
genital tissues in both males and females. Thus, the sum of
the effects of androgens are varied and tissue specific. Any
essential step missed between hormone binding and gene
expression results in an aberrant hormone response and can
have negligible to mild or severe pathological consequences.
Mutations in the AR gene or androgen metabolism can
cause a variety of genetic abnormalities, collectively classi-
fied as intersex disorders, with major effects in males. In gen-
eral, anomalies may include ambiguous sexual differentia-
tion involving the external genitalia and internal reproductive
organs. There are many phenotypic variations in accordance
with the structure and sensitivity of the abnormal AR. As the
individual grows and reaches puberty abnormalities of sec-
ondary sexual characteristics occur. Molecular biology has
greatly expanded understanding of the mechanisms and eti-
ology of the clinical features related to AR and metabolism
disorders as well as other intersex disorders. This informa-
tion has contributed significantly to health care profession-
als’ understanding, leading to revised clinical practice and
multidisciplinary approaches to gender identity. Referral for
genetic counseling to explain the inheritance of intersex dis-
orders is strongly recommended. It is important to acknowl-
edge the psychosexual issues of gender identity, defined as
the awareness of oneself as male or female, gender role as
learned social behavior and sexual orientation, characterized
by erotic response to one sex or the other. Current best prac-
tice recommends that gender assignment should be delayed
until gender identity and sexual orientation declare them-
selves and the affected person can make informed choices
with regard to surgery.

18.8 Glossary of Terms and Acronyms

17β-HSD: 17β-hydroxsteroid dehydrogenase

3β-HSD: 3β-hydroxysteroid dehydrogenase/Δ4-Δ5 iso-
merase

5α-DHT: 5α-dihydrotestosterone

ABP: androgen-binding protein, a glycosylated dimeric
protein secreted by the Sertoli cells homologous to steroid
hormone-binding globulin

AF-1, -2 and -5: activation function-1, -2 and -5.

AIS: androgen insensitivity syndrome

ALS: amyotrophic lateral sclerosis

Amenorrhea: absence of menstruation

AMH: anti-Müllerian hormone

AR: androgen receptor

AR-A and AR-B: androgen receptor isoforms

ARA: AR associated proteins

ARE: androgen response element

ASI: androgen sensitivity index

Bulbar: describe any bulb-shaped organ of the body

CAIS: complete androgen insensitivity syndrome

CT: computed topography

DBD: DNA-binding domain

DHEA: dehydroepiandrosterone

EEG: electroencephalography

EMG: electromyography

FSH: follicle stimulating hormone

Gynecomastia: abnormal overdevelopment of the male
breasts

HSP: heat shock protein

Hypospadia: failure of the distal urethra to develop nor-
mally, resulting in a ventral urinary meatus

IU: international units

LBD: ligand-binding domain

LDL: low density lipoproteins

LH: luteinizing hormone

MAIS: mild AIS

MIS: Müllerian-inhibiting substance

Mosaicism: the presence of two populations of cells with
different genotypes in one individual originated from a single
fertilized egg

MRI: magnetic resonance imaging

P450arom: cytochrome P450 aromatase

P450scc: cytochrome P450 side chain cleavage

PAIS: partial AIS

SBMA: X-linked spinal and bulbar muscular atrophy or
Kennedy Disease

SHBG: steroid hormone-binding globulin, a glycosylated
dimeric protein homologous to the androgen-binding protein
secreted by the Sertoli cells of the testes
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SRD5A1: 5α-reductase-1 gene

SRD5A2: 5α-reductase-2 gene

SRY: sex determining region of the Y chromosome

StAR: steroidogenic acute regulatory protein
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Chapter 19

Leptin as a Reproductive Hormone

Michael C. Henson and V. Daniel Castracane

19.1 Introduction

Leptin is an adipokine (i.e., adipocytokine). Adipokines
are adipocyte-derived secretory proteins that are linked to
physiological mechanisms that influence energy metabolism,
inflammation, and an array of pathological conditions
that range from infectious disease to diabetes and from
preeclampsia to cancer. After only a few years of research on
these versatile physiological mediators, their obvious impor-
tance served to elevate adipose tissue from its previously
accepted role as a simple storage compartment for lipids to
that of a powerful endocrine organ [1, 2]. Adipokines, there-
fore, are now recognized as molecular agents of commu-
nication connecting adipose tissue, brain, vasculature, liver,
pancreas, muscle, the immune system, and many of the spe-
cialized reproductive tissues and organs in both males and
females [3].

Although the implications of the adipokines as regulators
of growth, development, and reproduction in animals of agri-
cultural significance have been recognized [4], it is the uni-
versal acknowledgment of obesity as a human health issue
affecting both adults and children in unprecedented num-
bers that drives current research efforts worldwide [5, 6,
7]. To this end, a better understanding of the regulation of
energy balance by these proteins via neural and peripheral
pathways is needed to combat the ravages of the metabolic
diseases related to enhanced adiposity [8, 9, 10]. Roles for
the adipokines are now known to transcend the mechanisms
that link accumulated fat stores with satiety and patholog-
ical conditions with obesity to also include the basic path-
ways that signal the hypothalamic-pituitary-gonadal axis to
release gonadotropins and regulate spermatogenesis, men-
strual cyclicity, and resultant fertility [11, 12]. These regula-
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tory influences extend to life in utero, where adipokines have
been recognized as important contributors to the endocrine
milieu that orchestrates successful human conceptus devel-
opment [13] and perhaps, the hormonal interplay of the
maternal-fetoplacental unit itself [14–18].

Leptin, the prototypical adipokine, was discovered and
first characterized in 1994 [19] and because of its obvious
importance as a regulator of metabolism via its physiolog-
ical roles in obesity, energy expenditure, and diabetes, it
rapidly became one of the most intensely studied new hor-
monal proteins. The ob/ob (now Lepob/Lepob) mouse is char-
acterized by hyperphagia, obesity, transient hyperglycemia,
and elevated plasma insulin concentrations that are associ-
ated with an increase in the number and size of pancreatic
beta cells. Following the discovery of leptin, some of the
first experiments were to treat the Lepob/Lepob mouse with
the adipokine. Administration resulted in dosage- and time-
dependent diminutions of body weight, body fat, food intake,
and serum glucose. The effective reversal of such adverse
signs of adiposity suggested roles for leptin in preventing
obesity and controlling insulin resistance and diabetes and
led to the hope that it might be a useful pharmaceutical tool
in the medical management of these conditions.

19.2 Leptin as a Neuroendocrine Regulator
of Reproduction

Early studies tested the hypothesis that leptin is involved
in gonadotropin regulation. McCann and colleagues [20]
incubated hemi-anterior pituitaries of adult male rats with
increasing concentrations of leptin for 3 hours and observed
a dosage-dependent stimulation of follicle stimulating hor-
mone (FSH) and luteinizing hormone (LH) release. Prolactin
secretion also increased dosage-dependently, but only at
higher leptin concentrations. They also examined the action
of leptin on median eminence-arcuate nucleus transplants
and found a stimulation of gonadotropin-releasing hormone
(GnRH) release at the lowest leptin concentrations and a
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suppression of GnRH release at higher leptin levels. When
leptin was administered through a third ventricle cannula 72
hours after estrogen treatment, the result was a significant
increase in plasma LH. Fasting results in declines in serum
LH and testosterone concentrations in several species [21–
24], with fasting for only 24–48 hours causing a decrease in
serum leptin levels [25, 26]. Finn and coworkers [27] demon-
strated the cessation of LH pulses in monkeys within 48
hours of fasting and determined that 2 days of leptin infusion
would restore LH pulses.

As described by Ahima and Lazar [9], the leptin recep-
tor (LR) is a member of the class 1 cytokine receptor family
and is manifested as five alternatively spliced isoforms (LRa,
LRb, LRc, LRd, and LRe). LRa, the main “short” LR iso-
form, lacks the cytoplasmic domain needed for signaling via
the Janus tyrosine kinases—signal transduction and activa-
tors of transcription (JAK/STAT). It is found throughout the
brain, most notably in vascular endothelium and in periph-
eral tissues, and may be involved in leptin transport and
signaling via the mitogen-activated protein kinase (MAPK)
and extracellular-signal-regulated kinase (ERK) pathways.
The “long” LR isoform (LRb) is most commonly associ-
ated with the hypothalamic satiety and neuroendocrine cen-
ters and mediates intracellular signaling. As depicted in
Fig. 19.1 [9], LRb-bound leptin associates with JAK2,
resulting in its autophosphorylation, the phosphorylation of
LRb tyrosine residues 985 and 1,138, and STAT3 activa-
tion. STAT3 is then translocated to the nucleus and brings
about neuropeptide transcription. Phosphorylated Tyr985
of LRb binds Src homology 2 (SH2)-containing tyrosine
phosphatase-2, which in turn activates ERK. Tyr985 then
binds the suppressor of cytokine signaling (SOCS) 3, which
ends LRb signaling. Leptin also stimulates the phosphory-
lation of Tyr1077 on LRb and activates STAT5 and riboso-
mal protein S6 kinase. Tyr1138 supports STAT5 phosphory-
lation and serves with STAT3 to attenuate STAT5-dependent
transcription. Leptin also up-regulates protein-tyrosine phos-
phatase 1B activity and inactivates JAK2 and leptin signaling
[9, 28].

With respect to leptin signaling in the hypothalamus,
LRb functions in the brain to modulate energy balance,
satiety, and glucose metabolism. As illustrated in Fig. 19.2
[9], leptin inhibits hypothalamic neurons in the arcuate
nucleus that express neuropeptide Y (NPY) and agouti-
related protein (AGRP), but induces proopiomelanocortin
(POMC) and cocaine- and amphetamine-regulated transcript
(CART). These neurons extend from the arcuate to the par-
aventricular nucleus and perifornical, dorsomedial, and lat-
eral hypothalamic areas to inhibit feeding, stimulate ther-
mogenesis, and enhance lipid oxidation and insulin sensi-
tivity in somatic tissues via thyrotropin-releasing hormone
(TRH) and corticotropin-releasing hormone (CRH). Leptin
also indirectly controls expression of melanin-concentrating-

Fig. 19.1 Intracellular signaling pathways regulated by LRb. Informa-
tion summarized from R.S Ahima and M.A. Lazar [9]

hormone (MCH) and orexins (ORX) in the lateral hypothala-
mus, as well as in mesolimbic dopaminergic circuits. A defi-
ciency of leptin, LRb, and STAT3 in POMC neurons stimu-
lates hyperphagia and impairs thermogenesis, the combina-
tion of which can result in morbid obesity.

As described by Hill and colleagues [12], leptin is
uniquely positioned to signal changes in energy status to the
hypothalamic-pituitary-gonadal axis in response to metabolic
indicators. This intimate association between energy and
reproductive success has often been demonstrated in humans,
with anorexia, cachexia, and excessive exercise interrupting
reproductive cyclicity and the secretion of gonadal steroids.
Related mechanisms impacting obesity and diabetes can also
result in decreased fertility. Although the mechanisms that
regulate these relationships remain somewhat unclear, GnRH
neurons in the preoptic area control pituitary LH release via
the pulsatile release of GnRH from terminals in the median
eminence into the portal vasculature. The GnRH pulse gen-
erator is exquisitely sensitive to energetic stress and is easily
inhibited by food restriction and extremes of ambient tem-
perature or exercise, with pulsatility quickly returning when
a forced insult to energy balance ends.

As proposed in Fig. 19.3, it is intriguing with respect to
the range of mechanisms linking energy balance, adiposity,
and diabetes that coordinated leptin and insulin signaling
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Fig. 19.2 Leptin signaling in the hypothalamus. Information summa-
rized from R.S. Ahima and M.A. Lazar [9]

in POMC and NPY cells could contribute to joint regula-
tion of GnRH release [12]. Further, recent work describ-
ing G-protein-coupled receptor-54 (GPR54) and the cog-
nate ligands kisspeptins [29–31] indicates that KiSS-1 is
expressed in hypothalamic nuclei, including the anteroventral
periventricular (AVPV) and the arcuate nuclei, with admin-
istration of kisspeptin stimulating LH and FSH release in
mice [32]. Kisspeptin may act directly on GnRH release
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Fig. 19.3 Schematic representation of potential brain pathways mediat-
ing leptin and insulin actions in reproduction. Leptin and insulin recep-
tors are distributed in a variety of brain nuclei, but the connections with
areas related to reproductive control including the anteroventral periven-
tricular (AVPV) and GnRH neurons are unknown. Moreover, although
the arcuate nucleus neurons expressing POMC or NPY have been inves-
tigated, their projections to the AVPV are as yet uncharacterized and the
innervation of GnRH neurons remains unclear. Reproduced with per-
mission from the American Journal of Physiology [12]

as influenced by steroid hormones, mediating the negative
feedback of steroids on GnRH secretion via neurons in the
arcuate nucleus and the positive feedback of sex steroids
via AVPV neurons [33]. Although KiSS-1 and LR are both
expressed in the arcuate nucleus, the specific hypothalamic
sites where leptin acts to stimulate KiSS-1 in this scheme
are unknown. However, results suggest that leptin and per-
haps other adipokines stimulate KiSS-1 expression, trigger
kisspeptin synthesis, and stimulate GnRH release. It has been
hypothesized that infertility previously associated with lep-
tin deficiencies could be linked to diminished expression of
KiSS-1 and/or KISS-1 receptor [12].

19.3 Leptin as a Direct Regulator
of Reproduction

The original classification of leptin as an adipokine was based
on its origin in white adipose tissue, but it soon became clear
that the polypeptide was expressed, often with its receptors,
in many other tissues as well. Therefore, leptin’s links to
reproduction became evident as studies demonstrated direct
roles in fertility, pubertal development, and gender-specific
regulatory differences [34]. As discussed previously, leptin
was originally characterized in the rodent as the product of
the ob (now Lep) gene and was not present in the Lepob/Lepob

obese mouse. It had long been known that while food restric-
tion would restore normal body weight in obese females,
it would not restore fertility. However, leptin administration
served to accomplish both goals [35].

19.3.1 Steroid Interactions

A positive correlation exists between serum leptin levels with
body fat mass [36] and although females generally have
a greater percentage body fat than males of similar body
weight, or BMI (body mass index), leptin levels are greater
in females over males of equal fat mass [37]. Although
gender-specific differences in relative amounts of subcuta-
neous versus visceral adipose tissues may be important, other
factors include inherent differences in the endogenous hor-
monal milieu, with estrogens increasing leptin production
[38] and androgens suppressing it [39, 40]. Ovariectomy
diminished leptin gene expression in white adipose tissue
and caused a decline in serum leptin levels in rats [41–43],
while administration of estradiol (E2) reversed all the effects
of ovariectomy. Ovariectomy also reduced serum leptin lev-
els in humans [44]. Although leptin and E2 demonstrate sim-
ilar profiles during the human menstrual cycle, leptin levels
were unaffected by the relatively small increases in estrogen
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associated with normal menstrual cyclicity, but were up-
regulated by the large increases that typically result from
ovulation induction, effects that may identify estrogen as a
dose-dependent regulator [45–48]. Because commensurate
administration of E2 and progesterone to normally cycling
women resulted in increased serum leptin concentrations,
cooperative mechanisms mediated by the two steroids might
also be implied during the luteal phase of the menstrual
cycle [49]. However, in late pregnancy when placental pro-
gesterone production is at its height, progesterone has been
reported to inhibit leptin secretion by human placental cells
in culture [50].

Numerous studies have demonstrated the gender differ-
ence in neonatal samples (cord blood) with female leptin
levels generally greater than male neonates [51–54]. Gener-
ally, E2 and testosterone levels were not different between
males and females in term deliveries [53, 54] and an appar-
ent decline in leptin levels was evident by the fifth postna-
tal day [55]. In all cases, fetal leptin concentrations corre-
lated with fetal weight. Gender differences between boys and
girls between 3 and 90 days of life were not observed, despite
increasing leptin levels during this time period [56]. During
pubertal development, leptin levels in boys and girls are sim-
ilar until activation of gonadal steroidogenesis. In girls, lep-
tin levels increase with the initial increases in gonadal estro-
gen production, but conversely, as the testes become active in
testosterone production, a clear decline in serum leptin is evi-
dent [39, 57]. In normal adults, the classic gender differences
described by many investigators are present and are clearly
correlated with indices of body fat [45, 58, 59].

19.3.2 Puberty

With the first availability of the leptin protein to investiga-
tors, several studies demonstrated that leptin administration
to prepubertal mice would shorten the time to puberty [60,
61]. Furthermore, in the leptin-lacking Lepob/Lepob mouse
that never enters puberty, administration of the polypeptide
resulted in a normal pubertal process [62]. In the rat, mild
food restriction was found to result in delayed sexual matu-
ration, which could be overcome with leptin administration.
When the food restriction was more severe, leptin was not
able to overcome this effect. Cheung [63] concluded that
leptin has a permissive role, but is not the major metabolic
factor that initiates pubertal development in the rat. Leptin
administered into the cerebral ventricle of the rat initiated
early puberty onset, indicating an action for leptin in the cen-
tral nervous system [64]. In swine and sheep, an increase in
serum leptin occurs prior to pubertal development [65, 66],
and administered leptin has even been reported to advance
puberty in the domestic hen [67].

Similarly, human serum leptin concentrations rise during
the years preceding pubertal development and reach high lev-
els around the time of puberty onset. In females, the levels
continue to rise, while in males they decline, probably related
to the testosterone effect [57]. Conversely, the role of leptin is
also seen in other conditions, for example, an earlier age for
puberty has been observed in obese girls, presumably related
to the higher leptin levels in this group [68]. Young girls in
rigorous gymnastic or ballet programs may evidence delayed
pubertal development and serum leptin levels in both of these
groups may be decreased [69]. Perhaps the most revealing
clinical situation concerning the role of leptin in pubertal
development is seen in those children with the rare muta-
tion that results in the absence of leptin. In these children, no
sign of pubertal development is typically observed, but when
treatment with leptin is initiated the first endocrine changes
characteristic of puberty are noted [62]. In the rhesus mon-
key, several studies report no observable increase in serum
leptin prior to the initiation of puberty and suggest that leptin
may not be involved in the pubertal process in this species
[70–72]. This remains controversial [73, 74], however, and
whether or not leptin plays a direct role in rhesus pubertal
development, adequate serum levels of leptin may still play a
permissive role and cannot be discounted.

19.3.3 Menstrual Cycle

The action of leptin on steroidogenesis is well documented
and effects of steroid hormones on leptin synthesis have
been described. These are part of the intricate interactions
by which leptin exerts its influence on the menstrual cycle.
When samples were obtained every 1–2 days throughout the
menstrual cycle, plasma leptin was seen to increase from the
early follicular phase to peak at the mid-luteal phase, return-
ing to baseline by menses [75]. Despite minor differences,
the luteal phase, either mid or late, is reported to be the period
of peak serum leptin concentrations, with some studies also
noting an increase during the late follicular phase. Several
reports have demonstrated the regulation of leptin produc-
tion and its relationship to progesterone and may account
for the generally reported increase in serum leptin during
the luteal phase. In one such study, following ovariectomy,
women received no treatment, treatment with E2, or treat-
ment with E2 plus progesterone. In both untreated and E2-
treated women, a decline in serum leptin concentrations over
4 days was observed, but following treatment with E2 plus
progesterone, leptin levels were significantly increased [76].
In a similar study, cycling women were either untreated or
treated with E2 or E2 plus progesterone during the early fol-
licular phase. In the untreated and E2-treated women there
was no increase in serum leptin, but those that received E2
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plus progesterone demonstrated enhanced leptin concentra-
tions over the 3 days of treatment, with levels declining after
cessation of treatment [77]. This relationship might account
for the previously noted luteal phase increase in serum leptin
levels and probably represents the action of ovarian steroids
on production of the polypeptide in adipose tissue. The
increase seen in the late follicular phase of the menstrual
cycle may be due to E2 increases at that phase of the cycle,
since there are multiple reports that suggest or demonstrate
a stimulatory effect of estrogens on serum leptin levels [37,
38]. The small increase in progesterone, which begins in the
late follicular phase, may also contribute to this effect.

19.3.4 Female Infertility

Obesity has a deleterious effect on fertility, affecting many
parameters that range from poor ovulation to the cessation
of menstrual cycles, and ultimately the development of poly-
cystic ovarian syndrome (PCOS). It has been reported that
obese hyperandrogenic, amenorrheic women were less likely
to ovulate after clomiphene citrate (CC) medication, which
is the first line of treatment for these anovulatory patients.
Peripheral leptin levels in these obese women are markedly
elevated and leptin concentrations are generally more reli-
able than BMI or waist to hip ratio to predict which of those
patients will remain anovulatory after CC medication. These
investigators suggested that leptin is more involved in ovar-
ian dysfunction in these patients than are other endocrine
events and that this may be a direct action of leptin on ovar-
ian dysfunction [78]. Several studies have demonstrated that
leptin levels are influenced by the functional ovarian state
and that obesity-related high leptin levels are associated with
reduced ovarian response. The increase in serum leptin fol-
lowing FSH treatment of infertile women may serve a diag-
nostic role for pregnancy rate, with higher leptin levels being
less successful [79–81].

The use of leptin in conditions of low levels of this hor-
mone has been reported to have beneficial effects. A group
of women with hypothalamic amenorrhea and low leptin lev-
els were studied by Welt And Colleagues [82] for 1 control
month before receiving recombinant human leptin for up to
3 months. A separate control group received no treatment.
Controls were essentially unchanged over the course of the
study. Conversely, recombinant human leptin increased LH
levels and LH pulse frequency after 2 weeks, with an increase
in maximum follicular diameter and the number of dominant
follicles, ovarian volume, and E2 levels over 3 months. Ovu-
latory menstrual cycles were reported in three subjects and
two other women had preovulatory follicular development
with withdrawal bleeding during treatment. These studies
suggest that leptin may be required for normal reproductive

and neuroendocrine function and may be of clinical utility
in the treatment of leptin deficiency in women with hypotha-
lamic amenorrhea. These studies indicate an association of
leptin with the normal physiology of the menstrual cycle and
a potential role for the polypeptide in the treatment of women
undergoing controlled ovarian hyperstimulation.

19.3.5 Pregnancy and the
Maternal-Fetoplacental Unit

The physiological roles and regulatory mechanisms for lep-
tin during mammalian pregnancy have been the subjects of
intensive study since the initial determination of its syn-
thesis [83] and the later discernment of its ontogeny [84]
in human placental trophoblast [14, 15, 16, 17, 85, 86,
87]. Serum leptin concentrations, which are enhanced in
the maternal circulation over those in the nonpregnant state,
suggest physiological roles during gestation apart from the
previously defined responsibility for appetite suppression.
As reviewed by Haguel-de Mouzon and coworkers [17],
the increased mobilization of maternal fat stores to allow
enhanced transplacental transfer of lipid substrates to the
developing fetus are one such proposed function. This role
may be reflected by delayed clearance of the polypeptide
from the maternal circulation due to the enhanced level
of soluble leptin receptor in the bloodstream that results
from placental membrane shedding throughout pregnancy.
The existence of syncytiotrophoblastic leptin receptors sug-
gests pregnancy-specific autocrine and paracrine roles for the
adipokine at the maternal-fetal interface. This is an impor-
tant consideration in itself, as Lappas and colleagues [88]
reported that in human adipose tissue and placental tis-
sues explants, exogenous leptin increased the secretion of
tumor necrosis factor (TNF)-α, interleukin (IL)-1β, IL-1β,
and IL-6, as had already been reported for human chori-
onic gonadotropin (hCG) in cytotrophoblasts [89]. Recent
data has brought this regulatory pathway full circle by indi-
cating that hCG exerts a proadipogenic effect in human
preadipocytes by simulating leptin secretion [90]. Most sig-
nificantly, the regulation of proinflammatory cytokines pro-
duced in the intrauterine environment may suggest roles
for leptin in modulating myometrial contractility, cervical
ripening, and the rupture of conceptus membranes [88], all
of which significantly impact the processes associated with
parturition. Coya [91] reported that leptin led to a dosage-
dependent decline in E2 release by human term placental
cells in culture. Taken collectively along with a synchronous
increase in testosterone release, this suggested an important
role for the adipokine in regulating trophoblastic steroidoge-
nesis in late pregnancy. Indeed, leptin may be important for
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placental maintenance itself, as leptin introduced into chori-
ocarcinoma cell cultures (a model for trophoblastic develop-
ment) proved to be a significant trophic and mitogenic factor
by inhibiting apoptosis and promoting cell proliferation in a
dosage- and time-dependent manner [92].

As illustrated in Fig. 19.4, although nomenclature still
varies in the literature, “long” and “short” intracellular
domain LR isoforms are generated by alternative splicing and
signal via JAK/STAT (made possible by the BOX2 motif)
and MAPK pathways, respectively, in most tissues. A solu-
ble leptin receptor (solLR) has been characterized in rodents
that is also formed via alternative splicing [93], which in
humans is probably cleaved from the membrane by a met-
alloproteinase [94, 95]. The physiological significance of the
solLR in pregnancy is great, as its ability to modulate lep-
tin action [96] and prevent passage of the blood-brain barrier
[97] might be critical in enhancing resistance to the satiety
inducing effect of the adipokine during pregnancy, a period
of increased energy demand. It is quite interesting to note
the suggestion of recent work that this mechanism could be
augmented by direct endocrine influences at the hypothala-
mic level brought about by high concentrations of placental
lactogen, albeit by a yet uncharacterized mechanism [98].

To better understand leptin regulation and function in
human pregnancy, we have characterized leptin dynamics
in old- and new world nonhuman primates [99] and found
the baboon (Papio sp.) to be an excellent model [100]. Lep-
tin concentrations in pregnant animals (term ˜184 days) are
much higher than in either cycling or postpartum baboons
[101]. As in humans, leptin mRNA transcripts in placental
villous tissue decline between early and late gestation, but
maternal serum leptin levels increase almost threefold with
pregnancy and are correlated with advancing gestational age.
Because the presence of both leptin and its receptor in the
placenta, amnion, chorion, and umbilical vasculature sug-
gest important roles in human pregnancy, we assessed these

Fig. 19.4 Leptin receptor isoforms. References to “long” and “short”
isoforms are derived from the relative lengths of their intracellular sig-
naling domains (a.a., amino acids; solLR, soluble leptin receptor)

tissues, as well as omental and subcutaneous fat at early
(day 60), mid (day 100), and late (day 160) baboon preg-
nancy [102]. A resurgent corpus luteum, decidual tissue, and
fetal brain (hypothalamic region) tissues were also collected
on day 160. Expression of long and short LR (LEPRL and
LEPRS) mRNA transcripts was detected in all tissues, utiliz-
ing human LR primers. As in humans [84], in situ hybridiza-
tion localized transcripts for leptin and both receptor iso-
forms in baboon trophoblast. Expression intensity for lep-
tin was greatest in early pregnancy, reflecting the enhanced
abundance of LEP transcripts at that time [101]. In the
human, receptor isoforms are similar in size to those identi-
fied in the baboon, with results suggesting a role for enhanced
LR concentrations in regulating leptin bioavailability [103].

We have hypothesized that elevated maternal leptin levels
may be owed to enhanced transcriptional regulation in mater-
nal adipose tissue and/or placenta, resulting from enhanced
estrogen levels during pregnancy. Estrogens may regulate
leptin expression by acting on a portion of the estrogen
response element in the leptin promoter [104] with leptin
production by cultured first trimester human cytotrophoblast
cells being dose-responsively potentiated by E2 [18]. The
presence of estrogen receptor (ER) in primate trophoblast
[105] suggests that, as in adipose tissue [106], this is an
ER-mediated phenomenon. Like the human, the baboon pos-
sesses a true maternal-fetoplacental unit, which relies on
androgen precursors from the fetal adrenal gland for pla-
cental estrogen synthesis [100]. Thus, the surgical removal
of the fetus, but not the placenta (fetectomy), at day 100
of gestation inhibits estrogen production by the syncytiotro-
phoblast and reduces maternal serum estrogen levels to near
baseline. We collected placental villous tissue, omental adi-
pose tissue, and subcutaneous adipose tissue from baboons in
late (day 160) pregnancy [107]. In another group of pregnant
baboons, estrogen production was inhibited by fetectomy and
placentae were left in situ until day 160 of gestation when
they were surgically retrieved. Maternal adipose tissues were
collected on days 100 and 160. Fetectomy elicited an 87%
decrease in maternal serum E2 concentrations, while leptin
levels were unaltered by fetectomy. However, in subcuta-
neous fat LEP mRNA transcript abundance declined fivefold
as a consequence of fetectomy, while transcripts increased
almost threefold in placental villous tissue. In subcutaneous
fat, leptin protein levels in fetectomized baboons were about
one-half that of controls, while placental levels were three-
fold higher in fetectomized animals than in those with intact
pregnancies. Therefore, although adipose leptin expression
declined, increased placental expression suggested a com-
pensatory, tissue-specific regulatory role for estrogen (stimu-
latory in adipose tissue, inhibitory in placenta).

Many physiological roles have been suggested for lep-
tin in human pregnancy [14, 15, 16, 17, 86]. Although
no direct correlation exists between maternal serum leptin
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concentrations and fetal size at term, assumptions that the
polypeptide acts to regulate conceptus growth has been
based on often observed correlations between fetal mass and
umbilical levels of the cytokine. These observations, usu-
ally noted with respect to cases of either large- or small-for-
gestational age infants, have been difficult to distinguish as
being causative, rather than as being the simple consequence
of differences in fetal adiposity. As reviewed [15, 17], in addi-
tion to being an index of fetal size, the expression of LR in
a variety of fetal tissues suggests a regulatory involvement of
leptin in the stimulation of uterine implantation, and fetal ery-
thropoiesis, vasculogenesis, osteogenesis, and lymphopoiesis.
The adipokine may also be associated with pulmonary devel-
opment in utero. In this capacity, insufficient maturation of
the fetal lungs can be characterized by inadequate production
of pulmonary surfactant by epithelial type II cells. Increasing
cortisol at term prompts the differentiation of type II cells and
surfactant synthesis, although in preterm infants, insufficient
surfactant levels lead to pulmonary deficiency. Torday and col-
leagues [108] observed that leptin was expressed by fibroblasts
and that LR was expressed by fetal rat lung type II cells. Later
experiments indicated that leptin plays a direct role in enhanc-
ing surfactant production in this species [109].

In this capacity, we reported [110] that in late baboon
pregnancy the abundance of LEPRL mRNA transcripts in
fetal lung was approximately tenfold greater and LEPRS

transcript abundance was about eightfold greater than in
early pregnancy (Fig. 19.5) [110]. LR protein, undetectable
in fetal lungs at early and mid gestation, was detected by
immunoblotting in late gestation and localized immunohis-
tochemically in distal pulmonary epithelial cells, including
type II cells (Fig. 19.6) [110]. Therefore, because fetal serum
leptin concentrations are significant and up-regulation of LR
occurs in late gestation, we proposed that leptin could con-
tribute to fetal lung maturation in primates. Interestingly,
later work by Kirwin and colleagues [111] demonstrated an

increase in surfactant proteins in fetal rat type II alveolar cells
as a result of leptin administration both in vivo and in cul-
tured cells, strongly suggesting the adipokine to be a modu-
lator of fetal lung maturity in that species as well. Indeed,
the ability for leptin to regulate pulmonary function may
also extend to the postnatal period, as it has recently been
reported that alveolar size and surface area were enhanced in
Lepob/Lepob mice administered leptin through 7 weeks of age
[112].

Leptin has also been associated with significant gesta-
tional pathologies, including diabetes and preeclampsia. In
cases of pregnancy-associated diabetes, maternal leptin lev-
els are positively correlated with BMI as in nonpregnant
women, although there is a substantial increase in fetoplacen-
tal leptin levels [113–115]. Enhanced umbilical leptin levels
suggest that this is exacerbated in cases of macrosomia (birth
weight ≥ 4,000 g) associated with diabetes mellitus [115],
although conflicting evidence exists [116]. Hypertension is
the hallmark of preeclampsia, as is the potential for placental
insufficiency, and maternal serum leptin concentrations are
typically elevated in documented cases, or even before clini-
cal signs appear [117]. Enhanced maternal leptin levels orig-
inate in the placental trophoblast as a result of increased LEP
mRNA expression [118], with the increased rate of synthe-
sis probably being driven by hypoxia [119]. Although lep-
tin has been implicated by numerous studies as a regulatory
or signaling molecule linking preeclampsia with intrauterine
growth restriction (IUGR), a precise role remains undefined
and pathways still remain to be elucidated [14, 15, 16, 86].

19.3.6 Male Reproduction

Perhaps of greater significance are the leptin-mediated events
within the testes [120]. While all splice variants of the leptin
receptor were recognized, the LRb isoform was highest in

Fig. 19.5 LEPRL (A) and LEPRS (B) mRNA transcript abundance,
as determined by competitive RT-PCR in fetal lung tissues collected in
early (n = 4 fetuses), mid (n = 4 fetuses), and late (n = 4 fetuses)
baboon pregnancy. Different lowercase letters indicate significant dif-

ferences between means ± SEM (ab, P < 0.01). (C) Society for Repro-
duction and Fertility (2004). Reproduced with permission from Repro-
duction [110]



222 M.C. Henson and V.D Castracane

Fig. 19.6 Photomicrographs of
lung tissue from fetal baboons in
late gestation depicting the
results of (A) hematoxylin-eosin
staining (200X), and
immunohistochemical
localization of (B) surfactant
protein A (400X), or (C) LEPR
(400X) protein in pulmonary
epithelial cells. A (D) negative
(without primary antibody)
immunohistochemical control for
LEPR (400X) is included.
Reference lines in panels A
(200X) and B (400X) are 50 μm.
Arrows denote pulmonary type II
cells. (C) Society for
Reproduction and Fertility
(2004). Reproduced with
permission from Reproduction
[110]

pubertal testes (15–30 day old rats) and declined in adult-
hood. Testicular Lepr mRNA expression was sensitive to
neonatal endocrine influence, since neonatal treatment with
E2 benzoate (E2B) resulted in a permanent increase in the
relative expression of Lepr mRNA. E2B treatment had a dif-
ferential effect on the different isoforms of the leptin recep-
tor. These studies were the first to indicate a direct role for
leptin in testicular regulation in the rat. Caprio [55] reported
a different pattern of leptin receptor in the rat testes. Using
an immunohistochemical approach, they demonstrated that
Lepr is absent in early embryonic stages (14.5 days) and only
appears in late embryonic testes (19.5 days). In postnatal life,
leptin receptor immunoreactivity was only evident after sex-
ual maturation (after 35 days) and was absent in testes from
sexually immature rats (less than 21 days). RT-PCR anal-
ysis would reveal leptin receptor expression in embryonic,
prepubertal, and adult rat testes and demonstrates the differ-
ence of sensitivity between these two methodologies. Leptin
addition to adult rat Leydig cell cultures would inhibit hCG-
stimulated testosterone production, but had no effect on the
steroidogenic function of prepubertal Leydig cells and sug-
gests that no functional LR are present in the prepubertal
testes. Further studies also demonstrated that leptin acts as
a direct inhibitory signal for testicular steroidogenesis and
that this effect is due to suppression of several upstream fac-
tors (SF-1, StAR, and P450scc) in the steroidogenic path-
way [121]. The administration of leptin for 5 days to adult

male mice was investigated using a variety of techniques.
Immunohistochemical testosterone staining revealed more
intense staining in leptin treated than in control mice. Tes-
ticular weights and seminiferous tubule diameters were also
increased by leptin administration. These results in the mouse
indicated that leptin administration stimulates testicular func-
tion and testosterone synthesis. It is not clear from these
studies, whether the leptin effect is directly on the testes or
through a hypothalamic-pituitary effect of leptin [122].

In men, there was no significant difference in histochemi-
cal staining of the testes between infertile and normal control
males. There was leptin staining in seminiferous tubules and
Leydig cells. These results suggest a leptin action as a cen-
tral neuroendocrine effect rather than a direct effect on tes-
ticular tissue [123]. Glander [124] examined leptin and testes
physiology in infertile male patients and individuals follow-
ing vasectomy. The concentration of leptin in seminal plasma
was significantly lower in normal semen samples than in
that from infertile patients and showed a negative correlation
with the percentage of motile sperm. Leptin concentrations
in serum showed no relationship to any sperm parameters
and in seminal plasma was unchanged following vasectomy.
Aquila and colleagues [125] demonstrated that human sperm
expresses leptin. There was a large difference in leptin secre-
tion between uncapacitated and capacitated sperm. Greater
leptin release from capacitated sperm suggests a functional
role for sperm produced leptin in capacitation.
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The role of leptin in the male may extend beyond repro-
ductive involvements. Mice lacking the androgen receptor
(ARKO) were used to study the relationship between the
androgen receptor (AR) and insulin resistance. In ARKO
mice, a progressive reduced insulin sensitivity and impaired
glucose tolerance was observed with advancing age. These
mice also had an accelerated weight gain, hyperinsulinemia,
and hyperglycemia, as well as higher leptin levels. These
studies demonstrate that the action of androgen at the AR
has a role in the development of insulin resistance, which
may contribute to the development of type 2 diabetes. Moder-
ately obese men have a decreased androgen profile with sup-
pressed serum levels of total and free testosterone. In mas-
sively obese men, there is a consistently low level of free
testosterone [126]. These investigators speculate that these
results represent an action of leptin on LH pulse ampli-
tude and serum LH levels, as well as possible negative
actions of excess circulating leptin on testicular steroidoge-
nesis. Semen leptin concentrations are inversely correlated
with serum testosterone levels and directly with serum leptin
levels [127].

19.4 Summary

Leptin’s identity as a reproductive hormone seems assured
and its practically unparalleled pleiotropism has served to
dramatically expand our original understanding of its interac-
tions that were once limited to those regulating adiposity and
metabolism. To this end, relationships with the gonadotropins
demonstrate hypothalamic roles for the polypeptide in con-
trolling menstrual cyclicity and ovarian function, while as a
modulator of energy homeostasis it may permissively affect
the advent of puberty and enhance fertility [3, 11, 34, 87].
Clinical reports, in vitro experiments using human tissues,
and in vivo experiments in rodents and nonhuman primates
have demonstrated an array of receptor-mediated roles for
the adipokine with respect to implantation, placental func-
tion, and conceptus development. Further associations with
preeclampsia, pregnancy-associated diabetes, macrosomia,
and IUGR have combined to place leptin in the vanguard of
today’s research in reproductive endocrinology [15, 17, 87].

Glossary of Terms and Acronyms

AGRP: agouti-related protein

AR: androgen receptor

ARKO: androgen receptor knockout mouse

AVPV: anteroventral periventricular

BMI: body mass index

BOX2: amino acid sequence [V/L]E[V/L]L present in the
single chain cytokine receptors required in some cases for
full activation of Jak2

CART: cocaine- and amphetamine-regulated transcript

CRH: corticotropin-releasing hormone

E2: estradiol

E2B: estradiol benzoate

ER: estrogen receptor

ERK: extracellular-signal-regulated kinase (ERK) path-
ways

GnRH: Gonadotripin-releasing hormone

GPR54: G-protein-coupled receptor-54

hCG: human chorionic gonadotropin

IL: interleukin

IUGR: intrauterine growth restriction

JAK/STAT: Janus tyrosine kinases/signal transduction and
activators of transcription

KiSS-1: cognate ligands of the GPR54

LEP: human/primate leptin

Lep: rodent leptin

Lepob/Lepob: obese, genetically leptin deficient, mouse

LEPRL: long isoform, primate leptin receptor

LEPRS: short isoform, primate leptin receptor

LR: leptin receptor

LRa: a short LR isoform

LRb: long LR isoform

MAPK: mitogen-activated protein kinase

MCH: melanin-concentrating hormone

NPY: neuropeptide Y

ob: original name for Lep gene (obese)

ORX: orexins

P450scc: cytochrome P450 side chain cleavage

POMC: proopiomelanocortin

SF-1: steroidogenic factor-1

SH2: Src homology 2
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solLR: soluble leptin receptor

StAR: sterodogenic acute regulatory protein

TNF-α: tumor necrosis factor-α

TRH: thyrotropin-releasing hormone
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Chapter 20

Neurosteroids and Sexual Behavior and Reproduction

Steven R. King

20.1 Introduction

Gonadal and adrenal steroids strongly determine sexual
behavior and reproductive function through their effects on
the brain. These “neuroactive steroids” act directly on neu-
ral cells or following their conversion to other metabo-
lites locally. For instance, the production of estrogen from
testicular testosterone by neural aromatase is essential for
masculinization of the brain. However, steroids synthesized
de novo within the central and peripheral nervous systems
(CNS and PNS), termed “neurosteroids,” may also strongly
impact sexual differentiation of the brain and sexual func-
tion. Specifically, neurosteroids affect sexual and gender-
typical behaviors, ovulation, and behaviors that influence
sexual interest and motivation like aggression, anxiety, and
depression.

20.2 Neurosteroids

Both the developing and adult nervous systems produce
neurosteroids as demonstrated in cell culture and gonadec-
tomized (GDX) and adrenalectomized (ADX) animals,
which cannot produce steroids from endocrine sources.
Select neural cell types express the necessary synthetic
enzymes, including the two proteins that initiate steroid
production—the steroidogenic acute regulatory (StAR) pro-
tein and cytochrome P450scc (Chapters 16 and 23) [1–3].
Steroidogenic enzyme levels are estimated to be 2–5 orders
of magnitude lower in the brain than in the adrenal cortex or
gonads [4, 5]. Still, local steroid concentrations at neurons
and glia can be much greater than in the serum.
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Neurosteroidogenesis is an evolutionarily conserved pro-
cess, discovered thus far in mammals, birds, and amphib-
ians [e.g., 6–10]. In mammals, steroidogenic enzymes and
neurosteroids are localized in the PNS, the spinal cord,
and select regions of the brain including those criti-
cal for sexual behavior and function, like the amygdala,
olfactory bulb, and hypothalamus [2, 5, 11, 12]. Specific
populations of neurons, type 1 astrocytes, and Schwann
cells generate a variety of neurosteroids, such as proges-
terone, dehydroepiandrosterone (DHEA), 17β-estradiol, and
5α-reduced steroids, 3α,5α-tetrahydrodeoxycorticosterone
(THDOC), 3α-androstanediol, 3α,5α-tetrahydroprogesterone
(allopregnanolone/THP), and 3α,5β-tetrahydroprogesterone
(pregnanolone) (Fig. 20.1) [5, 13, 14]. The primate brain may
also produce steroid sulfates like DHEA-sulfate (DHEA-S)
and pregnenolone sulfate; the rodent brain may generate sul-
fated and/or lipid-associated steroids [15, 16, 17].

20.3 Receptor Types Targeted
by Neurosteroids

Neurosteroids act in a distinct manner from steroids that
slowly infiltrate the brain from the bloodstream. Neuroac-
tive steroids typically instigate long-term genomic changes
via classical nuclear steroid receptors. Neurosteroids, on
the other hand, act in an autocrine or paracrine man-
ner and have more immediate, nongenomic effects that
occur within seconds to milliseconds. This is accomplished
through their interactions with G protein-coupled and ligand-
gated ion channel membrane receptors such as glycine
receptors, metabotropic sigma type 1 (σ1) receptors, and
ionotropic glutamate receptors like the N-methyl-D-aspartic
acid (NMDA) receptor (Table 20.1) [18]. Other receptor
targets include plasma membrane-localized estrogen recep-
tors [19], G protein-coupled membrane progesterone recep-
tors [20], α1-adrenergic [21], neuronal nicotinic acetyl-
choline (nnAchR) [22, 23], and dopamine type 1 (D1)
receptors [24].
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Fig. 20.1 Major pathways for neurosteroidogenesis. Neurosteroids
synthesized prior to conversion by 3βHSD (hatched box) generally
have different effects than progesterone and its metabolites. The exact
identities of the enzymatic isoforms in neural cells are ambiguous for
17βHSD, 3αHSD, and 5α-reductase (5αRed). ∗Recent data implicate

cytochrome P450 2D or trace expression of P450c21 as responsible
for DOC synthesis in the CNS [13]. The presence of sulfotransferase
(SULT) and aldosterone synthase/Cyp11B2 (Cyp11AS) in the CNS
is controversial [14]. Other abbreviations not in the text: Cyp19, aro-
matase; Prog, progesterone; Preg, pregnenolone

Neurosteroids can also allosterically modulate and
directly activate γ-aminobutyric acid type A (GABAA) recep-
tors [25–28]. Through synaptic and extrasynaptic receptors,
neurosteroids effect changes in GABAA channel chloride
currents, resulting in phasic and tonic inhibition of neurons,
respectively. Nanomolar levels of 5α-reduced androstanediol,
allopregnanolone, and THDOC reduce neuronal excitability
with a 20- to 200-fold higher efficacy than benzodiazepines

and barbiturates [25, 29, 30, 31]. On the other hand, preg-
nenolone sulfate and DHEA-S antagonize GABAA channel
activity [32, 33, 34]. Thus, locally synthesized neurosteroids
can precisely and quickly alter specific neuronal functions
like those related to reproduction in a manner unachievable
by neuroactive steroids permeating the nervous system from
the blood.

Table 20.1 General modulatory effects of specific neurosteroids
on nonsteroidal membrane receptors. In certain instances, the effect
of a neurosteroid can depend upon dose and the subunit composi-
tion of the receptor. σ1: metabotropic sigma type 1 glycine receptor;
AMPA: α-Amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid;

GABAA receptor: γ-aminobutyric acid type A receptor; GABAc

receptor: γ-aminobutyric acid type C receptor; NMDA: N-
methyl-D-aspartic acid; nnAchR: neuronal nicotinic acetylcholine
receptor

Receptor Neurosteroid Modulatory effect

GABAA Allopregnanolone, THDOC, androstanediol Positive
Pregnenolone sulfate, DHEA-S Negative

GABAC Allopregnanolone, THDOC Positive
Pregnanolone Negative

Glycine Progesterone, pregnanolone, allopregnanolone,
pregnenolone sulfate, DHEA-S

Negative

σ1 DHEA, pregnenolone sulfate, DHEA-S Positive
Progesterone Negative

AMPA Pregnenolone sulfate Negative
Kainate Progesterone Positive

Pregnenolone sulfate Negative
NMDA DHEA, pregnenolone sulfate Positive

Estradiol Negative
5-hydroxytryptamine type 3/5-HT3 (Serotonin) Progesterone, allopregnanolone, testosterone, estradiol Negative
nnAchR Progesterone, allopregnanolone, pregnenolone sulfate Negative
Muscarinic Pregnenolone, progesterone Negative
Oxytocin Progesterone Negative
Vanilloid type 1/TRPV1 DHEA, pregnenolone sulfate Negative
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20.4 Neurosteroids in Sexual Function

During folliculogenesis, ovarian estrogen and progesterone
regulate follicle-stimulating hormone (FSH) and luteiniz-
ing hormone (LH) release directly at the anterior pitu-
itary and indirectly by regulating hypothalamic secretion of
gonadotropin-releasing hormone (GnRH) (Chapters 13 and
14). The climactic LH surge that triggers the process leading
to ovulation is estrogen-dependent. But the estrogen-induced
release of GnRH for this surge may require the local produc-
tion of progesterone, which then acts on relevant hypothala-
mic progesterone receptors [35, 36].

Astrocytes in the hypothalamus appear to be the source
of this steroid. They synthesize and secrete progesterone
in response to the activation of estrogen-sensitive mem-
brane receptors. Administration of supraphysiologic levels
of estradiol (50 μg) to ovariectomized (OVX)/ADX rats
induces progesterone generation specifically in the medial
basal hypothalamus and consequently, the LH surge [37, 38].
Inhibition of hypothalamic progesterone synthesis blocks the
surge [37]. Importantly, estrogen only induces hypothalamic
progesterone production in post-pubertal not neonatal astro-
cytes and not in castrate ADX males [39].

Estrogen also induces allopregnanolone synthesis in the
anterior pituitary and hypothalamus of OVX animals [40].
In the hypothalamus, allopregnanolone potentiates the acti-
vation of post-synaptic GABAA receptors on GnRH neurons
in diestrus female mice, which induces GnRH release [41,
42]. The age-related reduction in the level of this steroid in
the hypothalamus may thus be one cause of the changes in
ovarian function that occur with age [40].

The ability of allopregnanolone to potentiate GnRH
release may be site-specific within the hypothalamus. Allo-
pregnanolone suppresses ovulation when it is delivered by
intracerebroventricular (i.c.v.) injection. This method pro-
vides access of allopregnanolone to the ventromedial nucleus
(VMN) in the hypothalamus, suggesting that activation of
hypothalamic GABAA receptors here inhibits GnRH secre-
tion [43].

Sulfated neurosteroids also regulate GnRH release.
DHEA-S inhibits the activation of post-synaptic GABAA

receptors in GnRH neurons of diestrus female mice [41].
On the other hand, pregnenolone sulfate potentiates gluta-
mate or NMDA-stimulated GnRH release from hypothala-
mic neurons [44]. Allopregnanolone also potentiates GABAA

channel activity and reduces basal GnRH release in male
hypothalamic cultures [45]. This suppression is selectively
overcome by pregnenolone sulfate.

The allopregnanolone precursor 3α-hydroxy-4-pregnen-
20-one (3αHP), produced by the pituitary gland, is also a
neurosteroid that regulates the GABAA receptor [46]. This
steroid rapidly inhibits basal and GnRH-stimulated FSH

secretion in both sexes [47–49]. This effect involves calcium
and protein kinase C signaling pathways utilized by GnRH
and is independent of any conversion to allopregnanolone
[50, 51]. Interestingly, LH itself can regulate pregnenolone
synthesis by neurons [52]. Thus, neurosteroids can regulate
gonadotropin release. While it can have dramatic effects on
the female, its impact on male reproductive function has not
been described.

20.5 Neurosteroids in Sexual Behavior

20.5.1 Female Sexual Behavior

Neurosteroids may have vital roles in female sexual behav-
ior [53]. Receptivity in the rodent requires ovarian estrogen,
which increases progesterone receptor number in the ven-
tral portion of the VMN [54]. The resulting increased sensi-
tivity to ovarian progesterone facilitates lordosis and appro-
priate tactile stimulation. However, locally produced allo-
pregnanolone may also be important. Participation in paced
mating behavior selectively increases allopregnanolone lev-
els in specific regions of the CNS such as the midbrain and
the hippocampus [55].

Infusion of allopregnanolone or THDOC into the ventral
tegmental area (VTA) enhances and maintains progesterone-
facilitated lordosis in estrogen-primed OVX hamsters and
rats [56, 57]. Inhibition of allopregnanolone synthesis by
blocking 3βHSD or 5α-reductase activity in the VTA atten-
uates lordosis, whereas local infusion of allopregnanolone
rescues this behavior [58, 59]. The mechanism of allopreg-
nanolone action involves the activation of D1 and GABAA

receptors and cAMP pathways in the VTA [24, 60, 61, 62].
However, the stimulatory effect of allopregnanolone is,

again, site-specific. Allopregnanolone levels specifically in
the ventral medial hypothalamus fluctuate with the estrus
cycle [43]. Its lowest levels are reached at proestrus, a time
when exhibitions of receptive behavior coincide with ris-
ing serum estrogen and progesterone. Intracerebroventricu-
lar administration of allopregnanolone suppresses lordotic
behavior by OVX rats [43, 63]. This implies that circu-
lating allopregnanolone (as opposed to neurosteroid allo-
pregnanolone in the VTA) in intact animals is inhibitory
through its access to the VMN. In fact, i.c.v. injection of
antiserum against allopregnanolone during proestrus aug-
ments lordosis [43]. Thus, female sexual behavior may be
a product of facilitation by progesterone and disinhibition by
serum-derived and possibly neurosteroid allopregnanolone in
the VMN, whereas neurosteroid allopregnanolone augments
VMN activity through its actions in the VTA, where the pro-
gesterone receptor is absent.
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Complicating matters, systemic administration of high
doses of allopregnanolone can also induce lordosis in
estrogen-primed progesterone receptor-knockout OVX aged
females [64]. One interpretation of this finding is that allo-
pregnanolone can rescue age-related losses in sexual recep-
tivity when progesterone receptor levels in the VMN are
compromised due to lowered central allopregnanolone lev-
els and when neurons may have higher sensitivity to allo-
pregnanolone and GABAA-channel activity [40]. A separate
study found that high doses of estrogen also elicit lordo-
sis independent of progesterone receptor action [65]. This
implies that estrogen can stimulate receptive behavior by
altering allopregnanolone synthesis in the CNS.

Infusion of another 5α-reduced steroid, androstanediol,
has similar paradoxical effects on receptive behavior and pro-
motes aggression in female rats, possibly through inhibition
of GABAA receptors in the medial preoptic area (POA) and
VMN [66–68]. Neurosteroids are also implicated in the pref-
erence for male odors and pheromone-stimulated release of
GnRH and ovulation [69]. Therefore, neurosteroids may act
at several levels in the CNS to regulate sexual motivation and
receptive behavior.

20.5.2 Male Sexual Behavior

Allopregnanolone also figures prominently in the regulation
of male sexual behavior. This steroid potentiates GABAA

channel activity in neurons in the medial POA, a region
essential for sexual interest, erection, copulation, and ejac-
ulation [70–72]. Pregnenolone sulfate opposes the action of
allopregnanolone, as may progesterone.

Loss of the progesterone receptor or subcutaneous (s.c.)
infusion of the antiprogestin RU486 enhances mount and
intromission frequency in the absence of changes in testos-
terone or testicular function [73]. Physiologically, it is
unclear whether it is serum-derived progesterone, or local
synthesis, or both that may regulate male sexual activity.

Estradiol rapidly induces copulatory behavior through its
actions in the medial POA and amygdala [74–76]. Again, it is
unclear if this behavior is regulated by estrogen synthesized
de novo in the brain, although local aromatization of circu-
lating testosterone is clearly required for sexual behavior and
maintenance of sensitivity for sexual stimulation.

Neurosteroids are also generated in components of the
vomeronasal pathway, which relays stimulatory pheromone
signals to the bed nucleus of the stria terminalis and the POA.
Consistent with this observation, odor preference for estrus
females by male rodents is enhanced by i.c.v. administration
of 3αHP and reduced by pregnenolone sulfate [77, 78]. Male
rats also exhibit higher cerebellar levels of StAR, P450scc,

and aromatase mRNAs, and by implication, higher levels of
neurosteroids [79].

Male behavior is influenced by neurosteroids in other
types of animals as well. In the zebra finch, sex-dependent
differences in time and level of de novo estrogen synthesis
in the brain determine the establishment of a key neuronal
circuit for male song independent of the presence of gonadal
steroids [80–82]. In the quail, diurnal changes in brain levels
of the neurosteroid 7α-hydroxypregnenolone occur in males,
but not in females, and correspond to increased locomotor
activity [83]. Variations in the level of pregnenolone and
progesterone in the brains of male newts coincide with day
length and breeding season independent of plasma steroid
levels [7]. Interestingly, P450scc and 3βHSD primarily local-
ize to the POA in the newt, indicating that the changes in neu-
rosteroids directly relate to sexual behavior and performance.

20.6 Neurosteroids in Mood, Sexual Interest,
and Gender-typycal Behaviors

Anxiety, stress, and overall mood strongly impact sexual
desire and behavior. Some of the effects on these emotions
previously attributed to the actions of neuroactive steroids are
now being recognized as mediated by or in coordination with
neurosteroids.

Locally produced 5α-reduced steroids allopregnanolone
and THDOC are anxiolytic, analgesic, and sedative largely
through their regulation of GABAA channels [26]. Inhibi-
tion of 5α-reductase activity in the amygdala increases anx-
iety and depression [84, 85]. Declines in anxiety elicited by
the drug etifoxine correlate with increased allopregnanolone
levels in the CNS of sham-operated and GDX/ADX rodents
[84]. Circulating levels of the steroid also rise in intact ani-
mals suggesting an additional contribution from peripheral
sources. Anxiogenic drugs similarly increase levels of anxi-
olytic steroids in both the brain and the serum [86, 87].

Other neurosteroids such as pregnenolone and its sul-
fate conjugate increase anxiety and oppose the anxiolytic
and sedative actions of benzodiazepines and alcohol [88–90].
Lower doses (0.1 μg/kg versus 1.0 μg/kg) of pregnenolone
sulfate administered i.p. are anxiolytic, however, possibly
reflecting in part conversion to allopregnanolone [88].

20.6.1 Anxiety and Female Sexual Interest
and Behavior

Libido in women is not clearly reliant on ovarian status,
but depends more on psychological factors like depression
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and societal influences [53, 91]. Therefore, anxiolytic neu-
rosteroids may greatly affect sexual interest and motivation.
But as with sexual receptivity, the effect of neurosteroids
as observed in rodents is specific to individual structures in
the brain. Inhibition of allopregnanolone production through
the introduction of the 5α-reductase inhibitor finasteride
(Proscar) into the amygdala decreases social interactions of
estrus females, while infusion of the inhibitor systemically or
into the hippocampus increases these encounters [85, 92].

Conversely, addition of allopregnanolone into the VTA
in diestrus increases social interactions in female rats along
with paced mating behavior to levels similar to proestrus
[93]. The changes observed in social activities associated
with sexual behavior in proestrus may therefore involve allo-
pregnanolone generated in the brain in response to ovar-
ian steroids. Beyond their effects on anxiety, neurosteroids
are part of a larger role in mood and adaptation to stress.
Pregnenolone may improve mood, while anxiolytic DHEA is
antidepressant [90]. Postpartum depression and anxiety may
involve anxiogenic neurosteroids in addition to changes in
neuroactive steroids [94, 95].

20.6.2 Anxiety and Male Sexual Interest
and Behavior

For men, depression can be an important factor in erectile
dysfunction. Interestingly, how neurosteroids affect depres-
sion may be gender-dependent. Postnatal stress models indi-
cate a lower sensitivity of adult male rats to repeated expo-
sures of i.c.v.-administered allopregnanolone than females
as measured by anxiety-related behavior, such as reduced
grooming [96].

Social isolation stress also reduces CNS levels of
5α-reductase and allopregnanolone in males in an androgen-
dependent manner, causing increased contextual fear
responses and aggressiveness as assessed by resident-
intruder tests [97–99]. The changes in allopregnanolone syn-
thesis appear to be restricted to select neurons with out-
puts to the amygdala and basolateral amygdala glutamatergic
neurons, all of which can alter emotional responses [100].
Decreased allopregnanolone levels in the corticolimbic sys-
tem due to the use of a 5α-reductase inhibitor mimicked the
effects of social isolation as measured for fear [101]. Fluox-
etine (Prozac) rescues the changes in allopregnanolone and
aggression [102].

Chronic treatment with DHEA also inhibits aggression by
GDX male mice toward lactating female intruders and corre-
lates with declines in measured pregnenolone sulfate levels
in the brain [103]. DHEA has similar effects on aggressive
behavior and pregnenolone sulfate in androgenized females

[104]. Thus, through their effects on mood, anxiety, and
stress, neurosteroids may have additional functions in reg-
ulating sexual interest and gender-typical behaviors.

20.7 The Future of Neurosteroids in the Clinic

Neurosteroids are currently being investigated as therapies
for a wide variety of psychological disorders, addictive
behaviors, neurological disorders, and, due to their role
in neuroprotection, neurodegenerative conditions [90]. For
instance, a synthetic version of allopregnanolone, ganax-
olone, is in advanced clinical trials as a treatment for seizures
[105]. Neurosteroids also appear to be prophylactic against
age-related declines in nervous system function.

Treatments to directly target sexual and reproductive dys-
functions do not yet exist, although current gonadal replace-
ment strategies to address problems of libido may act in part
through the induction of local neurosteroid synthesis. More-
over, therapies that address psychological conditions such as
mood disorders may positively impact sexual desire. Early
experimental trials have met with mixed success [90, 106].
Most notably, DHEA supplementation has not proven reli-
able in improving mood in patients [90].

Treatments that involve systemic administration of
neurosteroids may not be the best method to address
neurosteroid-related problems. Not only does this method
increase steroid levels in the target region of the brain but
also throughout the brain and the circulation. The presence
of a particular steroid in other regions of the brain may
have potentially opposing effects, given the site-specificity of
neurosteroids. Whereas intrahippocampal administration of
pregnenolone sulfate improves memory in aging rats [107],
systemic administration of the steroid to increase hippocam-
pal levels may also increase belligerence.

Changes in the level of steroids in nonneuronal tissues
due to systemic administration may have adverse effects as
well. This is an ongoing concern with the use of estrogen and
testosterone to replace faltering gonadal steroid production
to improve sexual desire in aging patients. Moreover, neu-
rosteroids can differentially affect target cells depending on
concentration and length of treatment.

Another problem is that if endogenous production of a
particular neurosteroid is not compromised, further supple-
mentation may not augment its activity. Addition of estrogen
to hippocampal neurons only affects cell survival and pro-
liferation when native estrogen synthesis is blocked [108].
This can be an important consideration such as in clinical
depression, which has yet to be conclusively linked to a defi-
ciency in anti-depressive neurosteroids (see below) [106].
Consequently, neurosteroids are eyed as a novel treatment for
conditions in which their production is compromised, as in
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age-related cognitive decline and Alzheimer’s and Niemann-
Pick type C disease [107, 109, 110, 111, 112]. The applica-
tion of certain neurosteroids like progesterone can also assist
in the remyelination and survival of damaged nerves [113].

An alternative approach is to manipulate neurosteroid
concentrations in the brain through the use of other pharma-
cological agents, recently termed “selective brain steroido-
genic stimulants” (SBSS) [101]. Antipsychotic agents cloza-
pine and olanzapine can increase allopregnanolone synthe-
sis in the CNS, which in turn may be a mechanism by
which these drugs improve schizophrenia [114]. Similarly,
reductions in aggression elicited by fluoxetine may primar-
ily result from its stimulation of brain allopregnanolone
levels, since the drug is effective at levels tenfold lower
than those required to block serotonin reuptake [102]. This
is an important finding, since selective serotonin-reuptake
inhibitors (SSRIs) like fluoxetine as they are used now are
notorious for their adverse impact on libido and sexual func-
tion. While withdrawal from SSRI use generally restores
sexual interest and function, rare patients do experience per-
sistent genital arousal disorder while on SSRIs [115]. Specu-
latively, the appearance of this disorder may be hypothesized
to be related to SSRI dose and effects on allopregnanolone
levels in the brain.

Negative side effects of drugs may also be explained by
neurosteroid modulation. Preliminary studies indicate that as
in the rodent, finasteride may increase depression in men
due to the loss of allopregnanolone [116, 117]. This raises
the possibility that changes in neurosteroid levels contribute
to the decrease in sexual desire reported by some patients.
Treatment strategies that take into account effects on neuros-
teroids and the development of drugs like SBSSs that sin-
gularly target neurosteroid biosynthesis may therefore pro-
vide superior therapies for various conditions including those
affecting sexual behavior and reproduction.

20.8 Summary

Current research suggests a broad range of functions for
neurosteroids in sexual behavior and reproduction. Since
select neurosteroids are neuroprotective, they may also indi-
rectly preserve sexual function by promoting neuronal sur-
vival in the CNS and PNS. However, a full description of
the functions that are truly governed by neurosteroids, not
neuroactive steroids, remains a focus of investigation. Future
gains in the use of neurosteroids to treat sexual disorders
require clear delineation of their functions and how they com-
plement the influences of gonadal and adrenal steroids on
the CNS.
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Chapter 21

Autocrine and Paracrine Regulation of the Ovary

Marta Tesone, Dalhia Abramovich, Griselda Irusta, and Fernanda Parborell

21.1 Introduction

Ovarian follicular development and regression is a
continuous and cyclic process that depends on a number
of endocrine, paracrine, and autocrine signals. Although
many of the factors involved in follicular growth have
been characterized, it remains unknown why one or more,
depending on species, preovulatory follicle(s) emerge as
dominant and the others regress. It is postulated that the
selected dominant follicle(s) possesses a higher sensitivity to
FSH due to increased expression of FSH receptors. As a result,
increases in estradiol and inhibin trigger a negative feedback
mechanism that prevents the other follicles from continuing
their development. The ovarian theca and granulosa cells also
play an important role, since they produce steroid hormones
required for normal follicular growth. In addition, ovarian
growth factors, cytokines, and neuropeptides participate as
regulators of follicular growth and in the formation of the
ovarian cell compartments as well.

21.2 Selection of the Dominant Follicle

In the first days of a woman’s menstrual cycle the cir-
culating levels of FSH increase and as a consequence, a
group of antral follicles escape the process of apoptosis, that
lead them to follicular atresia. Within this group, approx-
imately ten antral follicles begin to grow faster and pro-
duce increased amounts of estrogens and inhibin. One fol-
licle is dominant and is selected to ovulate. The selected
preovulatory follicle possesses a higher sensitivity to FSH
due to increased expression of FSH and/or LH receptors
and produces more estrogens than the remaining follicles.

M. Tesone (B)
Institute of Experimental Biology and Medicine-CONICET,
Buenos Aires, Argentina
e-mail: mtesone@dna.uba.ar

Associated with this process, estradiol and local growth
factors exert a permissive effect, amplifying the action of
FSH in the maturing follicles. Also, the increase in estra-
diol and inhibin trigger a negative feedback mechanism at
the hypothalamus-hypophysis level that causes a decrease in
the release of FSH, which further prevents the other folli-
cles from continuing their development [1, 2]. The decrease
in FSH causes a decrease in the activity of FSH-dependent
aromatase, which limits the availability of estrogens to the
less mature follicles. This leads to both a decrease in the pro-
liferation of granulosa cells and an increase in androgens,
causing irreversible atresia. The thecal layer becomes highly
vascularized, which increases supply of circulating FSH to
the dominant follicle resulting in stimulation of granulosa
cell proliferation.

In rats treated with estrogens, FSH stimulates expression
of LH and prolactin receptors in granulosa cells, reaching
maximum levels just before ovulation [3, 4]. Estrogens exert
a positive feedback effect on the pituitary gland that triggers
the preovulatory discharge of LH. These synchronized pro-
cesses appear to be the determining factors for the selection
of multiple dominant follicles that finally ovulate [1]. In addi-
tion, the dominant follicles produce atretogenic factors that
cause atresia of neighbouring or subordinate follicles [1, 5].

21.3 The Role of Steroids: The Two-Cell
Two-Gonadotropin Concept

The microenvironment of the follicular ovarian antrum facili-
tates the access of FSH and LH, which amplify the paracrine
and autocrine signals produced in the ovary. Therefore, all
the cells in one follicle are immersed in the same environ-
ment, while contiguous follicles can be at different stages
of growth. The presence of estrogens and FSH in the antral
fluid is essential for granulosa cell proliferation and follicu-
lar growth [6]. High concentrations of estrogens and a lower
androgen/estrogen relationship cause higher rates of cell pro-
liferation within antral follicles; therefore, these follicles are
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Fig. 21.1 Scheme describing the “two-cell, two gonadotropin” concept.
Modified from Fortune and Armstrong [11]

able to maintain a viable oocyte, whereas an androgenic envi-
ronment promotes oocyte degeneration [7].

Synthesis of the ovarian steroid hormones—androgens,
estrogens, and progestins—is compartimentalized within
each follicle of the human ovary [6, 8]. Granulosa cells in
response to the gonadotropins produce progesterone that dif-
fuses to the thecal cells, which lack FSH receptors, and serves
as a substrate for androgen synthesis under the control of
LH [9]. The androgens diffuse back through the basal mem-
brane to the granulose cells where they are aromatized into
estrogens under control of FSH [10]. The capability of these
two cell types to each produce a different steroid hormone
leads to the theory of “two-cell, two-gonadotropin” regula-
tion of steroidogenesis in the ovary, a physiological concept
currently accepted (Fig. 21.1) [11].

21.4 Intraovarian Regulators

Although the role of gonadotropins and gonadal steroids in
ovarian folliculogenesis is unquestionable, the fact that fol-
licles reach different outcomes indicates that intraovarian
modulating systems play a role. Growth factors, cytokines,
and neuropeptides are among the intraovarian regulators that
have been thoroughly studied. These agents are not classical

endocrine extracellular signals; they are recognized as intrao-
varian regulators that modulate growth and function of the
ovarian cell compartments.

21.4.1 Epidermal Growth Factor/Transforming
Growth Factor-α (EGF/TGF-α)

The mature epidermal growth factor (EGF) consists of a sin-
gle polypeptide strand of 53 amino acids and three internal
disulfide bonds. EGF is able to induce a great variety of
physiological responses. EGF stimulates the proliferation of
different cell types in culture, such as epidermal cells, fibrob-
lasts, crystalline cells, glial cells, and vascular endothelial
cells [12, 13]. The EGF receptor is a monomeric glycopro-
tein that binds EGF with high affinity and specificity. In the
ovary, the EGF receptor is present in thecal cells, granulosa
cells, and corpus luteum [14]. EGF binding induces activa-
tion of tyrosine kinases, causing both autophosphorylation
and phosphorylation of other cellular substrates on their tyro-
sine residues. The tyrosine kinase inhibitor, genistein, blocks
the apoptosis suppressive effect of EGF in granulosa cells
ECF [15].

Transforming growth factor-α (TGF-α) is a structural ana-
logue of EGF composed of 50 amino acids, capable of
binding to a common receptor for both EGF and TGF-α
[16]. TGF-α was first isolated from supernatants of tumor
cells in culture, but later also found in the pituitary gland,
brain, ovary, and macrophages. In vivo, FSH positively reg-
ulates expression of the EGF and TGF-α genes [17, 18]. The
paracrine effects of the EGF/TGF-α secreted by interstitial
thecal cells and the autocrine effects of the basic fibroblas-
tic growth factor (bFGF) prevent apoptosis of granulosa cells
from follicles selected to ovulate [15].

21.4.2 Insulin-like Growth Factors

Insulin-like growth factor-I (IGF-I) is a ubiquitous 70-amino
acid polypeptide that has various functions in different tis-
sues. In the rat ovary, IGF-I mRNA is localized in granulosa
cells of developing follicles [19]. These cells possess recep-
tors that bind IGF-I with higher affinity than IGF-II or insulin
[20]. IGF-I acts synergistically with gonadotropins, stimulat-
ing synthesis of estradiol and progesterone and expression of
LH/hCG receptors [20]. This synergistic effect suggests that
IGF-I plays an important role in the selection of preovulatory
follicles.

Insulin-like growth factor-II (IGF-II) is a 67-amino acid
polypeptide, with 62% homology with IGF-I. IGF-II is
expressed in theca cells of antral follicles and granulosa cells
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of dominant follicles [21, 22]. Thus, the switch in the expres-
sion of the IGF-II gene from theca to granulosa cells dur-
ing follicle selection may be considered a distinct functional
feature of the dominant follicle. These observations suggest
that IGFs support ovarian intercompartmental communica-
tions during follicular development.

Insulin-like growth factor activity is modulated by low
molecular weight proteins termed IGF binding proteins
(IGBP) that bind specifically to IGFs. There are six IGFBPs
that regulate IGF expression in the ovary, either by binding
IGFs or by exerting a direct effect on steroidogenesis. The
regulation of expression is dependant on the presence of FSH
[23]. IGFBP-4 and IGFBP-5 found in rat granulosa cells,
have been reported to decrease with FSH treatment [20]. In
situ analysis detected the presence of IGFBPs in atretic fol-
licles but not healthy follicles [24]. Treatment with IGF-I
alone, as well as in combination with FSH and hCG, sup-
presses spontaneous apoptosis in rat preovulatory follicles
[25]. These results suggest that IGF-I acts as a survival factor
in ovarian follicular cells.

21.4.3 Transforming Growth Factor-β

Transforming growth factor-β (TGF-β), also referred to as
tumor growth factor when upregulated in cancer, is part of
a superfamily of ubiquitous proteins involved in numerous
physiological processes. The TGF-β superfamily has been
classified into different subfamilies according to their struc-
tural characteristics, which include bone morphogenetic pro-
tein (BMP), growth and differentiation factors (GDF), inhib-
ins and activins, neurotrophic factors (GDNF) derived from
glial cells, and anti-Müllerian hormone (AMH).

Transforming growth factor-β consists of 25-kDa
polypeptides composed of two homodimeric chains. TGF-β
is synthesized as an inactive latent form that is regulated
by enzymatic conversion to its active form [26]. Three
isoforms of TGF-β have been identified: TGF-β1, TGF-β2,
and TGF-β3. TGF-β exerts regulatory actions on a variety of
tissues, including antiproliferative effects involving control
of expression of the myc gene, stimulation of chemotaxis in
fibroblasts and other cell types, stimulation of tissue repair
and bone formation, and increase in survival of neurons.
In the ovary, the presence of TGF-β1 and TGF-β2 mRNA
has been found in oocytes and granulosa and thecal cells
[27, 28, 29]. TGF-β1 and TGF-β2 factors act synergistically,
in the ovary, with the gonadotropins to control follicular
cell differentiation. TGF-β is involved in the bi-directional
communication between granulosa and thecal cells and also
between granulosa cells and the oocyte (Fig. 21.2) as well.
It was also reported that TGF-β1 alters the proliferation and
differentiation of granulosa cells in rats [30, 31]. Inhibins are

Fig. 21.2 The members of the TGF-β superfamily are among the
main extracellular ligands involved in the bi-directional communication
between theca and granulosa cells and between granulosa cells and the
oocyte. They participate both by autocrine (gray arrows) and paracrine
(black arrows) signals, depending on the expression of the adequate
receptors on the cell surface

glycoproteins consisting of two α (18 kDa) and β (12 kDa)
subunits. Inhibin subunits form heterodimers, constituted by
a common α-subunit, but with different β-subunits, known as
βA and βB. Inhibin A (αβA) and inhibin B (αβB) are mainly
produced in the gonads. Ovarian inhibins, synthesized in
granulosa cells inhibit synthesis of FSH in the pituitary
gland. Inhibin B is secreted during the early follicular phase
and decreases thereafter. The levels of inhibin A are low in
the follicular phase but increase in the luteal phase [32].

Activins are composed of dimers of inhibin β-subunits:
βAβB, βAβA, or βBβB. In humans activins are bound mainly
to the serum protein, follistatin. During the menstrual cycle,
fewer variations of activin A than inhibin are observed [33].
High levels of activins have been observed in the mid-cycle
and at the end of the luteal phase. In addition, serum levels of
activins are high during pregnancy. Activins synthesized by
the granulosa cells exert autocrine and paracrine effects in the
follicle, stimulating expression of LH receptors in the granu-
losa cells and inhibiting LH-induced synthesis of androgens
in thecal cells. Lastly, activins possess an important role in the
development of the oocyte and cumulus cells, which express
the inhibin/activin subunits, α, βA, βB, and follistatin [34].

21.4.4 Fibroblastic Growth Factors

Fibroblastic growth factors (FGFs) are 146-amino acid
polypeptides with mitogenic effects in several cells derived
from the mesoderm and the neuroectoderm. There are sev-
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eral homologs of the FGFs. Basic fibroblastic growth factor
(bFGF) is a truncated homolog that lacks the first 15 residues
and has been identified in the ovarian corpus luteum [35].
Both the mRNA and the receptor for bFGF have been iden-
tified in human granulosa cells [36]. It has been suggested
that bFGF modulates angiogenesis, cell proliferation, proges-
terone synthesis, and apoptosis in the ovary [37, 38, 39]. Like
EGF and TGF-α, FGF acts through a tyrosine kinase recep-
tor. Studies carried out in rat granulosa cell cultures and pre-
ovulatory follicles have shown that bFGF, EGF, and TGF-α
are capable of inhibiting DNA apoptotic fragmentation [15].
These results suggest that these growth factors have impor-
tant functions in the modulation of programmed cell death in
ovarian follicles.

21.4.5 Neuronal Factors

Neurotransmitters, such as noradrenalin and dopamine, reach
the ovary by functioning as neuroendocrine signals between
oocytes and granulosa cells. However, it has been demon-
strated that some neurotransmitters are produced intrinsically
in neuronal and non-neuronal cells of the ovary. Dopamine,
synthesized in the granulosa cells, is actively transported
to the oocyte where it is converted into noradrenalin [40].
Granulosa cells also produce acetylcholine [41] that acts
as an autocrine regulator, stimulating granulosa cell pro-
liferation [42] and synthesis of steroidogenic acute regula-
tory protein (StAR) [43], which increases sensitiviy to LH.
The ovary also produces other neurotransmitters such as
γ-aminobutyric acid (GABA) [44], somatostatin [45], and
cholecystokinin [46], although their functions have not yet
been elucidated. In addition, the ovary contains four of
the five known neurotrophins, nerve growth factor (NGF),
brain-derived neurotrophic factor (BDNF), neurotrophin 4/5
(NT-4/5), and neurotrophin 6 (NT-6) and their respective
receptors [47]. These neurotrophins promote the prolifera-
tion of granulosa cells regulating early follicular develop-
ment [48]. NGFs also appear to act during ovulation, emitting
a signal that induces loss of intercellular adhesion between
the oocyte complex and the follicular wall [49].

21.4.6 Ovarian GnRH Peptides

There is substantial evidence to support the existence of
gonadotropin releasing hormone (GnRH) peptides and their
receptors in the ovary [50]. It has been proposed that
GnRHs are synthesized locally and, therefore, play either an
autocrine or a paracrine role in gonadal function.

GnRH analogs are synthetic nonapeptides, designed to
interact with the GnRH receptor that are used for therapeu-
tic purposes, such as control of ovarian hyperstimulation in
assisted reproductive techniques. GnRH agonist (GnRH-a)
is a GnRH analog that activates the pituitary GnRH recep-
tor initially increasing secretion of FSH and LH; however,
after prolonged administration reduces the endogenous secre-
tion of gonadotropins, FSH and LH, through a mechanism
of GnRH receptor desensitization, causing a decrease in the
ovarian steroids, particularly estrogens. Antigonadal action
of GnRH-a has been described in granulosa cells and the cor-
pus luteum in both rats and humans [50, 51, 52, 53, 54].
In patients undergoing assisted fertilization treatments, the
generic drug, leuprolide acetate, which acts as a GnRH-a,
is administered together with gonadotropins to inhibit the
endogenous peak of LH.

In addition, an inhibitory action of GnRH-a on follic-
ular development due to increased follicular apoptosis has
been observed. GnRH-a increases follicular DNA fragmen-
tation and is related to an imbalance in the relation of anti-
apoptotic/proapoptotic proteins of the bcl-2 family, with an
increase in the expression of the proapoptotic protein of Bclx-
s [55, 56, 57]. Administration of a GnRH-a to superovulated
rats reduces androgens and estradiol serum levels, medi-
ated by changes in expression of StAR [58] and decreased
expression of the CYP 17 hydroxylase. These findings sug-
gest that GnRH acts as an intraovarian factor able to inter-
fere with gonadotropin regulated follicular development by
increasing apoptosis and changing expression of steroido-
genic enzymes.

21.4.7 Angiogenic Factor

Angiogenesis is not a common physiological phenomenon
as the endothelium of most tissues maintains a low mitotic
rate of a relatively stable population of cells [59]. Angiogen-
esis is observed mainly in tissue repair, such as the healing
of wounds and fractures. However, the tissues of the female
reproductive system, including the ovary, uterus, and pla-
centa, present a high mitogenic rate comparable with tumor
growth [60]. However, unlike tumor growth, the growth of
these tissues is limited and sustained by the fast development
of a highly organized vascular network [60]. The ovary is one
of the few organs with active angiogenesis at regular inter-
vals. Therefore, the ovary is used as experimental model to
study not only its reproductive functions but also for angio-
genesis in general.

Preantral ovarian follicles do not possess their own vascu-
lature they depend on the stromal blood supply [61]. During
the formation of the antrum, capillaries develop in the thecal
cells forming two vascular networks, one in the theca interna
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and another in the theca externa that provide an adequate flow
of gonadotropins, growth factors, oxygen, steroid precursors,
and other substances to the developing follicle. The acquisi-
tion of an adequate blood supply is the limiting step in the
selection and maturation of the dominant follicle [61]. The
degeneration of the capillary bed causes atresia in follicles
[2]. Both the ovarian follicles and the corpus luteum pro-
duce diverse angiogenic factors. However, it is thought that
the vascular endothelium growth factor (VEGFA or VEGF)
plays an essential role in ovarian angiogenesis [62]. The exis-
tence of VEGF and its receptors has been reported in both
granulosa and thecal cells [63, 64].

Expression of VEGF in the ovary depends on the size
of the follicle. In bovine and porcine follicles expression
of VEGF is weak during the early stages of follicle devel-
opment, but increases during the development of the domi-
nant follicle [63, 64]. Similar results, together with increased
expression of VEGF in the zona pellucida, have been
described in the rat ovary [65]. VEGF is a potent mito-
genic factor that stimulates migration of endothelial cells.
It also plays a role in the structural maintenance of the
already formed blood vessels increasing capillary perme-
ability [66]. VEGF exerts its action through the binding to
two tyrosine-kinase-like receptors VEGFR1 and VEGFR2,
which are mainly expressed in endothelial cells [67]
(Fig. 21.3).

The formation and differentiation of a mature and func-
tional vascular network requires the coordinated action of

Fig. 21.3 VEGF receptors and ligands

Fig. 21.4 Receptors and ligands of ANGPT

several factors, including angiopoietin 1 (ANGPT1) and
angiopoietin 2 (ANGPT2), which act through tyrosine kinase
Tie-1 and Tie-2 receptors [68] (Fig. 21.4). Unlike VEGF,
ANGPT1 is unable to stimulate the proliferation of endothe-
lial cells [69], but is essential in the recruitment of perivascu-
lar cells, which allows the maturation and stabilization of the
recently formed vessels [70]. ANGPT2 is a natural antagonist
of ANGPT1 and promotes the maintenance of a less stable
capillary endothelium, which allows endothelial cell migra-
tion and neovascularization [68]. Therefore, it is believed
that in the presence of VEGF, ANGPT2 can promote the
branching of the vessels by blocking the ANGPT1 signal,
whereas in the absence of VEGF, induces regression of the
vessels [71, 72]. In situ hybridization studies in rat ovaries
have shown that ANGPT2 mRNA is not detectable in fol-
licular cells until the preovulatory stage, whereas ANGPT1
mRNA is expressed in thecal cells uniformly throughout fol-
licular development [68]. ANGPT3, which has been identi-
fied in mice acts as an agonist of the Tie-2 receptor, whereas
ANGPT4 has been identified in humans and acts as a natural
antagonist of the Tie-2 receptor [73].

Several in vivo studies have been carried out to inhibit
angiogenic factors. The administration of an antibody against
VEGFR2 or Flk-1/KDR inhibits gonadotropin-dependent
follicular angiogenesis in mice, which, in turn, blocks the
development of mature antral follicles [74]. The antagonist
known as Trap also inhibits VEGF causing a decrease in
follicular development and expression of VEGFR1 or
Flt-1 and VEGFR2 in non-human primates [75].
Intrafollicular injection of Trap in rhesus monkeys prevents
ovulation and the consequent development and functionality
of the corpus luteum [76]. Trap also delays rat follicular
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development and increases apoptosis of granulosa cells [77].
It has also been shown that the inhibition of the action of
ANGPT1 causes an increase in follicular atresia through
an imbalance in the ratio of antiapoptotic to proapoptotic
proteins [78]. Other investigators have observed that local
administration of either ANGPT1 or ANGPT2 inside the
preovulatory follicle of female rhesus monkeys altered the
balance between the angiogenic (VEGF, ANGPT1) and
angiolytic (ANGPT2) factors, thus preventing ovulation
and corpus luteum formation [79]. Defects in ovarian
angiogenesis can contribute to a variety of reproductive
disorders including anovulation, infertility, miscarriage,
ovarian hyperstimulation syndrome, polycystic ovarian
syndrome (PCOS), and ovarian neoplasms.

21.5 Summary

Although it has been known for sometime that gonadotropins
and gonadal steroids are the main regulators of ovarian
folliculogenesis, more recent experimental evidence sup-
ports the concept that local regulators, including growth
factors, cytokines and neuropeptides, play important roles
as non-classical endocrine extracellular signals in the
ovary. Intraovarian regulators modulate growth and func-
tion of the ovarian cell compartments and participate in
regulation of steroidogenesis, follicular growth, and apop-
totic follicular regression. These mechanisms are altered in
several disorders of the reproductive system, such as poly-
cystic ovary syndrome, precocious puberty or menopause,
hirsutism, endometriosis, and infertility caused by failures
in follicular development, ovulation, and formation of the
corpus luteum. Thus, understanding how the intraovarian reg-
ulators in concert with the gonadotropins control ovarian
function will lead to better understanding of the normal phys-
iology as well as pathological functioning of the ovary. This
knowledge will contribute to the development of new ther-
apeutics in the treatment of reproductive disorders and pro-
vide information for the design of new female contraceptive
methods.

21.6 Glossary of Terms and Acronyms

AMH: anti-Müllerian hormone

ANGPT1: angiopoietin 1

ANGPT2: angiopoietin 2

ANGPT3: angiopoietin 3

ANGPT4: angiopoietin 4

bFGF: basic fibroblastic growth factor

BMP: bone morphogenetic protein

EGF: epidermal growth factor

FGF: fibroblastic growth factor

FSH: follicle-stimulating hormone

GABA: γ-aminobutyric acid

GDF: growth and differentiation factors

GDNF: neurotrophic factors derived from glial cells

GnRH: gonadotroping releasing hormone

GnRH-a: gonadotroping releasing hormone agonist

hCG: human Chorionic Gonadotropin

IGFBPs: insulin like growth factor binding protein

IGF-I: insulin like growth factor-I

IGF-II: insulin like growth factor-II

LH: luteinizing hormone

NGF: nerve growth factor

NT-4/5: neurotrophin 4/5

StAR: steroidogenic acute regulatory protein

TGF-α: transforming growth factor alpha

TGF: transforming growth factor

Tie1: angiopoietin receptor type 1

Tie2: angiopoietin receptor type 2

Trap: VEGF antagonist

VEGFA or VEGF: vascular endothelial growth factor

VEGFR1 or Flt-1: vascular endothelial growth factor
receptor type 1

VEGFR2 or Flk-1/KDR: vascular endothelial growth
factor receptor type 2
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Chapter 22

Ovarian Endocrine Activity: Role of Follistatin, Activin, and Inhibin

Stella Campo, Nazareth Loreti, and Luz Andreone

22.1 Introduction

The first evidence of a testicular non-steroidal factor able to
regulate the activity of the pituitary gland was reported by
Roy McCullagh in 1932 [1]. He observed that the administra-
tion of an aqueous testicular preparation to castrated rats was
able to restore the physiological characteristics of pituitary
cells that had been altered after castration. This bioactive
factor was called “inhibin.” When FSH and LH were puri-
fied, standards were available and specific radioimmunoas-
says were developed to determine their levels in biological
fluids. The application of these methodologies to patients
with gonadal dysfunctions confirmed the existence of a
gonadal regulatory mechanism specific for FSH secretion.
In adult males with damaged seminiferous tubules epithe-
lium, a marked increase of FSH levels, concomitantly with
normal testosterone and LH levels, was reported [2]. Similar
observations were described in pre-menopausal women, with
elevated serum FSH levels and normal estradiol, during the
follicular phase of the menstrual cycle [3].

Inhibins were isolated from bovine and porcine follicular
fluids in 1985 [4, 5, 6]. When inhibin was purified to homo-
geneity it was possible to design oligonucleotide probes that
permitted cloning of the gene and the determination of its
molecular structure [7]. Inhibins are heterodimeric glycopro-
teins composed of a common α-subunit linked with one of
the highly homologous β-subunits by disulphide bonds. Het-
erodimerization of the α-chain with either βA- or βB-subunit
generates dimeric inhibin A (α-βA) and inhibin B (α-βB),
respectively. These dimeric molecules are the only bioactive
molecular forms that strongly inhibit pituitary FSH secretion.
Both α- and β-subunits are synthesized as high molecular
weight precursors: the α-subunit as a preproprotein and the

S. Campo (B)
Centro de Investigaciones Endocrinológicas, Hospital de Niños Ricardo
Gutiérrez, Buenos Aires, Argentina
e-mail: scampo@cedie.org.ar

β-subunit as a proprotein (Fig. 22.1) [8, 9]. The proportion
of the α-subunit in the tissue where it is synthesized, as well
as in circulation, is higher than that of the β-subunit [10].
Although the physiological relevance of this difference is still
unknown, it has been proposed that the formation of the het-
erodimers is contingent upon the relative abundance of the
α-subunit. The opposite situation would favor the formation
of activins (FSH releasing proteins, FRP) [11]. Activins are
formed by homo- or heterodimerization of the β-chains; com-
binational assembly of the βA and βB can generate activin A
(βA-βA), activin B (βB-βB), and activin AB (βA-βB) (Fig.
22.1) [8, 9]. These peptides potently stimulate FSH secretion
from the pituitary [12, 13].

Activins are members of the TGF-β superfamily, a group
of growth and differentiation factors that includes TGF-β,
müllerian inhibiting substance (MIS), bone morphogenic
proteins, and the amphibian protein VG-1. The membership
in this family help to understand the variety of activin func-
tions, some of which remain still unexplained. Activins are
synthesized in a large number of tissues and are considered
paracrine rather endocrine factors [14]. The presence of
activins in spermatocytes at defined stages, in unfertil-
ized and fertilized ova, and in various organs through-
out embryogenesis suggests that they must be important to
development [15].

Other fractions isolated from follicular fluid might mod-
ulate the secretion of FSH. They are proteins with molecu-
lar weights varying from 32 kDa to 43 kDa depending on
the degree of glycosylation [16]. These proteins, now termed
follistatins, can inhibit the secretion of FSH “in vitro” with
less potency than that of inhibin and have subsequently been
shown to bind activins with high affinity and neutralize their
biological activity [17]. Follistatins are widespread in tis-
sues, suggesting that they are ubiquitous proteins, regulating
a wide variety of local activin actions [18]. Gospodarowicz
and Lau [19] showed that in the pituitary gland, folliculostel-
late cells are able to produce follistatin “in vitro.” This find-
ing was confirmed by Kaiser [20], who proposed that this
glycoprotein might have a paracrine role in the modulation
of FSH biosynthesis and secretion. Separate genes code for
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Fig. 22.1 Molecular forms of inhibins, activins, and high molecu-
lar weight subunit precursors. Inhibins are present in a wide range of
molecular weight as a result of the combination of mature forms and
precursors of each subunit. Follistatins bind activins with high affinity
and neutralize their biological activity. Information summarized from
Burger [8], and Knight and Glister [9]

the α, βA, and βB subunits; the human α and βB genes are
located on opposite ends of chromosome 2, whereas the βA
gene is present on chromosome 7 [21].

22.2 Biological Effects of Inhibin

The isolation and purification of inhibin made possible to
study its direct effect on synthesis and secretion of pitu-
itary FSH. Cultures of dispersed pituitary cells were used to
demonstrate that inhibin blocks FSH production under basal
conditions and in the presence of GnRH [22] (Fig. 22.2)
[23]. In vitro studies carried out on dispersed pituitary cells
isolated from sheep and non-human primates showed that
inhibins selectively reduce the level of FSH β-subunit mRNA
[24, 25]. It has also been proposed that inhibins exert antag-
onistic effects, presumably through the β-subunit that they
share with activins, by competing with activins for the activin
receptor-II [26].

Fig. 22.2 Effect of increasing concentrations of purified ovine inhibin
on basal FSH production by pituitary cells in culture. Information sum-
marized from Vale [23]

22.3 Sources of Inhibin

Inhibins are secreted by granulosa cells of the follicle or
granulosa-lutein cells of the corpus luteum in the ovary and
by Sertoli cells in the testis [27–29]. In addition, α-, βA-,
and βB-subunit RNAs have been detected in the placenta,
pituitary gland, adrenal glands, bone marrow, kidneys, spinal
cord, and brain [30]. The presence of inhibin α- and β-
subunits in the placenta and the pituitary gland, two cell
types that are regulated by exogenous inhibin, may reflect
paracrine and/or autocrine processes in these tissues. Detec-
tion of inhibin RNAs in the brain and spinal cord reflect neu-
roregulatory functions in the central and peripheral nervous
systems.

Activins and follistatins also produced by folliculostel-
late cells are involved in a paracrine regulatory mechanism
of FSH synthesis in pituitary gonadotropes [18, 31]. FSH
and LH mainly regulate inhibin production in the ovary; both
gonadotropins stimulate its production in granulosa cells and
in the corpus luteum, respectively [29, 32].

22.4 Physiology of Immunoreactive Inhibin

22.4.1 Pubertal Development

A heterologous radioimmunoassay (RIA) developed by
McLachlan at Monash University in Melbourne, Australia,
was used to determine the serum profile of inhibin under
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different physiological and pathological conditions [33].
Burger showed that immunoreactive inhibin levels increase
concomitantly with those of FSH, LH, and estradiol, from
early to advanced puberty in females [34]. Based on these
unexpected findings it was proposed that (a) the increment
in FSH levels observed at Tanner stage II induces follicular
development; (b) in response to this stimulus, the ovary pro-
gressively produces more inhibin; and (c) once serum inhibin
rises to adult levels, the negative feedback between FSH and
inhibin becomes established, although there is some evidence
suggesting that the negative feedback may be functional ear-
lier in life, perhaps with a different threshold.

22.4.2 Development of Specific and More
Sensitive Methods for the
Determination of Dimeric and
Monomeric Inhibin

The radioimmunoassay of inhibin had specificity limitations
as bioinactive free α-inhibin subunits, which are present in
biological fluids, cross-react in this assay. Thus, the limited
availability of purified inhibin for immunization and the weak
immunogenicity of this peptide rendered the use of RIA of no
clinical value, particularly, to assess seminiferous epithelium
function in men. With increasing interest in the physiology
of inhibin, the need for specific and highly sensitive serum
inhibin assays has become important. The synthetic peptide
approach was successfully used to prepare monoclonal anti-
bodies that were able to recognize the N-terminal portion
of the 20kDa inhibin α-subunit, the βA and the βB subunits
[35]. Using two monoclonal antibodies together, the two-site
immunoassays for free inhibin α-subunit and both dimeric
forms, inhibin A and B, were set up and became worldwide
available [36,37,38].

22.5 Inhibins as Reliable Markers of Ovarian
Activity

The measurement of serum inhibin by ELISA is useful as a
marker of ovarian function from birth to puberty and through-
out the normal menstrual cycle in adult women [39, 40].

22.5.1 Neonatal Period

When the serum profile of dimeric inhibins, A and B, and
the monomeric α-inhibin precursor protein, Pro-αC, was
determined in the newborn, sexual dimorphism in gonadal

inhibin expression was noted. This dimorphism starts dur-
ing fetal development. At mid-gestation the inhibin α-subunit
is not expressed in the fetal ovaries, whereas there is a very
strong expression in the fetal testis [41]. Dimorphism remains
reflected at birth; the first day of life, dimeric inhibins are
undetectable in females’ serum; whereas inhibin B levels
reach adult values in males.

In the course of the first week of life it is possible to detect
all forms of inhibin in the serum of females; concentration of
inhibin B largely predominates over that of inhibin A. Serum
levels of both dimers increase during the first weeks of life
(Figure 22.3) [42]; LH seems to be the driving force behind
this production in female newborns [43].

It is believed that during the last months of pregnancy,
the fetal ovary may acquire the capacity to synthesize the
inhibin α-subunit, since there is no difference in inhibin Pro-
αC serum levels between males and females at birth, which
remain high after birth when the hCG β-subunit is no longer
detectable in circulation. This information suggests that the
fetal ovary and not the placenta is the main source of inhibin
α-subunit production in newborn females (Fig. 22.4) [43].

Morphologic studies have shown that during the neona-
tal period, primordial follicles in the ovary coexist with pre-
antral, small antral, and cystic follicles thought to be at early
stages of atresia [44]. The contribution of inhibin B by fol-
licles at early stages of development and the production of
inhibin A by follicles at more advanced stages of maturation
with signs of luteinization may explain the concomitant high
serum concentrations of both dimeric inhibins during this
period. Serum inhibin B concentrations in newborn females
are as high as those found in pubertal females. Serum inhibin
A concentrations decrease progressively during the second

Fig. 22.3 Serum levels of inhibin A and B in normal girls during the
first 2 months of life. Information summarized from Bergada [42]



252 S. Campo et al.

Fig. 22.4 Serum levels of inhibin B and Pro-αC determined in girls
within the first 2 days of life and at 30 days of age. Information summa-
rized from Bergada and Milani [43]

month of life. Measurement of serum inhibin A and B during
the first months of life may be a valuable tool for the assess-
ment of ovarian function, particularly since highly specific
and sensitive estradiol assays are not available. Furthermore,
the serum inhibin profile may help to elucidate the ontogeny
of human follicles and aid in the investigation of congenital
disorders of the female gonad.

22.5.2 Infancy and Childhood

After 6 months of age, serum concentrations of inhibin A are
undetectable in normal females and they remain below the
detection limit of the assay until the onset of puberty. Dur-
ing infancy, high inhibin B and Pro-αC levels drop to pre-
pubertal values faster in females than in males (Table 22.1)
[39]. In females, by 6 months of age inhibin B and Pro-αC
reach prepubertal concentration, whereas FSH reaches pre-
pubertal concentration by age four. Interestingly, this FSH-
inhibin relationship is the opposite of that found in males
during this period. The interpretation of these findings is dif-
ficult because follicular development persists beyond the first
6 months of life [45] and low levels of inhibin B and non-
detectable inhibin A are concomitant with elevated FSH lev-
els [46]. The presence of measurable serum levels of inhibin

B in females during childhood may reflect functionally active
gonads. However, the concomitant absence of inhibin A in
circulation suggests that the follicles present in the ovary
have not reached an advanced stage of development. Close
to puberty, the observed increase of inhibin A levels in cir-
culation without any significant increase of inhibin B may
indicate re-activation of gonadal activity, which stimulates
follicular development.

22.5.3 Pubertal Development

After the onset of puberty, increases in inhibin B levels con-
comitant with the characteristic increase of gonadotropins
and estradiol levels is observed in females (Fig. 22.5) [40].
Levels of inhibin B increase throughout pubertal Tanner
stages II and III [47], possibly reflecting its production by
small antral follicles in response to gonadotropin stimulation.
This could indicate that follicles are recruited as puberty pro-
gresses and they reach a more advanced stage of development
before undergoing atresia. Inhibin B levels attained at Tan-
ner stage III are higher than those observed in adult women.
Based on these observations, it has been proposed that this
stage of pubertal development may represent a period of con-
sistently high ovarian follicular activity before the develop-
ment of the adult menstrual cycle, with ovulation and a luteal
phase [40]. Chada [48] found correlation between inhibin B
and FSH, LH, and estradiol in early puberty; based on this
evidence it was proposed that FSH regulates inhibin B secre-
tion during early pubertal development. The progressive and
sustained increment of inhibin B serum levels throughout
pubertal development would be the signal that the pituitary
gland receives to initiate a full functioning negative feedback
mechanism between this peptide and FSH.

22.5.4 Profile of Inhibin in the Normal
Menstrual Cycle

Once the cyclic activity of the ovary begins, a specific secre-
tion pattern of inhibin A and inhibin B through the men-
strual cycle is observed. Inhibin B is principally secreted
in the follicular phase, and inhibin A is principally secreted

Table 22.1 Serum levels of
inhibin A, inhibin B, and Pro-αC
in normal girls from birth to
prepuberty. ND: non-detectable.
Information summarized from
Bergada [39]

Age Inhibin A (pg/ml) SEM Inhibin B (pg/ml) SEM Pro-αC (pg/ml) SEM

0–6 (months) 29.9 8.7 83 18.3 86.6 37.4
6–24 (months) ND 17.5 1.6 24.2 5.4
2–4 (years) ND 38 8.4 49.4 5.9
4–6 (years) ND 40.2 6.7 50.4 11.6
6–8 (years) ND 38.3 5.3 36 4.7
8–10 (years) 10.5 4.2 39 8.3 64 11.4
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Fig. 22.5 Serum profile of inhibins, gonadotropins, and estradiol
in normal girls during pubertal development. Information summarized
from Sehested [40]

in the luteal phase; its pattern follows very closely that of
progesterone (Figure 22.6) [40]. The inhibin profile during
the menstrual cycle reflects different stages of development
and maturation of the ovarian follicle. Inhibin B is mainly
produced during the early stages of follicular development,
possibly stimulated by FSH [38]. This is the reason why it
cannot be detected in serum during the luteal phase. On the
other hand, inhibin A is produced by pre-ovulatory follicles
and by the corpus luteum. This is the reason why it cannot
be detected in serum during the follicular phase [36]. The
high molecular weight precursor of the inhibin α-subunit is
present in circulation during the follicular phase as well as
during the luteal phase (Figure 22.7) [49].

It has been proposed that the ovary produces inhibin
α-subunit in high amounts, compared to those of the
β-subunits, to make possible the heterodimerization of sub-
units to form dimeric inhibins [50]. If this were not the
case, the synthesis of activins would be favored. Although
this monomeric form of inhibin does not exert any effect
on FSH secretion, immunization of sheep with this pep-
tide impairs fertility, by an unknown mechanism [51]

Fig. 22.6 Serum profile of dimeric inhibins throughout the normal
menstrual cycle. Information summarized from Sehested [40]

Fig. 22.7 Serum profile of the monomeric form of inhibin throughout
the normal menstrual cycle. Modified from Groome [49]

and it has been claimed that it is able to modulate the
binding of FSH to its receptor [52]. As for its pos-
sible clinical utility, due to the high sensitivity of the
assay, Pro-αC has been proposed as a reliable marker
of gonadal steroidogenesis and it may have an impor-
tant application in the detection and monitoring of ovarian
tumors [49].

22.6 Regulation of Inhibin Production
by Granulosa Cells

Regulation of the synthesis of inhibin in granulosa cells by
FSH and ovarian local regulators was demonstrated using
a heterologous RIA that does not discriminate between the
dimeric forms of inhibin and the free α-subunit [28, 53].
Recent studies have confirmed that FSH and estradiol exert
their regulatory effect on expression of inhibin subunits α,
βA, and βB [54, 55]. However, the measurement of mRNA
does not accurately reflect the actual levels of inhibin because
β chains can also dimerize to produce activin.
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When new methods were applied to study the hormonal
regulation of inhibin production by granulosa cells, it was
possible to determine which factors may favor the production
of each inhibin dimer. In vitro, non-treated granulosa cells
obtained from immature, estrogen-treated rats produced the
three molecular forms of inhibin; however, they produced ten
times more inhibin A than inhibin B. Interestingly, inhibin
B was found to be the predominant inhibin dimer in this
experimental model in vivo [56]. This discrepancy suggests
that intraovarian factors are able to shift inhibin production
toward the predominance of inhibin B.

Follicle-stimulating hormone (FSH) stimulates inhibin A
and B production in granulosa cells, with a more pronounced
effect on inhibin A. The relative sensitivity of granulosa
cells to respond to FSH in terms of inhibin production is
affected by IGF-I. The addition of IGF-I in the presence of
low doses of the gonadotropin produces a marked decrease
in the inhibin A/B ratio. Estradiol stimulates inhibin A pro-
duction with a minor effect on inhibin B.

TGF-β, activin-A, and oocyte-derived factor(s) all induce
a decrease in the relative ratio of inhibin A to inhibin B
[57]. TGF-β induces the secretion of both inhibin A and B
with a clear preferential stimulation of the B dimer; activin
A is more potent that TGF-β in stimulating inhibin B pro-
duction; coculture with meiotically immature oocytes is able
to induce a selective stimulation of inhibin B, resembling
the effect observed with TGF-β or activin A. Therefore, the
inhibin/activin-βB-subunit gene may be a specific target for
the TGF-β family of peptides. Considering that inhibin B is

Fig. 22.8 Regulatory factors involved in the regulation of inhibin A
and B production by cultured granulosa cells isolated from immature,
estrogen-treated rats

produced predominantly by early preantral follicles, whereas
inhibin A is preferentially secreted by more differentiated
cells from antral follicles variations in the ratio of the inhibin
dimers in serum may be a reflection of the change in the con-
centrations of intrafollicular regulators [55, 12]. Each inhibin
dimer may be responding to different environmental signals
acting on the granulosa cells. Inhibin A is more sensitive to
FSH stimulation during the later stages of follicular growth,
whereas inhibin B reflects the action of the members of the
TGF-β superfamily in preantral follicles (Fig. 22.8).

22.7 Clinical Uses of Inhibin Assays

Dimeric inhibins are reliable serum markers in assessing
ovarian endocrine activity in the newborn as well as in
infancy, prepuberty, and during pubertal development. In
adult women, they are very useful to evaluate follicular
recruitment and development. In particular, determination
of inhibin B and AntiMullerian hormone (AMH) levels are
widely used to evaluate ovarian reserves. Dimeric inhibins
are also useful tools in monitoring the ovarian response to
exogenous gonadotropin stimulation in IVF programs.

22.8 Summary

Inhibin, activin, and follistatin are proteins involved in the
control of FSH secretion. The development of specific and
sensitive assays for the different molecular forms of these
peptides permitted the elucidation of their sources, the hor-
monal regulation of their production, and the possible clin-
ical application of their serum levels in the assessment of
gonadal function at different stages of the reproductive life.
Activins and follistatins exert their action as paracrine or
autocrine growth factors through local production at many
sites. Inhibins are mainly produced by the ovarian follicle and
released into the circulation to exert their action on the pitu-
itary FSH secretion. FSH and several local factors regulate
inhibin A and B production by granulosa cells. A predomi-
nant production of inhibin B is sustained by TGF-β, activin
A, and oocyte-derived factors in a low estrogenic follicular
tone. FSH and estradiol stimulate both dimeric inhibins pro-
duction, but this effect is more pronounced on inhibin A.
Inhibin A and B are absent in serum in girls at birth but
their levels increase concomitantly during the first 2 weeks
of life. This unique profile characterizes the postnatal period
in girls and reflects the presence of granulosa cells in an
advanced stage of maturation and differentiation. Inhibin B
is the only dimeric form of inhibin produced in the ovary
during infancy and childhood and its levels increase con-
comitantly with those of FSH during pubertal development.



22 Ovarian Endocrine Activity 255

Inhibin A is detectable again in circulation before the clinical
onset of puberty. Once the ovarian cyclic activity is estab-
lished, changes in serum inhibin profile may be a reflection
of the change in the concentration of intrafollicular regula-
tors and FSH stimulation. Inhibin B is the only dimer present
in the follicular phase and reflects the presence of follicles
at early stages of development. Inhibin A appears in circu-
lation in the pre-ovulatory period and reaches its maximal
levels in the luteal phase reflecting the endocrine activity of
pre-ovulatory follicles and the corpus luteum. At present,
dimeric inhibins are considered reliable markers to assess
ovarian endocrine activity from birth to adulthood. Inhibin
B is a widely used parameter to evaluate ovarian reserve con-
comitantly with FSH and AMH in infertile women.

22.9 Glossary of Terms and Acronyms

AMH: anti-Müllerian hormone, also termed MIS

FRP: FSH releasing proteins

FSH: follicle stimulating hormone

GnRH: gonadotropin releasing hormone

hCG: human chorionic gonadotropin

IGF-1: insulin like growth factor-1

IVF: in vitro fertilization

LH: luteinizing hormone

MIS: müllerian inhibiting substance

mRNA: messenger RNA

RIA: radioimmunoassay

RNA: ribonucleic acid

TGF: transforming growth factor
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Chapter 23

Hormonal and Molecular Regulation of the Cytochrome P450
Aromatase Gene Expression in the Ovary

Carlos Stocco

23.1 Introduction

The cytochrome P450 aromatase (aromatase), encoded by
the Cyp19a1 (Cyp19) gene, is the enzyme that converts
androgens into estrogens in the ovarian granulosa cells.
Estradiol-17β (estradiol), the most potent estrogen, is crucial
for female and male fertility, as proved by the severe repro-
ductive defects observed when its synthesis [1] or actions
[2] are blocked. In the ovary, locally produced estradiol
in concert with the pituitary gonadotropins is required for
successful folliculogenesis and steroid production. Estradiol
modulates the structure and function of female reproduc-
tive tissues, such as uterus and oviduct, and is required for
the fluctuating patterns of biosynthetic and secretory activ-
ity of the gonadotropins in the pituitary gland, to generate
the preovulatory surge of luteinizing hormone (LH), and for
the cyclical variations in sexual female behavior. Therefore,
the coordinated and cell-specific expression of the aromatase
gene in the ovary is crucial for the normal progression of the
menstrual/estrous cycle. This chapter reviews the molecular,
cellular, and normal physiological mechanisms regulating the
expression of the aromatase gene in the ovary.

23.2 Dynamics of P450arom Gene Expression
in the Ovary

The enzymatic capacity to produce ovarian estradiol is
acquired during embryonic life [3]. Aromatase expression in
fetal ovaries is extremely low, although it can be increased by
treatment with a cAMP analog, but not by FSH [4]. Whether
this minute expression of aromatase in fetal ovaries plays any
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role in the regulation of ovarian development is not clear,
since estradiol does not appear to be critical for the normal
development of the ovary during fetal life [5]. Aromatase
activity and mRNA can also be found after birth in the gran-
ulosa cell layer of growing follicles [6], which progressively
increases in both preantral and small antral follicles in infan-
tile ovaries. However, in the ovaries of sexually mature ani-
mals, aromatase is no longer expressed by growing follicles,
but is confined to healthy large antral follicles [6], and in the
corpus luteum (Fig. 23.1). In these structures, expression of
the aromatase gene is controlled in a cell-specific, temporal,
and spatial manner, which limits estradiol production only to
mural granulosa cells of healthy large antral follicles and to
the corpus luteum.

23.2.1 Expression of Aromatase in Ovarian
Follicles

Within the granulosa cell layer of antral follicles, aromatase
expression is highest in the mural granulosa cells at the
outer edge of the follicle when compared to granulosa cells
closest to the antral cavity [7]. Moreover, aromatase is not
expressed in cumulus granulosa cells [7]. The marked com-
partmentalization of aromatase expression within the gran-
ulosa cell layer is particularly striking in mature proestrus
follicles. The molecular basis and physiological implication
of the differential expression of aromatase in mural and
cumulus granulosa cells are not clear. Aromatase expression
in cumulus granulosa cells is probably silenced by oocyte-
derived compounds. Factors produced by the oocytes such
as BMP-15 [8] and GDF-9 [9, 10] inhibit the FSH-induced
increase aromatase expression. In addition, in GDF-9 defi-
cient mice, which manifest an arrest of preantral follicu-
lar growth, there is a premature expression of aromatase in
preantral follicles [11]. Recently, it was suggested that the
tumor-suppressor gene BRCA1 may contribute to the spe-
cific distribution of aromatase in antral follicles. In con-
trast to aromatase, BRCA1 expression is restricted to the
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Fig. 23.1 Aromatase expression in the mature ovary. In the ovary of
adult animals, aromatase is observed only in preovulatory follicles (PO)
but not in primordial (P) preantral (PA) follicles. Moreover, expres-
sion of aromatase is not uniform throughout the antral follicles, being
highest in the mural granulosa cells at the periphery of the follicle and
absent from the granulosa cells surrounding the antrum and within the

cumulus. Expression of aromatase is downregulated after the LH surge,
which induces ovulation and luteinization. Aromatase is not expressed
in newly formed corpora lutea (E), but becomes highly expressed in
fully functional corpora lutea during the middle of the gestation (M)
in rats. Toward the end of pregnancy, aromatase expression decreases
again, becoming undetectable in the regressing corpora lutea (L)

cumulus cells of antral follicles [12]. Ectopic expression of
BRCA1 decreases aromatase in a granulosa tumor cell line
[13]. Although BRCA1 seems to bind to the aromatase pro-
moter [14], the region where BRCA1 binds and the mech-
anism by which BRCA1 represses aromatase remains to be
elucidated. Nevertheless, it is possible that BRCA1 does not
regulate aromatase, and the differential expression of BRCA1
and aromatase in mural and cumulus cells is only a conse-
quence of the different phenotypes of these two cells. Dias
[15] recently demonstrated that oocyte-stimulated signaling
opposes the action of FSH, whereas FSH stimulates expres-
sion of mural marker transcripts and suppresses the expres-
sion of cumulus markers. Thus, oocytes and FSH establish
opposing gradients of influence that define the cumulus and
mural granulosa cell phenotypes.

Factors affecting aromatase expression in granulosa
cells—FSH is the major inducer of aromatase activity in
granulosa cells. However, the stimulatory effect of FSH
is subject to modulations by numerous factors (Fig. 23.2),
including estradiol that augments the actions of FSH on gran-
ulosa cells. Moreover, both hormones are necessary to estab-
lish a fully differentiated and healthy preovulatory follicle.
This feed-forward effect of estradiol is believed to play a key
role in follicle dominance. In the rat, one of the effects of
estradiol is to enhance FSH-induced aromatase activity [16,
17]. Estradiol actions in rodent granulosa cells are mediated
by the activation of estrogen receptor β (ERβ) [18]. Accord-
ingly, in immature ERβ knockout mice, the stimulation of
aromatase expression by FSH is impaired [19]. Since estra-
diol alone does not affect aromatase expression [16] and no
ER response elements are present in the aromatase promoter,
it is not known if ERβ is able to directly affect the activity of
the aromatase promoter.

Fig. 23.2 Hormone interactions in the regulation of aromatase expres-
sion in follicles. FSH activates the cAMP/PKA and PI3K/PKB signal-
ing pathways, which are known to mediate its stimulatory effect on
aromatase expression. Androgens, IGF-1, and estradiol potentiate this
effect of FSH. Androgens have direct effects probably mediated by the
activation of androgen receptors and indirect effects throughout its con-
version to estradiol. IGF-1 stimulates the expression of the FSH receptor
and probably synergizes with FSH in the activation of PKB. Estradiol
also enhances the stimulatory effect of FSH. The positive feed-back of
estradiol may be mediated by a cooperative effect on the activation of
the PI3K/PKB and cAMP/PKA pathways. On the other hand, the oocyte
(O) produces factors (GDF-9 and BMP-15) that block the stimulatory
effect of FSH in cumulus cells and in antral granulosa cells in contact
with the follicular fluid, limiting the expression of aromatase to mural
granulosa cells. BM: basal membranes

Androgens also enhance the FSH-induced aromatase
expression, testosterone being more effective than estra-
diol, whereas the non-aromatizable androgen, dihydrotestos-
terone, is as effective as estradiol [16, 20]. This evidence
indicates that theca cell androgens act not only as a substrate
of estrogen synthesis but also modulate FSH action via acti-
vation of androgen receptors [16, 20]. In vitro studies sug-
gest that androgens enhance FSH-stimulated steroidogenesis
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by increasing cAMP synthesis [21, 22]. In the rat, andro-
gen receptor expression is highest in preantral/early antral
follicles and gradually decreases as follicles mature at the
time that aromatase expression increases [23]. These find-
ings suggest that androgens enhance FSH action at an early
stage of follicular development, but during the final stages
they mainly serve as a substrate for estrogen synthesis [20].
Aromatase expression and estradiol levels are normal in the
ovaries of androgen receptor knockout mice [24], suggest-
ing that androgens are not crucial for aromatase expression
in vivo.

FSH-induced stimulation of aromatase activity is poten-
tiated by insulin-like growth factor-1 (IGF-1) [25, 26, 27],
which also amplifies the synergism between FSH and testos-
terone on aromatase expression [22]. In mice, aromatase
mRNA is found only in IGF-I and FSH receptor positive fol-
licles [28]. Further evidence of a functional link between the
IGF system and stimulation of aromatase by FSH is provided
by the fact that IGF-binding protein (IGFBP-4) is a potent
inhibitor of FSH-induced estradiol production by murine [29]
and human [30] granulosa cells. IGF-I likely acts primar-
ily by augmenting the capacity of granulosa cells to respond
to FSH, since FSH receptor expression is reduced in IGF-1
knockout mice [28]. In human granulosa cells, however, IGF-
I alone increases estradiol production to levels comparable
to those induced by FSH, although together these hormones
also have synergistic effects [31].

Intracellular signaling pathway and aromatase
expression—FSH activation of the cAMP-dependent
protein kinase A (PKA) is the main activator or aromatase
expression [32]. Fitzpatrick and Richards identified two ele-
ments in the aromatase promoter that mediate the stimulatory
effect of cAMP/PKA on the aromatase promoter [33]. One
element is a hexameric DNA sequence recognized by nuclear
orphan receptors [33]. The second and more distal element
was identified as a cAMP-response element-like sequence
(CLS) [34]. FSH activates several other intracellular signal-
ing pathways, including those for the extracellular regulated
kinases (ERKs), p38 mitogen-activated protein kinases
(MAPKs), and phosphatidylinositol-3 kinase (PI3K) [35].
Of these pathways, PI3K, which activates protein kinase
B (PKB or viral proto-oncogene 1; Akt), also participates
in the induction of aromatase expression by FSH [36, 37].
FSH-stimulated aromatase is amplified by expression of con-
stitutively activated Akt, whereas treatment with an inhibitor
of the PI3K [37] or overexpression of dominant negative
Akt prevents aromatase up-regulation [36]. FSH stimulation
of Akt seems to relieve aromatase from a repressive effect
of forkhead box-O1 (FOXO1), since a constitutively active
FOXO1 protein prevents aromatase stimulation by FSH
and activin [37]. Consistent with this hypothesis, both FSH
and IGF-I, act post-translationally to phosphorylate FOXO1
[38], resulting in cytoplasmic localization and, presumably,

loss of FOXO1 repression activity. Moreover, after PMSG
treatment of immature rats, FOXO1 expression decreases
[38], remaining only in cumulus cells and antral granulosa
cells, which as mentioned before do not expressed aromatase
[39]. The mechanism by which FOXO1 blocks aromatase
expression is not known. However, it has been demonstrated
that the DNA binding ability of FOXO1 is crucial to repress
aromatase, since overexpression of a constitutively active
FOXO1 protein that does not bind DNA has no effect.
Since no FOXO1 binding sites have been described in the
aromatase proximal promoter, the effect of this transcription
factor is probably indirect. It is also possible that the DNA-
binding region of FOXO1 is necessary for the interaction of
this factor with other regulatory proteins directly at the level
of the aromatase promoter; in this case the effect of FOXO1,
although independent of DNA binding, would be direct.

Estradiol enhances the expression of components of the
IGF-I pathway such as the IGF-1 receptor; in turn, IGF-1
stimulates the expression of ERβ [38]. Moreover, the stim-
ulation of Akt by IGF-1 [40] is potentiated by estradiol in
the rat [41]. These results suggest that the synergistic effect
of estradiol, IGF-1, and FSH on the induction of aromatase
could converge on Akt. On the other hand, synergism also
exists between the ERβ and the cAMP/PKA signaling path-
ways [42]. Therefore, the two signaling pathways activated
by FSH (PI3K/Akt and cAMP/PKA) known to be involved
in the regulation of aromatase may receive positive inputs
from the estradiol/ERβ and the IGF-1/PI3K/Akt pathways
(Fig. 23.2).

Kinetics of aromatase expression—ONE intriguing char-
acteristic of the effect of FSH on aromatase expression is its
the relative long time (24–48 h) required to elevate aromatase
mRNA [16]. Since FSH stimulates cAMP production very
rapidly, it has been proposed that an increase in the expres-
sion of the regulatory and catalytic units of PKA or pro-
teins synthesized as a consequence of PKA activation may
be required for aromatase induction [16]. Interestingly, FSH
rapidly stimulates aromatase in the Sertoli cells of imma-
ture rats [43]. In these cells, the stimulatory action of FSH
on aromatase expression also depends on the cAMP/PKA
and PI3K/AKT1 pathways [43]. Studies aimed to compare
the regulation of the aromatase gene in Sertoli and granulosa
cells could provide information on the mechanisms by which
the expression of this gene is delayed in granulosa cells.

23.2.2 Aromatase Expression in Luteal Cells

Aromatase is highly expressed in the corpora lutea of
pregnant rats. Luteal cell function is greatly affected by
locally produced estradiol, which stimulates both proges-
terone biosynthesis and luteal cell hypertrophy [44]. As



260 C. Stocco

Fig. 23.3 Changes on the intracellular signaling pathways that control
aromatase expression of granulosa cells during luteinization. Growing
follicles express low level of LH and FSH receptors, which leads to the
stimulation of the cAMP/PKA and PI3K/PKB, which in turn stimulate
the expression of the aromatase gene. In growing follicles FSH also
increase LH-R expression. Thus, in preovulatory follicles, the LH-R is
extensively expressed in granulosa cells. The impact of the LH surge
on preovulatory granulosa cells expressing high levels of LH-R leads to
the activation of not only the cAMP/PKA and PI3K/PKB, but also to
the activation of PKC, which in turn activates ERK1/2. ERK1/2 blocks
the stimulatory effect of PKB and PKA resulting in the downregulation
of aromatase expression

shown in Fig. 23.3, luteal aromatase mRNA content is low
on day 4 of pregnancy, increases progressively to reach high
levels of expression between days 14 and 19, and decreases
from day 20 to reach undetectable levels on day 23, the day
of parturition [45]. To facilitate the description of the mech-
anisms that may control luteal aromatase expression, three
periods will be considered: (i) luteinization, (ii) pregnancy,
and (iii) before parturition.

Aromatase expression during luteinization—aromatase
expression reaches its zenith in preovulatory follicles, which
ovulate and luteinize in response to the LH surge. The LH
surge also induce a rapid decrease in aromatase mRNA [32].
This inhibitory effect of LH contrasts with the stimulatory
action of FSH, since both hormones mediate their effects
through the adenylyl cyclase/cAMP. Differences in the mag-
nitude and duration of the cAMP signal that each recep-
tor produces [16] and the generation of specific intracellular
signals [36] have been proposed to explain the differential
effects of FSH and LH on aromatase expression. In support
of the latter mechanism, Ascoli and collaborators have pro-
posed that the differential effects of FSH and LH may depend
on the density of their receptors. Thus, the number of LH
receptor molecules expressed in granulosa cells dictates the
signaling pathway activated by this hormone [46]. By using
an adenovirus to direct the expression of LH receptors in
primary cultures of immature rat granulosa cells, Donadeu
and Ascoli [46] demonstrated that only cells with a high den-
sity of receptors respond to LH by activating the inositol
phosphate cascade in addition to the cAMP and Akt path-

ways. In this situation, the cAMP and Akt induction of aro-
matase is inhibited by activation of the inositol phosphate
cascade [46]. At low receptor density, however, LH stim-
ulates aromatase expression. Similar to aromatase, the LH
receptor is highly expressed in preovulatory follicles [47],
suggesting that only in preovulatory granulosa LH stimu-
lates inositol phosphate production and intracellular calcium
release. The intracellular increase of these second messen-
gers leads to the activation of PKC, which inhibit the FSH-
induced aromatase [48]. Activation of PKC in rat granulosa
cells results in decreased expression of the catalytic sub-
unit of PKA and the transcription factor steroidogenic factor
1(SF-1 or Nr5a1) [48]. Whether or not the decreased expres-
sion of the catalytic subunit of PKA and SF-1 are responsi-
ble for the inhibitory effect of LH on aromatase expression
remains to be determined.

The inhibitory effect of PKC may be mediated by extra-
cellular regulated kinase (ERK1/2 or MAPK) pathway. LH
stimulates ERK1/2 phosphorylation in granulosa cells [49,
50, 51]. Remarkably, LH causes a rapid and transient acti-
vation of ERK1/2 in granulosa cells expressing low levels
of LH receptors; whereas, if high levels of LH receptor are
present, a delayed and more sustained activation of ERK1/2
take place [52]. The early increase in ERK1/2 phosphoryla-
tion is PKA dependent and PKC independent [50]. In contrast
the delayed effect is PKA and PKC dependent and seems to
be mediated by an increase in epidermal growth-like factors
(EGF-1) [52]. Moreover, an inhibitor of MEK, the upstream
kinase of ERK1/2, overcomes the ability of PKC activation
to antagonize the induction of aromatase. This results suggest
that PKC-mediated phosphorylation of ERK1/2 may be ulti-
mately responsible for the inhibition of aromatase in imma-
ture granulosa cells expressing a high density of LH receptors
(Fig. 23.3).

Inhibition of protein synthesis partially prevents the
loss of aromatase mRNA induced by LH or PKC activa-
tion [16, 48], suggesting that the expression of a repres-
sor protein is needed. In fact, the transcription factors
C/EBPβ (CCAAT/enhancer-binding protein-β) and ICER
(inducible cAMP early repressor), which are rapidly induced
by the LH surge [53, 47], seem to participate in silenc-
ing the aromatase gene. In C/EBPβ-null mice, the decrease
in aromatase expression observed after the LH surge
does not occur [54], and overexpression of C/EBPβ in
endometriotic stromal cells prevents cAMP stimulation of
the aromatase promoter [55]. Moreover, downregulation
of C/EBPβ in endometriotic stromal cells has been pro-
posed as the cause of elevated aromatase expression in
endometriosis [55].

Inducible cAMP early repressor is an isoform of CREM
(cAMP-responsive element modulator) that represses cAMP-
induced transcription [47]. ICER has been shown to partici-
pate in the repression of the inhibin α-subunit gene that takes
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place after the surge of LH [56]. Overexpression of ICER
decreases aromatase promoter activity induced by forskolin
[57] and mediates the inhibition of aromatase expression by
tumor necrosis factor-α (TNF-α) [58]. Whether the induc-
tion of C/EBPβ and ICER is due to PKC activation by the
LH surge remains to be determined, but this seems to be
unlikely because these genes do not respond to PKC [59, 60].
Additional studies are needed to bring together the effects of
LH/inositol, Cebpb, and ICER on the downregulation of aro-
matase in granulosa cells.

Aromatase expression in the corpus luteum of
pregnancy—in newly formed rat corpus luteum, aro-
matase remains expressed at low levels, which are not
affected by the elevation of intracellular cAMP [32, 61].
Luteal aromatase expression starts to increase between days
6 and 8 of pregnancy [62]. Similarly, in vitro experiments
demonstrated that luteinized granulosa cells express very
low levels of aromatase; however, aromatase expression is
recovered after 5–6 days of incubation [32, 63]. The factors
involved in the reactivation of the aromatase gene either in
vivo or in vitro are not known.

During the first week of pregnancy, corpus luteum func-
tion is maintained by the actions of prolactin (PRL) and
LH [64]. PRL is secreted from the pituitary gland until
approximately days 9–10 of gestation [65]. Although PRL is
essential to maintain luteal function, evidence suggests that
this hormone inhibits luteal aromatase. For instance, PRL
decreases aromatase expression in luteinized granulosa cells
and in the corpora lutea of pseudopregnant rats [62]. In preg-
nant rats, treatment with a blocker of PRL secretion on day 5
of gestation leads to an increase in aromatase mRNA expres-
sion that can be prevented by treatment with PRL (Stocco,
unpublished results).

Placental lactogens and estradiol are required to main-
tain rat luteal function during the second half of gestation
[64]. These hormones have also been implicated in the regu-
lation of aromatase expression. Placental lactogens removal
after day 10 of pregnancy is followed by low expression and
activity of luteal aromatase [66]. Placental lactogens signal
through the same receptor that PRL uses [64]. Accordingly,
in hysterectomized pregnant rats treated daily with PRL (or
PRL plus either testosterone or estrogen), aromatase expres-
sion increases, reaching levels similar to those found in intact
rats on day 15 [66]. Thus, in contrast to the inhibitory effect
of PRL during the first part of gestation, placental lactogens
are necessary to sustain luteal aromatase expression during
the second part of gestation.

Administration of human chorionic gonadotropin (hCG)
does not affect aromatase expression before (days 8–10) or
after (days 13–19) midgestation; however, aromatase mRNA
and protein increase in intact pregnant rats treated with hCG
between days 10 and 12 [66]. In agreement with these results,
the induction of aromatase on day 15 of gestation can be

blocked by the administration of an anti-LH antibody on day
10 but not when given on day 12 [66].

In summary, luteal aromatase seems to be maintained by
PRL at a low level during the first part of pregnancy and
modulated by LH at midgestation. During the second half
of pregnancy, aromatase becomes highly expressed by the
stimulatory action of placental lactogens and testosterone in
coordination with the stimulatory effect of ovarian estradiol
itself (Fig. 23.4). The molecular and cellular mechanisms
by which these hormones control the expression of the aro-
matase gene in the corpora lutea of pregnant rats are not
known. In humans, estrogen levels also undergo a transient
decline after the gonadotropin surge and a later increase due
to marked induction of aromatase mRNA [67]. In contrast,
in cattle, this gene remains expressed at very low levels dur-
ing pregnancy [68, 69], suggesting that the pattern of luteal
estrogen production may differ between species.

Aromatase expression in the regressing corpora
lutea—aromatase expression rapidly decreases just before
parturition. We have demonstrated that the luteolytic hor-
mone prostaglandin F2α (PGF2α) represses luteal aromatase
mRNA and protein levels when administered to rats on
day 19 of pregnancy [45]. This inhibitory effect of PGF2α

on aromatase expression was confirmed using PGF2α

Fig. 23.4 Hormonal regulation of luteal aromatase during pregnancy.
Bars represent aromatase mRNA levels in corpora lutea of rats on dif-
ferent days of pregnancy. Aromatase and ribosomal protein L19 mRNA
levels were determined by real-time PCR and the results expressed as
aromatase mRNA molecules per μg of total RNA was determined by
using a standard curve generated from known quantities of aromatase
cDNA. Values represent average ± SEM. Luteal aromatase expression
seems to be maintained by prolactin (PRL) at a low level during the first
part of pregnancy, is modulated by LH at midgestation, and becomes
highly expressed by the stimulatory action of placental lactogens (PL)
and testosterone in coordination with the stimulatory effect of ovar-
ian estradiol (E2). Prostaglandin F2α (PGF2α) is involved in the rapid
downregulation of aromatase toward the end of pregnancy
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receptor-knockout mice [45]. In these mutant animals,
parturition does not occur and luteal expression of aromatase
remains high. In vitro experiments demonstrated that PGF2α

inhibits aromatase gene transcription in luteinized granulosa
cells [45].

23.3 Regulation of the Ovarian Aromatase
Promoter

23.3.1 Structure of the Aromatase Gene

In all species studied thus far, expression of the aromatase
gene is under the control of two or more tissue-specific

promoters. These promoters are controlled by tissue-specific
signaling pathways and produce several alternative forms of
exon-I that are then spliced onto a common 3′-splice accep-
tor site in exon-II [70]. This 3′-splice acceptor is located
upstream of the translation start site; therefore, all transcripts
contain an identical open reading frame and encode the same
protein regardless of the promoter used (Fig. 23.5A). In
humans, the following promoters are known: I.1, I.2, and
IIa (placenta); I.3 (breast cancer); I.4 (normal adipose cells,
skin, and fetal liver); I.5 (fetal liver); I.7 (endothelial cells
and breast cancer); I.f (brain); and I.6 (bone). Promoter-
II drives transcription in the ovary and lies immediately
upstream of the translation start site; therefore, promoter-II

Fig. 23.5 A: Scheme of the human aromatase promoter indicating the
different alternative tissue-specific promoters. The PII or proximal pro-
moter is highly conserved between species. This promoter is used to
control the aromatase expression in the ovary of humans and rodents.
Within this promoter a cAMP-responsive element-like sequence (CLS),
two binding sites for members of the nuclear receptors 5A family of
transcription factors (NREa and NREb), one GATA response element,
and one AP-3 binding site are present. B: Dynamics of the activation of
the aromatase promoter in ovarian cells. Aromatase mRNA levels and

DNA protein binding in 26-day-old immature rats (d26), immature rats
treated with PMSG (PMSG), and from corpora lutea of rats on days
4 (d4), 15 (d15), or 23 (d23) of pregnancy. Aromatase mRNA levels
were determined as in Fig. 23.3 and expressed as the ratio between aro-
matase and ribosomal L19 mRNA. DNA protein binding was investi-
gated using gel shift analyses with oligonucleotides spanning the cAMP
response element-like sequence (CLS), the nuclear receptor elements a
and b (NREa and NREb), the GATA binding sites, or the AP-3 binding
site
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is also called proximal promoter. The proximal promoter or
ovarian promoter is highly conserved between species [45].
In breast adipose tissue of breast cancer patients, aromatase
activity and Cyp19 expression are elevated when compared
to normal breast tissue [71]. This increase in Cyp19 expres-
sion is associated with a switch in promoter usage from
the normal adipose-specific promoter I.4 to the proximal
promoter [72].

In the rat, two aromatase gene promoters have been
described: a proximal promoter, which controls aromatase
expression in granulosa and luteal cells [45, 48] as well as
in Leydig cells [73], and a distal promoter, which drives
aromatase expression in the brain [74]. Transient transfec-
tion experiments have demonstrated that the first 160 bp of
the ovarian promoter are sufficient to mediate cAMP stim-
ulation in rat granulosa cells [33]. Both the brain and the
ovarian transcripts are produced in the rat corpus luteum
[45], although transcripts produced by the brain promoter
are expressed at very low levels when compared to the ovar-
ian transcripts. Throughout pregnancy, only the expression of
the ovarian transcript correlates with the changes observed
in luteal aromatase protein levels. The low and constant
levels of the brain transcript suggest that activation of the
brain promoter drives the nominal and cAMP-independent
expression of aromatase found at the beginning of
pregnancy.

The region necessary for the activation of the proximal
promoter was investigated in transgenic mice carrying 2,700,
278, or 43 base pairs (bp) of the region upstream of the trans-
lation start site of the human aromatase gene linked to the
human growth hormone coding region as reporter [75]. In
mice carrying 2,700 or 278 bp, the reporter is specifically
expressed in the ovary, whereas animals carrying the 43 bp
construct show no expression of the reporter. This in vivo
evidence suggests that the –278 to –43 region of the ovarian
promoter contains the elements that drive aromatase expres-
sion in the ovary. However, the 278 bp reporter construct is
active in ovarian stromal cells of adult animals, which do
not express aromatase. Moreover, this construct is expressed
throughout large antral follicles while aromatase expression
is restricted to mural granulosa cells (Fig. 23.1). This indi-
cates that the region 278 does not contain the elements that
silence aromatase expression in cumulus granulosa cells and
in stromal cells. It is also possible that chromatin modifica-
tions are important for the cell-specific expression of aro-
matase in the ovary. Since the reported construct could have
been integrated anywhere in the genome, the activity of these
constructs are not controlled by the same chromatin modi-
fication as the aromatase gene. As the author noticed [75],
this abnormal expression could also be due to the pres-
ence of high level of growth hormone that was used as
reporter.

23.3.2 Regulation of the Cis-Elements in the
Aromatase Gene Ovarian Promoter

The first 300-bp region of the proximal promoter of the aro-
matase gene contains the element necessary for expression
in mural granulosa cells. As shown in Fig. 23.4, within this
region a cAMP-responsive element-like sequence (CLS) [32]
and two binding sites for members of the nuclear receptors
5A family of transcription factors (NREa and NREb) are
present [33, 76]. The proximal promoter also contains one
response element for members of the zinc finger family of
transcription factors known as GATA and one AP-3 binding
site [77]. These binding sites are highly conserved between
species.

CLS (TGCACGTCA)—this region differs from a consen-
sus CRE binding site (TGACGTCA) by the insertion of a
cytosine between the second and third nucleotides. Reporter
experiments suggest that it plays a key role in the activa-
tion of the proximal promoter in granulosa cells [34, 78].
However, mutation of this element greatly reduces but does
not completely block the induction of promoter activity by
cAMP. This region is recognized by the cAMP-responsive
element binding (CREB) protein as demonstrated using gel
shift assays [34]. CLS is also recognized by C/EBPβ, which
has an inhibitory effect on aromatase promoter activity in
human endometrial cells [55].

cAMP-responsive element binding is rapidly phospho-
rylated by treatment of granulosa cells with FSH, but
the expression and subcellular localization of CREB does
not change during granulosa cells differentiation [34].
Overexpression of a non-phosphorylatable mutant of CREB
in primary cultures of rat granulosa cells decreases estradiol
production induced by FSH [79], suggesting that CREB acti-
vation is required for the expression of the aromatase gene.
Noticeably, the FSH-induced increase in aromatase mRNA is
detectable only 24 h after treatment [16], but FSH stimulation
of CREB phosphorylation occurs within 1 h and declines to
basal levels by 6 h. There is no consensus as to whether phos-
phorylation of CREB is subsequently increased. For instance,
no [80], low [61], or very high [81] levels of CREB phos-
phorylation have been reported 24 and 48 h after FSH treat-
ment. Moreover, in forskolin-treated cells, phospho-CREB
remains high in the presence of an inhibitor of phosphodi-
esterase 4 (PDE4), but no alterations in either the magni-
tude or the pattern of aromatase expression occur [61]. These
results suggest that the effect of CREB on aromatase expres-
sion is complex and that CREB may have a direct effect
via CLS and indirect effects by inducing the expression of
other proteins involved in the activation of the aromatase
gene.

The proximal promoter of the bovine aromatase gene has
a 1-bp deletion in the CLS element that destroys this element
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as a site for CREB binding [82]. Consequently, bovine aro-
matase reporter constructs do not respond to cAMP [82].
However, bovine granulosa cells do express aromatase in
response to FSH [83]. Moreover, rat luteal cells, which
expressed high levels of aromatase, do not contain proteins
that bind to CLS [77] (Fig. 23.5). In addition, in rat luteal
cells, CREB resides in the cytoplasm [61], suggesting that
neither CREB nor CLS activation is involved in the regu-
lation of aromatase in the rat corpus luteum. This evidence
supports the concept that activation of CLS is cell specific
and that additional factor(s) and regulatory elements are nec-
essary to activate the aromatase proximal gene promoter in
the ovary.

NREa (AGGTCA)—because the aromatase gene pro-
moter does not have a consensus cAMP response element,
this nuclear receptor half-site was originally proposed to
mediate the cAMP stimulation of aromatase [33]. Later, it
was demonstrated that CLS and NREa interact in an additive
manner to control aromatase expression in granulosa cells
[81]. NREa is recognized by steroidogenic factor-1 (SF-1,
also termed Nr5a1 or Ad4BP) and liver receptor homolog-1
(LRH-1, also termed Nr5a2). Although both SF-1 and LRH-
1 are derived from different genes, these proteins share a high
degree of identity, particularly in their DNA binding domains
[84]. In fact, in vitro translated mouse SF-1 and LRH-1 pro-
teins [76] or SF-1 expressed in bacteria [85] bind to oligonu-
cleotides containing the NREa present in the aromatase gene.
However, because both factors are expressed in granulosa
cells [86, 87], whether SF-1 or LRH-1 or both are important
for aromatase expression in these cells remains under debate
(describe below), although evidence suggests that SF-1 has
a more prominent role. Exogenous expression of LRH-1 in
bovine granulosa cells [76], mouse Leydig and Sertoli cell
lines [88], or 3T3L1 mouse preadipocytes [89] increases aro-
matase promoter activity. However, overexpression of LRH-1
in rat granulosa cells does not enhance estrogen production
or aromatase expression in either the presence or absence of
FSH, although it did increase progesterone production [90].
This suggests that LRH-1 may not be crucial for aromatase
expression in granulosa cells.

On the other hand, strong evidence suggests that SF-
1 is a main player in the regulation of aromatase in the
ovaries of rodents. Ovaries of granulosa-cell-specific SF-1
knockout mice contain hemorrhagic follicles [91] and sim-
ilar abnormalities were found in the ovaries of the aromatase
knockout mice [92]. Moreover, exogenous expression of SF-
1 in rat granulosa cells stimulates aromatase expression [93,
94]. Recent evidence further supports a prominent role of
SF-1 in aromatase expression in granulosa cells. FSH- and
cAMP-dependent regulation of aromatase in granulosa cells
is enhanced by β-catenin (Ctnnb1). This stimulatory effect
of β-catenin is mediated through an interaction with SF-1

[94]. Using a granulosa cell line, Parakh demonstrated for
the first time that SF-1 binds to the endogenous ovarian-
specific aromatase promoter and that this binding is stimu-
lated by cAMP [94]. Moreover, overexpression of constitu-
tively active mutant FOXO1, which prevent aromatase stim-
ulation by FSH and activin, also decreases SF-1 expression
[37]. Levels of SF-1 protein do not exhibit major changes
during follicular growth or in response to low levels of FSH
in culture but decrease rapidly after the LH surge along
with the downregulation of aromatase [86], further support-
ing the idea of an important role for SF-1 in the regulation
of aromatase expression. A second NRE upstream of CLS
(Fig. 23.5) was recently described as able to bind in vitro
transcribed SF-1 or LRH1 proteins and that this response
element is necessary for the stimulation of the human aro-
matase promoter by forskolin in bovine granulosa cells [76].
We investigated the activation of the two NRE elements
in the rat corpus luteum throughout pregnancy using gel
shift analysis and found that their activation is developmen-
tally regulated and correlate with luteal aromatase expression
(Fig. 23.5B).

GATA (TGATAA)—this element was described first in the
human aromatase proximal promoter as part of a silencer ele-
ment [95]. The GATA response element is conserved in sev-
eral species, including the mouse, rat, and human [45]. In rat
luteal and granulosa cells GATA is recognized by GATA-4
[45, 96]. GATA-4 binding is stimulated in vitro and in vivo
by FSH [45, 96] and by PGE2 [97]. In addition, GATA-4
silencing blunts FSH-induced aromatase expression, suggest-
ing that GATA-4 mediates at least in part the stimulatory
effect of FSH in granulosa cells [96]. As shown in Fig. 23.5,
the activation of this GATA binding site in the corpus luteum
follows a pattern similar to that of aromatase expression, sug-
gesting that GATA-4 participates in the regulation of aro-
matase in luteal cells.

AP-3 (TAACCACA)—we recently described the presence
of an AP-3 binding site in the proximal promoter of the rat
aromatase gene [77]. AP-3 binding sites are also present in
the promoter of humans and mice and it seems to be nec-
essary for full activation of the aromatase promoter [77].
In rats, this AP-3 binding site interacts with luteal nuclear
extracts obtained from pregnant rats but not with ovarian
extracts of immature rats or of immature rats treated with
PMSG (Fig. 23.5B). In PMSG-treated immature rats, AP-3
binding activity increases after treatment with hCG, suggest-
ing that AP-3 is active only in luteal cells [77]. In pregnant
rats, luteal protein binding to AP-3 correlates with variations
in aromatase expression (Fig. 23.5B). These results suggest
that AP-3 activation may play a role in the regulation of luteal
aromatase expression. The protein that recognizes AP-3 has
a molecular weight of approximately 48 kDa [77]; however,
its identity is not known yet.
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Fig. 23.6 Scheme depicting hypothetical multiunit complexes on the
aromatase promoter in granulosa and luteal cells. The participation and
binding of CREB, GATA-4, β-catenin, and AP-3 have been shown
using in vitro approaches such as gel shift and gene reporter assays.
The involvement of SF-1 has been inferred from knockout and over-
expression experiments. Interactions between CREB, SF-1, and GATA-
4 with CBP are deduced from experiments in cells other than granu-

losa or luteal cells. The spatial binding of transcription factors on the
DNA does not necessarily represent an in vivo situation but highlights
the complexity of this promoter and the differences between granulosa
and luteal cells on the activation of the aromatase gene. GTM: general
transcriptional machinery; TBP: TATA binding protein; RNApol: RNA
polymerase

23.4 Summary

In the rat ovary, aromatase expression result from the acti-
vation of its proximal promoter. The cAMP/PKA/CREB
pathway is considered to be the primary signaling cas-
cade through which this promoter is regulated. In rat luteal
cells, the proximal promoter is not controlled in a cAMP-
dependent manner. Of the elements found in this region,
GATA and NRE are used by both cell types. On the other
hand, CLS is active only in granulosa cells, whereas the
AP-3 binding site is activated exclusively in the luteal cells
(Fig. 23.5B). It is clear then that there is a change in the
composition of the transcription complex formed on the aro-
matase promoter during the transformation of granulosa cells
into luteal cells (Fig. 23.6). CREB is the principal regula-
tory component in the regulation of aromatase gene, which
is stimulated by FSH-activated PKA. FSH stimulation of
aromatase expression is also mediated by activation of Akt,
which seems to relieve aromatase from a repressive effect of
FOXO1, although the mechanism by which FOXO1 blocks
aromatase expression is not known. FSH also stimulates
binding of GATA-4 and SF-1 to the aromatase promoter. The
stimulatory effect of FSH on aromatase expression is poten-
tiated by IGF-1 and androstenedione, probably by enhancing
FSH intracellular signaling. IGF-I also seems to assist FSH
in the repression of FOXO1. CREB interaction with cofactors
such as the CREB binding protein (CBP) leads to the assem-
bly of the general transcription machinery and the recruit-
ment of the TATA binding protein to the aromatase promoter.
GATA-4 and SF-1 participate in the activation of the pro-
moter by binding to NRE and GATA and by interacting with
cofactors such as CBP and β-catenin, respectively.

In luteal cells, CLS is inactive and it seems that CREB
does not participate in the regulation of the aromatase gene.
This is a striking feature of the regulation of aromatase in
luteal cells, especially if we consider that cAMP is the major
regulator of the proximal promoter across species. It remains

to be determined which intracellular signaling pathway is
involved in the upregulation of aromatase in luteal cells dur-
ing the second half of pregnancy in rats. Since activation of
the PRL receptor at this time stimulates luteal aromatase and
because Akt can be activated by PRL [98], it is possible that
Akt participate in the regulation of aromatase in luteal cells.
Binding assays suggest that luteal aromatase activation is
controlled by the GATA, NRE, and AP-3 response elements.
Except for GATA, the proteins that recognize these elements
in luteal cells are still under investigation. Since GATA is rec-
ognized by GATA-4 in luteal cells, and the activity of this
transcription factor can be modulated by Akt [99], it is pos-
sible to postulate that the PRL/PI3/Akt/GATA-4 pathway is
involved in the activation of the aromatase gene in the corpus
luteum.

23.5 Glossary of Terms and Acronyms

Akt: oncogene of the retrovirus AKT8 with activity serine/
threonine-specific protein kinase, also termed protein
kinase-B (PKB)

AP-3: activating transcription factor-3 binding site

BMP: bone morphogenetic protein;

BRCA1: breast cancer-1 early onset tumor suppressor gene

C/EBPβ: CCAAT/enhancer-binding protein-β

cAMP: cyclic Adenosine monophosphate

CBP: CREB-binding protein

CLS: cAMP-responsive element-like sequence

CRE: cAMP response element

CREB: CRE binding protein

CREM: cAMP-responsive element modulator
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Ctnnb1: β-catenin

EGF-1: epidermal growth factor-1

ER: estrogen receptor

ERKs: extracellular regulated kinases

FOXO1: forkhead box-O1

FSH: follicle stimulating hormone

GATA: a family of transcription factors that contain
two zinc finger motif and binds to the DNA sequence
(A/T)GATA(A/G)

GDF: growth differentiation factor

hCG: human chorionic gonadotropin

ICER: inducible cAMP early repressor

IGF-1: insulin growth factor-1

IGFBP-4: IGF-binding protein

JunB: protooncogene homolog B

LH-R: LH receptor

LRH-1: liver receptor homolog-1

MAPKs: mitogen-activated protein kinases

MEK: Mitogen-activated protein kinase kinase, also
termed MAP2K

NRE: nuclear response element

PGE2: prostaglandin E2

PGF2α: prostaglandin F2α

PI3K: phosphatidylinositol-3 kinase

PKA: protein kinase-A

PKB: protein kinase-B, also termed Akt

PKC: protein kinase-C

PMSG: pregnant mare serum gonadotropin

PRL: prolactin

SF-1: steroidogenic factor-1

TBP: TATA binding protein

TNF-α: tumor necrosis factor-α
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Chapter 24

Epigenetic Mechanisms of Ovarian Gene Regulation

Holly A. LaVoie

24.1 Introduction

Epigenetics refers to alterations in gene function that are
heritable between generations of cells or animals and that
do not involve a change in the DNA sequence itself [1].
Such alterations occur at the level of chromatin and include
post-translational modifications of histone tails and methy-
lation of DNA. In a more narrow sense, epigenetics can be
used to describe chromatin altering events within a single
cell or groups of cells that leads to changes in gene func-
tion in response to hormones or growth factors. This chapter
will briefly describe the most common epigenetic marks and
review studies of chromatin alterations as they relate to gene
function in cells of the developing ovarian follicle and corpus
luteum.

24.2 Histone Modifications

Chromatin is comprised of DNA, RNA, and proteins [2].
The DNA is packaged into nucleosomes that allow a mas-
sive amount of DNA to be compacted into the small nucleus
of a cell, but at the same time restrict transcriptional access.
The nucleosome consists of 146 bp of DNA wrapped around
a histone core formed by two molecules each of histones
H2A, H2B, H3, and H4. A single histone H1 molecule is
outside the core bound to linker DNA. The core histones
have protruding charged amino-terminal tails that are sub-
ject to post-translational covalent modifications. These mod-
ifications include acetylation, methylation, phosphorylation,
ubiquitination, and sumoylation [3]. The pattern of histone
modifications makes up a histone code [4]. It is proposed that
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this code takes the form of binary switches and modification
cassettes that are read by regulatory proteins [5]. Collectively
some groups of modifications promote local transcription,
whereas others inhibit it. Modifications that promote tran-
scription recruit chromatin-remodeling ATPase complexes to
open chromatin. These ATP-dependent enzyme complexes
lead to nucleosome repositioning and increased access to
DNA [6]. The following will highlight modifications of his-
tones H3 and H4.

24.2.1 Acetylation and Deacetylation

Acetylation occurs on specific histone lysine residues and
occurs primarily in the tail regions. The addition of an acetyl
group to a lysine of the histone tail neutralizes a posi-
tive charge resulting in alterations to the chromatin fiber
that increase accessibility of the transcriptional machinery
to DNA, facilitating transcription [4, 7]. Histone acetyltrans-
ferases (HATs) catalyze the acetylation reaction. Although all
the core histones can undergo this modification, histones H3
and H4 have been studied the most intensively. Figure 24.1
shows a summary of the reported histone H3 modifications
including acetylation [5, 8, 9].

In the tail region of histone H3, acetylation occurs at
lysines at amino acid positions 9, 14, 18, and 23 with other
potential lysine acetylation sites possible [5, 9]. In the tail of
histone H4 positions 5, 8, 12, and 16 can be acetylated and
there are other possible lysine sites as well [5, 9]. Numer-
ous HATs exist in mammals including the coactivators p300,
CBP (CREB-binding protein), PCAF (p300/CBP-associated
factor), TAF250, and GCN5 [10]. These acetyltransferases
are recruited to specific gene promoters by transcription fac-
tors associated with the DNA [11].

Deacetylation of histone lysine residues is catalyzed by
histone deacetylases (HDACs) and important for turning off
genes and maintaining some genes in a repressed state [12].
Mammalian histone deacetylases fall into four classes (I–IV)
based on their homology to yeast HDACs [12, 13]. Class I
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Fig. 24.1 Histone H3 modifications and the histone code. The top row
summarizes the known modifications of histone H3. M, A, and P above
the amino acid symbols represent methylation, acetylation, and phos-

phorylation, respectively. M2/3 represents di- or trimethylation. The
bottom four rows show examples of H3 modifications and their corre-
sponding functions

and II HDACs are sensitive to inhibition by trichostatin A
(TSA). Class III HDACs require NAD+ as a cofactor. Little
is known about Class IV. Class I is comprised of HDAC1, 2,
3, and 8. Class II is comprised of HDAC4, 5, 6, 7, 9, and 10.
Class III is comprised of sirtuin family members SIRT1-7,
but only 1, 2, 3, and 5 have demonstrated significant deacety-
lase activity [14]. HDAC11 is the sole member of Class
IV [15]. HDACs do not bind DNA but rather are recruited
by specific transcription factors and frequently exist as part
of multiprotein complexes associated with chromatin. For
example, HDACs 1 and 2 are found in three main complexes
known as the Sin3, NuRD, and CoREST complexes [16].

The abundance, activity, and availability of HATs and
HDACs are regulated [17, 18]. The activities of both groups
of enzymes are regulated by post-translational modifications
such as phosphorylation and acetylation and by protein–
protein interactions. Select Class II members can shuttle
between the nucleus and cytoplasm altering their access to
chromatin.

24.2.2 Methylation and Demethylation

Methylation of histones can stimulate or inhibit transcrip-
tion depending on the particular residue modified and the
placement of methyl groups [3, 19]. Within the histone

tails, methylation occurs on unacetylated lysines and is car-
ried out by a family of histone methyltransferases (HMTs).
Most lysine HMTs possess a conserved SET domain and are
specific in their substrate recognition [20]. Lysines can be
mono-, di-, or trimethylated. In addition, histone arginines
can be mono- or dimethylated and the enzymes responsi-
ble are called protein arginine methyltransferases (PRMTs).
Lysines 4 (K4) and 9 (K9) of H3 and arginine 3 (R3) of H4
have been well studied. Dimethylation of K4 of H3 is asso-
ciated with both active and inactive genes, whereas trimethy-
lation of this residue is associated with active genes only
[3]. Di- and tri-methylation of K9 of H3 is typically linked
with gene silencing or repression through recruitment of het-
erochromatin 1 protein (HP1) and can lead to DNA methy-
lation [7, 21]. Interestingly, data show multi-methylation of
K4 of H3 can block the binding of the deacetylase complex
NuRD and methylation of K9 of H3 and thus help maintain
active genes [10]. Asymmetric dimethylation of R3 of H4
is permissive to transcription, whereas symmetric dimethy-
lation is repressive [19]. In some cases, histone deacetylases
have been found in complexes containing methyltransferases;
such complexes are proposed to deacetylate a lysine residue
then methylate it to silence the gene [3, 7].

Until recently histone methylation was believed to be
irreversible or reversed at a very slow rate [22]. Histone
demethylation is now believed to be a dynamic event. LSD1
was the first identified histone demethylase with specificity
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for mono- and dimethylated K4 of H3 [23]. The search
for demethylases capable of recognizing and demethylating
trimethylated lysines recently yielded characterization of the
Jumonji domain family of histone demethylases [22, 24].
Jumonji family members JMJD2A-D can demethylate both
di- and trimethylated K9 of H3. Jumonji members falling in
the JARID1 subfamily can demethylate di- and trimethylated
K4 of H3 [22]. With candidates for lysine demethylases in
hand, the search for arginine demethylases continued. Exper-
iments showed that arginine demethylation could be reversed
by a deimination reaction through the intermediate citrulline
[23]. Just recently, Jumonji family member JMJD6 was iden-
tified as the first histone arginine demethylase [25]. This is a
rapidly evolving area and new advances will greatly further
our understanding of the role of specific histone methylation
events in transcription.

24.2.3 Phosphorylation

Just like methylation, phosphorylation of specific histone tail
residues has been associated with different functions. Phos-
phorylation occurs on selected serines and threonines in the
histone tails introducing a negative charge that can locally
alter chromatin accessibility [26]. Phosphorylation of ser-
ines 10 and 28 and threonine 11 of histone H3 is associ-
ated with chromatin condensation during mitosis and meiosis
[27]. In contrast, H3 serine 10 (S10) phosphorylation during
interphase has been implicated in transcriptional activation
[27]. The phosphorylation of histone H3 S10 is associated
with the transcription of immediate early genes such as FOS
in mitogen-activated cells and this mark can synergize with
lysine acetylation [28]. Phosphorylated S10 of H3 acts as
a preferential substrate for HATs p300 and PCAF and fos-
ters K14 acetylation [3, 29]. Phosphorylation of H3 S10 has
been shown to occur on H3 preacetylated at lysines 9 and 14
as well [27]. S10 phosphorylation can inhibit K9 methyla-
tion, which in turn would allow easier access for HATs [3].
Additional roles for phosphorylation are evident in other core
histones [30]. Core histone variant H2A.X is phosphorylated
at serine 139 during DNA repair processes. H2B undergoes
phosphorylation at serine 14 during apoptosis.

H3 phosphorylation is regulated by specific kinases. Dur-
ing mitosis Aurora kinases phosphorylate S10 and S28 of
histone H3 [31]. During mitosis in breast cancer cells,
p21-activated kinase-1 (Pak1) phosphorylates H3 S10 [32].
Mitogen- and stress-activated protein kinases 1 and 2
(MSK1/2) are the major kinases mediating non-mitotic H3
S10 phosphorylation [31]. RSK2 (ribosomal S6 kinase 2) is
also a possible H3 kinase, but studies with this kinase have
not been conclusive [27, 31]. H3 S10 phosphorylation has
also been shown to be protein kinase A (PKA)-dependent in

ovarian granulosa cells, and there is in vitro evidence that
the catalytic subunit of PKA can phosphorylate histone H3
directly [33, 34]. Dephosphorylation of histones occurs by
general cellular phosphatases such as type 1 (PP1) and type
2A (PP2A) [27].

24.2.4 Ubiquitination, ADP-Ribosylation,
and Sumoylation

Other less well characterized histone modifications include
ubiquitination, ADP-ribosylation, and sumoylation. Ubiq-
uitination of H3 is associated with nucleosome loosening
in preparation for histone removal and H2A ubiquitina-
tion may be required for some H3 methylation events [21].
ADP-ribosylation is not well characterized but mono-ADP-
ribosylation of histones increases with damage to DNA [35].
Sumoylation of histones in yeast is associated with transcrip-
tional repression [36].

24.2.5 Bromo and Chromo Domain Proteins

Many chromatin modifying enzymes such as HATs, HMTs,
and chromatin remodeling ATPases contain one of two
distinct chromatin binding domains referred to as bromod-
omains and chromodomains [10]. These domains are impor-
tant for protein recognition of histone modifications and
thus act to interpret the histone code. The bromodomain
can bind acetylated lysines in histone tails and may act to
tether HATs to the chromatin to propagate local acetylation.
Likewise, chromatin remodeling ATPases can be directed to
specific acetylated lysines to form and stabilize protein com-
plexes. Bromodomains are mostly associated with facilitating
transcription. Chromodomains recognize methylated lysines
within the histone tails. Chromodomain proteins can be neg-
ative or positive regulators of transcription depending on
which specific methylated residue is recognized. The chro-
modomain of HP-1 binds to methylated K9 of H3 facilitating
chromatin compaction.

24.3 Detection of Histone Modifications

24.3.1 Chromatin Immunoprecipitation Assay

The chromatin immunoprecipitation (ChIP) assay has facil-
itated the study of the protein–DNA interactions including
the detection of modified histones associated with DNA.
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By using antibodies that recognize modified histones (e.g.,
acetylated K9 and K14 H3, phosphorylated S10 H3) the rel-
ative measurement of modified histones in specific regions
of the DNA in response to hormone treatments can be
assessed. A more detailed protocol can be obtained from the
reviews [37, 38]. For the ChIP assay, formaldehyde is used
to crosslink proteins to DNA in cells. Cells are lysed and
DNA fragments in the 200–1,000 bp range are generated by
sonication or enzymatic digestion of DNA. Antibodies to
modified histones, transcription factors, or other chromatin
associated proteins are incubated with the sheared DNA and
immunoprecipitated. Protein–DNA crosslinks are reversed
and the DNA is purified and used for PCR with primers to
specific regions of a gene (Fig. 24.2). These primers may
include sequences within the gene itself or various locations
in its flanking regions. Frequently, the 5′-flanking region
regulatory region of a gene is amplified. Data are presented
typically as autoradiograms of gels showing the amplified
products from samples with and without treatment. The
application of real-time PCR with ChIP allows for bet-

Fig. 24.2 Overview of chromatin immunoprecipitation (IP) assay used
for detecting modified histones within DNA. Antibodies recognizing
specifically modified histone molecules are used. DNA is quantified by
PCR or large scale modifications can be determined using intergenic
microarrays

ter quantification of amplified products. The controls for
this assay should include performing the procedure with
a non-specific antibody pool such as normal IgG of the
same species. Other controls used for normalization are to
amplify the region of interest from an aliquot of the son-
icated DNA prior to immunoprecipitation (input DNA) to
show the input DNA did not vary between treatments. How-
ever, since the ChIP assay is subject to numerous steps
that could result in procedural losses of template, amplifi-
cation of another unregulated DNA region from the same
immunoprecipitated DNA is an appropriate control. The
experimental product is then normalized for its input DNA
product or to another unregulated DNA product amplified
from the same ChIP reaction. An increase in the amount
of amplified target DNA indicates that more of that protein
(e.g., modified histone) was associated with that region of
DNA.

The ChIP assay has been used primarily to evaluate spe-
cific small groups of genes. One application of this assay has
been expanded to include the ChIP-chip (or ChIP on chip)
assay that utilizes the immunoprecipitated DNA for microar-
ray analysis [39]. The microarrays typically have intergenic
DNA or open reading frames. The coupling of these two tech-
niques allows one to evaluate protein–DNA interactions on a
genomic scale. For example, the technique has been used to
show methylation of H3 lysine 4 occurs in the coding regions
of active genes of yeast [40].

24.3.2 DNA Methylation

A more stable epigenetic mark is DNA methylation. Methy-
lation occurs mainly on cytosines of CpG dinucleotides (an
adjacent C and G on the same strand). Clusters of CpG din-
ucleotides are called CpG islands and have been reported to
be associated with up to 76% of mammalian gene promoters
[41]. Active genes, such as tissue-specifically expressed and
housekeeping genes, tend to have low methylation of their
CpG islands. For example, the follicle-stimulating hormone
(FSH) receptor gene promoter is hypomethylated in Sertoli
cells where it is expressed compared to tissues that do not
express the gene [42]. The pattern of DNA methylation is
heritable between cells and generations. DNA methylation
patterns in the embryo are erased and then reestablished as
cells differentiate [43]. In primordial germ cells DNA methy-
lation patterns are erased and reestablished in a sex-specific
pattern during oogenesis and spermatogenesis [44]. This later
point is particularly important for the imprinting. Imprint-
ing refers to the sex-specific DNA methylation pattern that
occurs in a relatively small number of genes. The DNA in or
surrounding an imprinted gene will be methylated in either
the maternally- or paternally-derived chromosome, limiting
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expression of the gene to one copy only [45]. Primarily, two
families of DNA cytosine-5 methyltransferases DNMT1 and
DNMT3 participate in DNA methylation in mammals [41].
Only recently have data supported a role for DNA methyla-
tion in differential activation of genes in adult tissues [43].

24.4 The Dynamic Ovarian Follicle and the
Study of Histone Modifications

In the ovarian follicle, the precise temporal activation and
inactivation of different gene pools is coordinated by hor-
mones and growth factors and is required for successful ovu-
lation and corpus luteum (CL) formation (for reviews see [46,
47]). Prior to the midcycle gonadotropin surge, theca cells of
developing antral follicles possess luteinizing hormone (LH)
receptors and granulosa cells express FSH receptors. LH
stimulates theca cell androgen production. FSH stimulates
granulosa cell proliferation and aromatase activity converting
thecal androgens into estradiol. Under the influence of FSH
and estradiol, mural granulosa cells of the periovulatory fol-
licle acquire LH receptors allowing them to respond to LH
and undergo terminal differentiation following the midcy-
cle gonadotropin surge. The LH surge transiently decreases
LH receptor and aromatase expression and activates genes
required for increased progesterone production associated
with luteinization including STAR, CYP11A, and HSD3B.
The functional CL maintains the expression of these genes
at high levels until physiological regression occurs.

Unique combinations of hormone-activated transcription
factors control the temporal regulation of these numerous
genes. Existing and regulated histone modifications will lead
to recruitment of chromatin remodeling enzymes and the
transcriptional machinery. The following section will sum-
marize our current knowledge of histone modifications and
chromatin remodeling of genes important to follicular devel-
opment and CL function.

Early studies of ovarian histone modifications—in 1999,
Demanno [48] first demonstrated that FSH and cyclic AMP
but not epidermal growth factor (EGF) led to the phosphory-
lation of histone H1 and histone H3 in cultured rat granulosa
cells. It was subsequently shown that FSH mediated phos-
phorylation of histone H3 S10 in a PKA-dependent manner
[33]. Follicular S10 phosphorylation peaked during proestrus
in rats, was shown to be also stimulated by estradiol, and
was indirectly linked to mitosis [49]. FSH-induction of genes
encoding serum-glucocorticoid kinase, inhibin alpha subunit,
and c-Fos in granulosa cells was associated with increased
H3 S10 phosphorylation and K14 acetylation within their
promoters [33]. Under the same conditions the progesterone
receptor gene promoter did not exhibit altered H3 acety-

lation or phosphorylation. Studies of histone modifications
and their association with transcription of other genes have
followed.

Steroidogenic acute regulatory protein (STAR) gene—
STAR is responsible for the rate-limiting step in steroido-
genesis, the transfer of cholesterol from the outer to the
inner mitochondrial membrane [50], and is discussed more
extensively elsewhere in this text. Expression of the STAR
gene is tightly regulated in granulosa cells with the transcript
being nearly undetectable in maturing granulosa cells of the
follicle and then being robustly activated by the midcycle
gonadotropin or LH surge [51]. Using hormonally primed
monkeys, Christenson [52] examined histone modifications
in granulosa cells before and after luteinization induced by
hCG injection. Luteinized granulosa cells exhibited a 32- to
206-fold increase in acetylated H3 associated with the pri-
mate STAR promoter when compared with non-luteinized
granulosa cells. High levels of acetylated H3 within the
human STAR promoter were also present in human luteinized
granulosa cells isolated from women undergoing assisted
reproduction [52].

Further evaluation of the STAR gene in mice during the
early post-hCG response (0–4 h) yielded a wealth of infor-
mation about the temporal changes in transcription factor
recruitment and histone modifications of the gene in granu-
losa cells [53]. Transcription factors GATA4, CEBPβ, SF-1,
and cofactor CBP associated with the proximal STAR pro-
moter after hCG stimulus and in temporal agreement with
increased nascent STAR RNA. Methylation of H3 K9 within
the proximal STAR promoter decreased immediately after
treatment. H3 acetylation remained unaltered within the same
STAR promoter region in the same time frame. In other
words, a reduction in the silencing mark methylated H3 K9
resulted from hCG facilitating STAR transcription.

Another study focused on STAR gene repression in granu-
losa cells [54]. In cultured porcine granulosa cells, FSH can
stimulate STAR transcription and EGF can suppress this FSH
effect. Concordantly, FSH increased acetylation of histone
H3 within the proximal promoter of the endogenous STAR
gene and EGF also blocked this FSH effect. Under similar
conditions, methylation of H3 K9 was unchanged. EGF may
therefore block FSH recruitment of HATs or increase that of
HDACs.

The above studies suggest that STAR expression in gran-
ulosa cells may be repressed at the level of chromatin either
by silencing methylation or by hypoacetylation until a strong
stimulus like the LH surge relieves repression. A study in
Leydig cells showed HDAC1/2 and Sin3A interact with
Sp3 to form a corepressor complex on a repressive region
of the STAR promoter [55], raising the possibility that a
similar mechanism may occur in undifferentiated granulosa
cells. Another study showed nucleosome-remodeling ATPase
SNF2L to be induced in granulosa cells by hCG and to be
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required for STAR gene expression [56]. More in vivo stud-
ies are needed to understand the complex regulation of the
STAR gene that occurs following the LH surge.

LH receptor gene—the LH receptor is increased in
granulosa cells during follicular development, downregu-
lated by the LH surge, and expressed subsequently in some
luteal cells [46]. Studies in non-ovarian cells have pro-
vided evidence that histone-associated enzymes can mediate
repression of LH receptor transcription. The LH receptor
gene is activated by transcription factors Sp1 and Sp3 [57].
Repression of the gene occurs when a complex containing
HDAC1/HDAC2/Sin3A associates with Sp1 or Sp3 bound
to its proximal DNA element [58]. HDAC inhibitor TSA
increased H3 and H4 acetylation within the proximal LH
receptor gene promoter and recruited RNA polymerase II,
thereby promoting transcription. These studies suggest a
mechanism by which the LH receptor gene might be kept
silent at the early stages of granulosa cell development or be
downregulated following the LH surge and serve as a starting
point for studies in ovarian cells.

Relaxin gene—relaxin mRNA is abundantly expressed in
the rat CL during days 15–20 of pregnancy. Its expression is
regulated by rat placental lactogen (rPRL) and prolactin via
STAT proteins [59, 60]. Relaxin expression is low before day
10 of pregnancy and at the end of pregnancy (days 22–23).
Soloff [61] evaluated acetylated-H3, RNA polymerase II, and
STAT protein association with the rat relaxin gene 5′-flanking
region. H3 acetylation within the proximal promoter dur-
ing high relaxin expression (day 15) was greater than during
low relaxin expression (day 6). Higher levels of acetylated
H3 were accompanied by an increase in RNA polymerase
II binding to the proximal promoter and a increased bind-
ing of STAT5a approximately 4 kb upstream of the region of
acetylation.

Low-density lipoprotein (LDL) receptor gene—the LDL
receptor is responsible for the uptake of blood-borne LDL
cholesterol and is expressed in theca, luteinized granulosa,
and luteal cells [62, 63, 64]. In non-rodent species, LDL
cholesterol is the primary source for steroidogenesis [65].
The LDL receptor gene promoter is stimulated by transcrip-
tion factors Sp1 and SREBP, and antagonized by Kruppel-
like factor 13 (KLF13) [66]. KLF-13 repression of the LDL
receptor gene is antagonized by HDAC inhibitors, suggest-
ing KLF13 recruits HDACs or antagonizes HAT activity at
the promoter.

Niemann-Pick C1 gene—the Niemann-Pick C1 (NPC1)
gene codes for a molecule mediating the intracellular trans-
port of LDL-derived cholesterol and is abundant in theca,
luteal, and luteinized granulosa cells [67, 68]. Cyclic AMP
analogue increases NPC1 mRNA expression in cultured
luteinized porcine granulosa cells through a mechanism that
likely involves CREB [68]. Cyclic AMP stimulated gene
expression in granulosa cells and increased CBP, acetylated

H3, and phosphorylated H3 affiliation with the NPC1 pro-
moter [69]. In addition, cholesterol-deprivation of granulosa
cells in culture led to increased SREBP and acetylated his-
tone H3 association with the sterol-responsive region of the
NPC-1 gene promoter [70].

Inhibin alpha subunit gene—ovarian inhibin suppresses
pituitary FSH, can act as a tumor suppressor, and has
paracrine functions in the ovary [71, 72]. As mentioned
above H3 within the inhibin alpha subunit gene promoter
is both phosphorylated and acetylated in granulosa cells
in response to FSH [33]. In transfected HEK tsa201 cells,
inhibin alpha subunit gene promoter constructs demonstrated
PKA-dependent increases in H4 acetylation [73]. Within the
rat granulosa GRMO2 cell line adenylate cyclase activator
forskolin decreased SF-1 association with and increased the
association of CREB and LRH-1, cofactors CBP and SRC-
1, and acetylated histone H4 with the proximal inhibin alpha
subunit gene promoter [74].

Thecal genes—the synthesis of androgens by theca cells
depends on the coordinated activities of several genes includ-
ing STAR, CYP11A, and CYP17 among others [72]. The
antiepileptic drug valproate, which has HDAC inhibitor prop-
erties, alters steroid hormone secretion from ovarian folli-
cles and can create symptoms of polycystic ovary syndrome
(PCOS) in women [75, 76]. Valproate increased total H3
and H4 acetylation in cultured human theca cells [77]. Val-
proate augmented cAMP-driven androstenedione and DHEA
biosynthesis in theca cells from normal and PCOS women, as
well as 17α-hydroxyprogesterone in normal theca cells. This
increase in androgen production was accompanied by the
ability of valproate to augment CYP11A and CYP17 mRNA
synthesis and gene promoter activity. A second HDAC
inhibitor, butyric acid, was also able to enhance forskolin-
stimulated DHEA production by theca cells. Comparison of
gene profiles between valproate-treated theca cells and theca
cells from PCOS patients showed similar gene profiles [78].
These studies indicate that drug-induced increases in his-
tone acetylation affect a subset of genes involved in androgen
biosynthesis (e.g., CYP11A and CYP17) and that acetylation
of the regulatory regions of these genes may account for their
activation under physiological conditions.

24.5 Summary

Gene repression or silencing in the ovary is critical for some
genes such as the LH receptor and STAR at certain times
of the cycle. As described above there are several mecha-
nisms by which gene expression may be suppressed, includ-
ing silencing methylation, HDAC recruitment, and HAT
inhibition or dissociation. Methylation of genes silent dur-
ing the follicular phase (e.g., STAR in granulosa cells) could
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be a general mechanism by which genes associated with ter-
minal differentiation are suppressed until activated by the
LH surge. The induction of chromatin remodeling ATPases
such as SNF2L participates in post-LH surge gene induc-
tion as well. The study of epigenetic modifiers in ovarian
somatic cells is still at its beginning stage and future stud-
ies are needed to understand the cycle-specific regulation of
genes mediating ovarian cell proliferation and differentiation.

24.6 Glossary of Terms and Acronyms

Aurora kinases: a family of serine/threonine kinases
important for cell division

CBP/p300: CREB-binding protein and related E1A binding
protein p300

CEBPβ: CCAAT enhancer binding protein beta

ChIP: chromatin immunoprecipitation

CL: corpus luteum

CoREST: corepressor for RE1 silencing transcription fac-
tor (REST)

CYP11A: gene coding for P450scc

CYP17: gene coding for cytochrome P450 17α-
hydroxylase/17,20-lyase

DNMT1 and DNMT3: DNA cytosine-5 methyltrans-
ferases 1 and 3

FOS: gene coding for c-Fos

GATA: family of transcription factors that contain a
two-zinc-finger motif and bind to the DNA sequence
(A/T)GATA(A/G)

GCN5: an histone acetyltransferase

GRMO2: rat granulosa stable cell line

H2A.X: core histone 2A variant

HATs: histone acetyltransferases

HDAC1/2: histone deacetylases 1 and 2

HDACs: histone deacetylases

HMTs: histone methyltransferases

HP1: heterochromatin 1 protein

HSD3B: gene(s) coding for 3β-HSD

JMJD2A-D: histone demethylases of the Jumonji family

JMJD6: histone demethylase of the Jumonji family

KLF13: Kruppel-like factor 13

LDL: low-density lipoprotein

LSD1: lysine specific demethylase 1

MSK1/2: mitogen- and stress-activated protein kinases 1
and 2

NPC1: Niemann-Pick C1 gene

NuRD: nucleosome remodeling and deacetylase

Pak1: p21-activated kinase-1

PCAF: p300/CBP-associated factor

PCOS: polycystic ovary syndrome

PKA: protein kinase A

PP1: phosphatase type 1

PP2A: phosphatase type 2A

PRMTs: protein arginine methyltransferases

rPRL: rat placental lactogen

RSK2: ribosomal S6 kinase 2

SET domain: a domain found in some lysine methyltrans-
ferases, derived from Drosophilia proteins designated sup-
pressor of variegation, enhancer of zeste and trithorax

SF-1: transcription factor steroidogenic factor 1, also
termed NR5A1

Sin3: a SWI independent corepressor found in complexes
with HDACs

Sin3A: Sin3 family member A

SNF2L: nucleosome-remodeling ATPase

Sp1 and Sp3: transcription factor specificity proteins
1 and 3

SRC-1: steroid receptor coactivator

STAR: gene coding for steroidogenic acute regulatory
(STAR) protein

STAT: signal transducers and activators of transcription

SWI: SWItch proteins, part of chromatin remodeling
ATPase complexes

TAF250: an histone acetyltransferase

TSA: trichostatin A, an HDAC inhibitor
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Chapter 25

Ovarian Function and Failure: The Role of the Oocyte
and Its Molecules

Loro L. Kujjo and Gloria I. Perez

25.1 Introduction

The ovaries are complex organs by virtue of their primary
function and are also genetically unique, since they have
a mixture of both somatic cells and germ cells. At birth,
each ovarian germ cell or oocyte is enclosed by a special-
ized population of somatic (pregranulosa) cells to form the
follicle, the most basic functional unit of the female gonads.
Most follicles present in the ovaries of neonates exist in a
state of growth arrest and are referred to as primordial fol-
licles. Although the number of these follicles endowed in
the ovaries at birth varies among species (from 2×104 to
4×104 in mice to 1×106–2×106 in humans), this stockpile
of oocytes is non-renewable in all species and must provide
for the entire reproductive needs of the female throughout
adult life. By the age of 50 years, the ovaries in most women
are exhausted and menopause ensues as a direct consequence
of ovarian senescence. This heralds a major life change for
women, highlighted by the abrupt loss of ovarian estrogens,
which leads to increased risk for a number of debilitat-
ing health problems, including cardiovascular disease, osteo-
porosis, neurological dysfunction, and macular degeneration.
In women undergoing adjuvant cancer therapies the stockpile
of oocytes is subjected to accelerated depletion resulting in
early ovarian failure, loss of reproductive potential, and pre-
mature onset of menopause-related health problems. Since
oocytes are the prime players influencing ovarian function
and reproductive lifespan, the following pages will focus on
the major molecules and factors determining the survival and
quality of female germ cells.

L.L. Kujjo (B)
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25.2 Oocyte Quality and Its Role in Fertility

Women experience a progressive decline in fecundity as they
pass through the reproductive years, with the maternal age at
birth of the last child averaging 41–42 years in all popula-
tions studied [1, 2, 3]. Additionally, in 1% of women, ovar-
ian dysgenesis occurs before the onset of puberty, or ovar-
ian function ceases before 40 years; these conditions being
collectively referred to as premature ovarian failure (POF)
[4]. On average, though, in normal healthy females opti-
mal fertility is maintained until 30 years of age and then
decreases sharply, attributed mainly to a decline in the qual-
ity of oocytes [5, 6]. Therefore, the trend to delay childbear-
ing world wide in the last 30 years has increased the risk of
infertility [3].

The quality or developmental competence of the oocyte
is acquired during folliculogenesis, as it grows, and dur-
ing the period of its maturation. Throughout the process of
oogenesis, oocytes accumulate gene transcripts and trans-
lation products that are later mobilized to direct the ini-
tial stages of embryogenesis [7]. These maternally supplied
factors are responsible for orchestrating numerous develop-
mental processes including crucial early embryonic events
such as axis formation, cell fate determination, and embry-
onic genome activation; all the processes occurring entirely
by post-transcriptional mechanisms [8]. Therefore, there is
no doubt that oocyte quality affects early embryonic sur-
vival, since products of its gene expression control many pro-
cesses central to the early development of the whole organ-
ism; examples include the establishment and maintenance of
pregnancy, fetal development, and even predisposition to cer-
tain adult diseases.

Besides being modulated by intrinsic factors such as age
and genetic defects, the quality of the oocyte is dependent
also on extrinsic factors, such as stimulation agents, culture
conditions, and nutrition. There is consensus on the point that
proper oocyte handling in vitro, including the environment in
the incubator, constitutes part of the pertinent determinants
for successful fertilization and embryo development. These
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elements have been thoroughly addressed in several recent
publications [9, 10, 11, 12, 13]. However, the question of
whether hormonal stimulation of the ovary imparts a negative
effect on the quality of oocytes retrieved remains controver-
sial and needs clarification.

Data from donor–recipient models in mice show that the
uterine milieu is not the only tissue adversely affected by
ovarian hyperstimulation [14]. Potentially detrimental effects
of ovarian stimulation do also affect oocyte and embryo
quality, manifesting in several forms such as reduced pro-
portions of normal embryos [15, 16, 17, 18] and decreased
implantation rates and postimplantation development [15].
Some other studies in murine have confirmed this negative
effect, mainly showing that in vitro blastocysts of stimu-
lated mice hatch later than oocytes of naturally cycling con-
trols [19]. Additionally, chromosome analysis revealed an
increased number of abnormalities in oocytes from hyper-
stimulated donors, compared with spontaneously ovulating
donors [20].

Human studies in this area show less consistent results.
For example, data from some studies suggest that controlled
ovarian hyperstimulation leads to reduced implantation rates
[21, 22]. However, this pathophysiology was possibly caused
by diminished uterine receptivity rather than by inferior
quality of the oocytes retrieved. Elevated E2 levels post-
hyperstimulation have been also suggested to exert a dele-
terious effect on the embryo and thought to explain the lower
implantation rates [23]. Other studies, however, did not con-
firm the lower implantation rates in cases of hyperstimulation
[24]. Even in OHSS (ovarian hyper-stimulation syndrome),
no reduction in implantation rates were found, though lower
fertilization rates were observed [25]. Moreover, it has also
been reported that a high number of oocytes obtained after
ovarian hyperstimulation for in vitro fertilization or intracy-
toplasmic sperm injection is not associated with decreased
pregnancy outcome [26]. Therefore, the data do not support
the concept that the quality of oocytes is impaired in women
with a strong ovarian response.

One probable reason for the disparity between the rodent
and human data is the lack of reliable biochemical and/or
morphological markers that can be used to distinguish a good
quality oocyte. Currently, assessment of oocyte quality relies
on morphology, which by itself is a difficult task and often
dependent on subjective judgments. Furthermore, studies do
not usually agree on the final parameter for determining
oocyte quality; hence, one queries: is it based on fertiliza-
tion rates, or blastocyst development, or implantation rates?
Several scientists believe that when the health of the uterus
and the risk of pregnancy complications are not intervening
factors to be considered, classic oocyte quality indicators like
morphology, fertilization rate, embryo quality, and implanta-
tion rate should always be correlated with delivery of live and
healthy offspring.

25.3 In Search of Other Markers of Oocyte
Quality

Because of the difficulties in assessing oocyte morphology,
the search for other alternative determinants of its quality
has created a great deal of interest to identify specific fac-
tors. As such, some research efforts are being focused on
cumulus cells (CC), which are considered as ideal surro-
gates for assessment of oocyte developmental potential [27].
While earlier studies speculated that a set of cumulus genes
may determine oocyte maturation, fertilization potential, and
embryo quality [27], recent gene expression data by Assou
[28] have provided some molecular evidence for mediations
by the CC in embryo development.

There are already data from sibling human oocytes sug-
gesting that the quality of embryos improve when oocytes are
allowed to interact with CC, hence indicative of an improve-
ment of cytoplasmic maturation [29]. It appears that CC
have a protective and beneficial effect on embryo develop-
ment [30, 31]. However, there are also data suggesting just
the opposite [32]. Whatever the case, under certain circum-
stances, there is no doubt that CC play a significant role
in controlling the fate of the oocyte. For example, in this
chapter, we discuss data showing that ceramide (see under
25.4) concentration in the CC correlates with low fertility and
increased rates of oocyte apoptosis.

Efforts toward identifying a blueprint of oocyte quality
from genes and proteins in CC should take into account
two phenomena: first, the majority of oocytes are destined to
die rather than survive; and second, that most probably, the
oocyte is the generator of signals sent to the CC to program
the latter on how to proceed. A reflection of this communi-
cation strategy can be seen in the increased wave of oocyte
apoptosis that occurs in mice with advanced age; here the
process appears to be directed by the oocyte itself [33]. The
oocyte transmits the message to the executioners (the CC)
to go ahead and kill. Thus, we speculate that the chances of
spotting a bad oocyte based on cumulus cell gene expression
are quite high (many bad oocytes in a pool); as such, CC
genomic/proteomic analyses may provide a valuable means.
However, the situation can turn more complicated when try-
ing to do the opposite; in other words, finding a CC pattern(s)
that could be used to distinguish a good oocyte. Our predic-
tion is that in a group of oocytes, the chances for emergence
of a good one are minimal; and therefore within a group, the
genomic signature of the good oocyte can easily be masked,
unless of course, the analysis is performed in CC from indi-
vidual oocytes.

So, there are no doubts that genome wide analyses of the
mouse oocyte transcriptome can accelerate our understand-
ing of the molecular mechanisms underlining oocyte com-
petence. However, it is worth emphasizing that functional
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genomics need to be complemented with proteomics when
monitoring gene expression because proteins being the func-
tional molecules in a cell reflect functional differences in
gene transcription, translation, and post-translational modifi-
cations. This multifaceted approach is particularly important
since transcription profiles and actual cellular protein con-
tent sometimes lack correlation [34, 35]. Besides, epigenetic
influences do introduce considerable variation.

25.4 Aging: Mitochondria, DNA Check Point,
and Lipids

There is general consensus that oocyte quality decreases
with advanced age [1, 3, 6, 36]. The aging process by
itself is a complex phenomenon, driven by as yet incom-
pletely described genetic programs. While many factors are
thought to modulate cellular and organismal life span, only a
few are recognized as being prominently involved. Among
these are mitochondrial respiration and genomic stability.
As such, eukaryotic cells have developed specific mecha-
nisms for monitoring and responding to environmental and
genetic perturbations. The checkpoints that monitor mito-
chondrial integrity and the genomic DNA represent two of
the most important surveillance mechanisms available to
cells for maintaining homeostasis [37, 38]. In addition, sev-
eral studies have also presented evidence for the involve-
ment of the sphingolipid second messenger, ceramide [39], in
cellular senescence and organismal aging in diverse species
[40, 41, 42]. Consequently, the significance of mitochondria,
genomic DNA checkpoint, and ceramide with respect to their
relation to oocyte quality and aging will be discussed in the
following paragraphs.

Mitochondria have been implicated in both general body
aging [43, 44] and aging of female reproductive tissues
[45, 46, 47]. As women age, the success rates of in vitro
fertilization fall and evidence suggests that a concurrent
increase in mitochondrial defects may be in part responsi-
ble for this decline in fertility [48]. A glimpse of this phe-
nomenon is seen where increased maternal age has been
associated with increased rate of mitochondrial mutations in
the oocytes [49], decreased mitochondrial metabolic activity
[50], and inefficient ATP production through mitochondrial
respiration [51]. Furthermore, the level of mtDNA deletions
is reportedly significantly higher in oocytes than in embryos,
strongly suggesting that mtDNA integrity plays a role in
determining the fertilizability of oocytes [52, 53]. These data
are supported by studies in which the transfer of either pure
mitochondria or mitochondria-enriched cytoplasts to mouse
oocytes resulted in lower rates of apoptosis [54] and signif-
icant increases in ATP production [55]. In addition, trans-

fer of donor ooplasm to recipient oocytes in ART clinics
resulted in improved in vitro embryo development as evident
by the decrease in their fragmentation rates [56]. These find-
ings, along with others, have attracted increased interest in
researching the role of mitochondria in infertility and embryo
development.

In oocytes as well as in many other cell types, mitochon-
dria are principal determinants of cell fate, not only for their
well established control of energy production via oxidative
phosphorylation but also by virtue of their direct role in the
regulation of cell death [57, 58]. Compared to the other cell
types though, germ cells are in a unique status in regards
to their mitochondrial complement. For example, germ cell
mitochondria contain denser matrixes and fewer cristae. The
number of cristae in a mitochondrion has been directly asso-
ciated with the levels of ATP production [46]. Hence, the
low surface to volume ratio of cristae in germ cell mitochon-
dria limits the ability to generate ATP, a fact documented in
human oocytes found to contain relatively low levels of ATP
[51]. Other mitochondrial ultrastructures such as reduced
organelle size and less complex internal structure typify the
oocyte mitochondria as morphologically primitive or imma-
ture compared with those of somatic cells [59]. In spite of this
disparity, metabolic evidence suggests that the mitochondria
of oocytes and early embryo are constitutively active and that
maintenance of the low-level activity is necessary and suffi-
cient for ongoing development. Additionally, mitochondria
found in oocytes have a limited number of replication cycles
prior to the blastocyst stage [60]. Inevitably, the developing
embryo is entirely dependent on the population of mitochon-
dria present at the time of ovulation.

In addition to the preceding facts, all mitochondria in
a zygote are exclusively maternally derived through the
ooplasm; the few mitochondria that enter the oocyte with the
sperm at fertilization are reportedly degraded [61] or diluted
out during sequential cleavage [62] and cannot be detected
by the blastocyst stage. Therefore, given that mitochondria
are (1) maternally inherited, (2) principal sites of oxidative
damage, (3) required for cytoplasmic energy production in all
embryonic cells, and (4) important regulators of preimplan-
tation embryo development, it is feasible that any inherited
or acquired mitochondrial dysfunction in the oocyte can be
detrimental to postimplantation development.

To investigate the role of mitochondria in the develop-
mental compromises observed with female aging, Thouas
[63, 64, 65] developed a mouse model of mitochondrial dys-
function. They found that blastocyst development in vitro is
relatively resistant to low degrees of mitochondrial injury
induced by fluorophore photosensitization in oocytes from
young mice. In contrast, aged oocytes were more devel-
opmentally sensitive to mitochondrial damage than puber-
tal oocytes. The authors concluded that this was possibly
due to an age-related mitochondrial energy deficiency. As
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further evidence, Thouas identified delayed developmental
effects directly related to mitochondrial deficiencies caused
by advanced aging.

Since accumulation of mtDNA deletions in oocytes may
contribute to mitochondrial dysfunction and impaired ATP
production as well, reproductive age in women constitutes a
significance factor in this context. In fact, it has been reported
that loss of mitochondrial activity in oocytes obtained from
older women may be associated with a lower rate of both
pregnancy and embryonic development [51].

More recently, in unpublished studies of mouse and
human oocytes, we found that there was a global decline in
mitochondrial function in the aged oocytes. This decline was
accompanied by changes in mitochondrial structure as ana-
lyzed by electron tomography. The aged oocytes were more
highly susceptible to spontaneous fragmentation in vitro, had
a lower ratio of highly to lowly polarized mitochondria, and
exhibited a significant decrease in ROS and ATP content.
These results indicate that alterations of mitochondrial func-
tion precede changes that result in oocyte demise and thus
may play a role in determining the quality of the oocyte.

Mitochondrial function is sensitive to environmental stres-
sors, including those induced by in vitro manipulations and
conditions [66]. For example, a significant increase in the
proportion of mtDNA deletions have been observed in stimu-
lated oocytes and embryos from rhesus macaques, compared
with levels of mtDNA deletions in immature, unstimulated
oocytes [67]. Also, data we have recently obtained using
human unfertilized oocytes support the tenet that the environ-
ment in which the oocytes mature affects their final quality.
For instance, conditions such as polycystic ovary syndrome,
pelvic inflammatory disease, and endometriosis, all of which
impact ovarian function, resulted in a trend toward an aber-
rant increase in the ratio of mitochondrial membrane poten-
tial. In addition, advanced aging causes further depression
of mitochondrial function and oocyte developmental compe-
tence [68, 69].

Oocyte mitochondria are therefore physiological regu-
lators of early embryo development and potential sites of
pathological insults that may perturb the oocyte and sub-
sequent viability of the preimplantation embryo. Particular
research focus should be directed at the specific biological
effects of clinical and laboratory interventions such as ovar-
ian stimulation and in vitro manipulations and culture; the
emphasis should be on reducing the potential for mitochon-
drial insult.

It is therefore plausible to conclude that any type of low-
level biochemical interference affecting mitochondrial func-
tion in the oocyte do translate into negative developmen-
tal outcomes, especially in conjunction with differentiation
events. However, under certain circumstances, the mitochon-
drial phenotype can be rescued as we discovered to be the
case in oocytes from FVB mice [70]. The oocytes from these

mice exhibit a marked reduction in ROS content, indicative
of diminished metabolic activity. Further to this, analysis of
the oocytes mitochondrial ultrastructure revealed a myriad of
abnormalities in mitochondrial membrane composition and
cristae. The most striking of these were the onion-like whor-
ling of the peripheral cristae and the frequent sites of outer
mitochondrial membrane rupture. All of these alterations led
to a marked elevation in apoptosis susceptibility in female
germ cells. Despite all these, the FVB oocyte phenotype can
be rescued by fertilization, probably a benefit of calcium
waves triggered by the sperm [70].

The preceding data are indicative of tremendous plastic-
ity in mitochondrial ultrastructure and function and might
explain why the pathophysiology of the oocyte mitochondria
has not yet been directly identified as a causal factor in female
infertility. In the case of the FVB mice, the females are fer-
tile despite having oocytes with multiple mitochondrial phe-
notypes. In humans, naturally occurring mtDNA mutations
that result in an array of systemic and tissue-specific patholo-
gies have been identified [71, 72] but none of those has been
directly linked to infertility. Therefore, the generalization that
mitochondrial dysfunction represents a potential epigenetic
factor in the etiology of clinical subfertility in females has
to be made with caution, in the absence of direct evidence
from either animal or human oocytes. Nonetheless, all those
studies reinforce the value of mitochondrial function as a
potentially valuable indicator of oocyte developmental com-
petence. The data also suggest that the quality of embryonic
and fetal nutrition in utero may have downstream heritable
influences on adult health [65], a point that still needs further
confirmation.

Mitochondrial dysfunction may not only compromise
developmental processes in the embryo but also trigger apop-
tosis [73, 74]. This dual role for mitochondria (to maintain
life or to commit to cell death) may well represent a quality
control system that will determine whether the early embryo
proceeds further in development or is quickly eliminated. It is
therefore not surprising that a very delicate balance in mito-
chondrial function must be maintained to have a high qual-
ity oocyte or embryo. Aberrant increases or decreases in the
balance of mitochondrial polarization indicate a disparity in
mitochondrial activation, in both cases seemingly leading to
an increased incidence of oocyte fragmentation.

However, whether during early development mitochondria
have a regulatory role that is distinct from their metabolic
contribution has only recently been investigated relative to
other functions, such as their ability to sequester and release
calcium, modify proteins, or initiate apoptosis [75].

Due to the magnitude of cell death that normally occurs
within the female gonad during both fetal development and
post-natal life, the ovary has proven to be an excellent model
for studying the role of cell death genes in a physiological set-
ting of endocrine-regulated apoptosis. A relatively detailed
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blueprint of specific genes and pathways involved in signal-
ing for, and executing, oocyte apoptosis following disrup-
tion of either mitochondrial or genomic integrity has been
formulated over the past decade or so [70, 76, 77, 78, 79].
This topic has been recently reviewed [80, 81] and there-
fore we refer the reader to those publications. Neverthe-
less, we want to mention some more recent findings where
we demonstrated that in the oocytes from FVB mice (men-
tioned earlier), mitochondria are directly responsible for the
enhancement of cell death. In those studies [70], microin-
jection of FVB mitochondria into B6C3F1 oocytes, which
have an inherently low basal rate of death, increased the inci-
dence of apoptosis by nearly fivefold. We interpreted these
results as indicating that FVB mitochondria are supplying
pro-apoptotic factors to the B6C3F1 oocytes, most likely
by virtue of their “leaky” outer membrane structure. Con-
sistent with this, mitochondria collected from FVB oocytes
released approximately 20% more cytochrome c in short-
term incubations than did mitochondria of B6C3F1 oocytes.
However, direct microinjection of cytochrome c into B6C3F1
oocytes did not, by itself, induce apoptosis, suggesting that
the FVB mitochondria must be supplying additional pro-
apoptotic factors. To this end, microinjection of recombi-
nant Smac/DIABLO increased apoptosis in B6C3F1 oocytes,
and co-injecting cytochrome c synergistically enhanced this
effect.

Besides dysfunctions in metabolic activity, abnormal dis-
tribution pattern of mitochondria has been associated with
reduced developmental competence in mice [82] and humans
[50, 83]. In oocytes from aging B6CBAF1 mice, mitochon-
drial condensation of an atypical nature has been observed
and interpreted as evidence of apoptosis [64]. Interestingly,
the number of MII oocytes possessing the abnormal mito-
chondrial clusters increased threefold between 12 and 40
weeks of age. This mitochondrial abnormality was also pro-
nounced in oocytes that had undergone prolonged in vitro
aging [84]. More recently, we observed that uneven aggrega-
tion of mitochondria consistently occurs in mouse and bovine
oocytes of poor quality (Perez, unpublished observations).
Collectively, all those findings suggest that abnormal mito-
chondrial distribution in oocytes at MII stage is a cause of
developmental retardation. A logical conclusion would have
been to declare that the mitochondrial distribution in MII
oocytes could be used as an important criterion for selec-
tion of good oocytes and prediction of embryonic develop-
mental competence during incubation. Paradoxically though,
we also found the same atypical aggregations of mitochon-
dria in oocytes derived from FVB mice that do not compara-
tively exhibit fertility problems, yet their oocytes are prone to
apoptosis. Therefore, we hypothesize that the aggregation of
mitochondria is not a permanent genetic impression but pos-
sibly epigenetic in nature. Oocytes with this pattern can be
rescued, for example, with spikes of Ca at the time of fertil-

ization. Other mechanisms, still unknown, might be equally
potent in reversing these abnormal mitochondrial patterns.

The effects of aging on physical and biochemical interac-
tions between mitochondria and other important ooplasmic
organelles merit further investigation. Unfortunately, assess-
ment of mitochondrial membrane potential as well as local-
ization of the organelles in a clinical setting is unfeasible,
as it necessitates the developing embryo to take up poten-
tially harmful dyes; some of those dyes have been shown to
increase the rates of cell death in murine blastocysts [73].
Non-invasive measurements of nutrient consumption, and
hence indirectly assessing mitochondrial function, as sug-
gested by Gardner [85], and the development of other non-
invasive assessments of mitochondrial function are likely to
prove fruitful in selecting the most viable embryos for trans-
fer in the IVF setting for both young and maternally aged
women. Such a tool would be also useful for understanding
the age-related alterations in mitochondrial gene expression
and protein expression that ultimately regulate physiological
processes.

So far we have focused our attention on mitochondria
and aerobic respiration. However, the exploitation of other
metabolic pathways by the oocyte to achieve developmen-
tal competence cannot be ignored. Basal glycolytic activ-
ity in mature oocytes is correlated with increased embry-
onic development [86]. However, relying for too long on
glycolysis leads to overproduction of lactate, resulting in
reduced embryo viability [87]. The contribution of the gly-
colytic pathway to oocyte quality has been recently reviewed
by Krisher [88].

More recently, Nutt [89], using extracts from Xenopus
laevis oocytes, showed that generation of NADPH through
the pentose-phosphate-pathway is critical for oocyte survival
and that the target of this regulation is caspase-2, previously
shown to be required for oocyte death in mice. Pentose-
phosphate-pathway-mediated inhibition of cell death (driven
by glucose-6-phosphate) is effected via the inhibitory phos-
phorylation of caspase-2 by calcium/calmodulin-dependent
protein kinase II (CaMKII). These data, which are fully
consistent with the reported requirement for caspase-2 in
mouse oocyte apoptosis, link the operation of a specific
metabolic pathway to the direct CaMKII-mediated regula-
tion of caspase-2, thereby providing insight into the control
of germ-cell life and death.

Coupling metabolic state and cell survival may provide
a mechanism for regulating cell numbers during aging at
both the cellular and organismal level. Nutt [89] noted an
age-related decrease in the activity of G6P dehydrogenase
in murine oocytes, which could contribute to their decreased
viability. Although it is attractive to speculate that nutri-
ent stockpiles serve as a timer for oocyte survival, changes
in pentose-phosphate-pathway flux might also result from
age- or hormone-related alterations in enzyme activities. Nutt
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[89] also suggested that their data might help to explain
why oocytes are lost through apoptosis as females age,
thereby providing potential therapeutic targets for the mainte-
nance of oocyte viability and fertility. However, other mech-
anisms might also exist, since caspase-2 knockout females
do not show prolonged ovarian function with advanced
age [90].

In addition to the mitochondrial check-point, cells must
also maintain DNA integrity to avoid cellular transforma-
tion or death. In this regard, eukaryotic cells have developed
highly sophisticated responses to DNA double-strand breaks
(DDSB), including repair pathways involving homologous
recombination driven by the Rad51 gene product [91, 92].
Formation and repair of DDSB by homologous recombina-
tion ensures correct pairing and subsequent segregation of
homologous chromosomes during the first meiotic division.
However, irreparable or excessive DDSB activate the DNA
surveillance checkpoint and trigger apoptosis [37]. It is there-
fore not totally surprising that defects on this pathway result
in infertility [70, 93, 94].

We recently demonstrated that in mice of the AKR/J back-
ground a defect in DNA repair in oocytes leads to high rates
of spontaneous apoptosis and infertility [70]. This phenotype
was obviously prominently due to deficiency of Rad51, since
we were able to minimize it by microinjection of the protein;
a marked reduction in apoptosis followed. As shown more
recently by Kuznetsov [93] deficiency of RAD51C in mice
results in early prophase I arrest in males, and sister chro-
matid separation at metaphase II in females, leading to infer-
tility in both sexes. In our unpublished observations in mice,
we have observed that fertility decline due to advanced age
may be also partly attributable to a decreased ability of their
oocytes to repair DNA damage.

Interestingly, the oocytes recovered from aged females
had a tendency toward higher rates of aneuploidy [95]. Age-
related decline in oocyte quality has been associated with
aneuploidy linked to the age-associated increase of sponta-
neous abortions and numerical meiotic division errors [96,
97]. Whereas the primary cause of such anomalies and other
factors determining oocyte quality remain to be elucidated,
there is ample data indicating that the vast majority of human
aneuploidies result from maternal MI errors [98, 99, 100]. It
has been proposed that mono-oriented and misaligned univa-
lents can bypass the spindle assembly checkpoint (SAC) in
oocytes owing to the large volume of this cell, which makes
it refractory to residual checkpoint signaling [101]. In con-
trast, recently data from Kouznetsova [102], using mouse
oocytes, argue that chromosomes present as unpaired univa-
lents, despite a conserved side-by-side kinetochore arrange-
ment, succeed in establishing a bipolar orientation, enabling
them to satisfy the requirements of the SAC which remains
fully functional. Despite the controversy, and although
many questions still remain unanswered, the contributions

of the DNA checkpoint to oocyte quality and fertility are
significant.

Sphingolipids are also implicated in both development
and aging at the organismal [40] and the tissue level
[103]. Currently many different types of lipids are known
to exist in cells, and their functions are defined beyond
being considered primarily as structural only: originally
ascribed to only forming bilayers that compartmentalize cel-
lular organelles and functions, tremendous appreciation is
currently growing for some of these lipid classes and their
critical roles as bioactive second messengers. For exam-
ple, the main membrane lipids, phosphatidylcholine, phos-
phatidylethanolamine, phosphatidylserine, sphingomyelin,
and cholesterol serve structural or storage functions, whereas
lipids that are present in low quantities such as diacylglyc-
erol, phosphatidic acid, ceramide, or phosphoinositides func-
tion as signaling molecules [104] primarily due to their
ability to interact with specific protein targets, and thereby
influence the activity/function of those targets.

Ceramide signaling is a complex network and has been
implicated in various cellular processes such as necrosis
[105], survival and proliferation [106], differentiation [107],
and aging [108]. In the human ovary, an organ whose func-
tion declines precipitously with advancing age [109, 110],
ceramide levels have been shown to increase during the
years immediately preceding the menopause [111], when a
woman’s endowed pool of germ cells (oocytes) has been
nearly exhausted [109]. It is interesting to note here that
in aging mice the increase in ceramide is negatively corre-
lated to a decline in fertility. Not surprisingly, we recently
identified ceramide as one of the key molecules signaling
the accelerated incidence of apoptosis in oocytes of aged
female mice [33]. We uncovered a novel role for the inter-
cellular trafficking of ceramide as a key step in the process.
The oocytes from aged females are particularly sensitive to a
cytosolic ceramide spike released by CC and translocated via
gap junction-dependent communication. Considering that the
rate of oocyte depletion from the human ovaries accelerates
dramatically in the 10 or so years prior to menopause [109],
it is logical to speculate that similar events may be at work
in the ovaries of women as they age. But we are not aware of
any studies analyzing lipid content of human oocytes and/or
the changes in lipids according to maternal age.

In further studies we also discovered that the spatial loca-
tion of ceramide pools (within the oocyte) is also a key deter-
minant of whether the cell dies or survives [34]. In a recent
review, van Blitterswijk [112] highlighted the physicochemi-
cal aspects of ceramide signaling, and they stressed the need
to understand where in the cell and on which membrane-
leaflet ceramide is located.

The de novo synthesis of ceramide commences in the
endoplasmic reticulum (ER) and continues in the Golgi appa-
ratus, and possibly other compartments such as the plasma
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membrane and mitochondria. Because of the various loca-
tions of ceramide within the cell, the significance of its intra-
cellular transport is worth mentioning. Sphingolipid-binding
proteins are now described as being responsible for mov-
ing specific sphingolipids from one membrane to another.
So far, the ceramide transport protein (CERT), also known
as the Good-pasture antigen binding protein (GPBP), is the
only ceramide-specific transport protein known [113]. It is
described as functioning in the non-vesicular transport of
ceramide from the ER to the Golgi apparatus.

Hanada unraveled the biochemical aspects of CERT func-
tion in several elegant studies [113, 114]. However, the rel-
evance of CERT in the context of development and physi-
ological functions of the body remained unknown until just
recently, when Rao [115] demonstrated that in Drosophila,
CERT function is essential for normal oxidative stress
response and lifespan.

The relevance of this model to this chapter is that the
majority of the phenotypes observed in the mutant flies, lack-
ing a functional CERT, have amazing similarities with the
changes we and others have observed in the aged oocyte. For
example, the mutant flies became susceptible to reactive oxy-
gen species, they developed metabolic imbalance including
decreased ATP levels; their ceramide levels were decreased
by 70% and the flies died early in life. In aged oocytes we and
others have seen that with advanced age the oocytes become
more susceptible to ROS [64] and other insults [34]; they
experience reduced ATP levels [51], and low levels of total
ceramide [33] which precede an increased rate of apopto-
sis. Similarities between changes observed in the mutant flies
lacking CERT and changes in the oocyte with age prompted
us to hypothesize that most probably the aging oocyte will
shift to low expression levels of CERT. This concept is cur-
rently under investigation in our laboratory.

Understanding the cellular and molecular mechanisms
that maintain physiological levels of ceramide in oocytes
in vivo has implications for the therapeutic management of
infertility and also, perhaps, of the aging processes itself.

25.5 Summary

A mature healthy viable oocyte is the product of a com-
plex and as yet poorly understood growth and differentiation
processes. Future work will hopefully expose the molecu-
lar blueprint that will allow us to identify a fully competent
oocyte. In the meantime, one can postulate that perhaps the
best oocyte is not the one with the best mitochondria and the
best quality DNA, but one that has the capacity to activate
relevant metabolic pathways and/or DNA repair mechanisms
whenever the need arises. The best oocyte is therefore the
one that assures its survival against all odds, always deter-

mined to survive and protect the genetic information that it
carries. Even so, they all succumb to the negative impacts of
advanced maternal age. This remains a fundamental query in
aging research.

25.6 Glossary of Terms and Acronyms

ART: assisted reproductive technology

ATP: adenosine 5’-triphosphate

CaMKII: calcium/calmodulin-dependent protein kinase II

CC: cumulus cells

CERT: ceramide transport protein

DDSB: DNA double strand breaks

E2: estradiol

ER: endoplasmic reticulum

G6P: glucose-6-phosphate

GPBP: good-pasture antigen binding protein

IVF: in vitro fertilization

MI: metaphase I

MII: metaphase II

mtDNA: mitochondrial DNA

NADPH: nicotinamide adenine dinucleotide phosphate

OHSS: ovarian hyper-stimulation syndrome

POF: premature ovarian failure

Rad51: protein involved in repair of DNA.

ROS: reactive oxygen species

SAC: spindle assembly checkpoint

Smac/DIABLO: mitochondrial protein
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Chapter 26

Molecular Control of Corpus Luteum Function

Carlos Stocco

26.1 Introduction

Follicles and corpora lutea are the major endocrine
components of the ovary. These are ephemeral structures that
develop and disintegrate periodically. Follicle development
begins with the recruitment of several primordial follicles.
In primates, only one of these follicles will develop all the
way to the preovulatory state and ovulate, whereas the rest
become atresic. After the release of the oocyte at ovulation,
the selected follicle differentiates into a corpus luteum. Thus,
the corpus luteum can be viewed as the last differentiation
step of the selected follicle. After a short period, the corpus
luteum regresses, allowing a new cycle to begin. The corpus
luteum’s most prominent product is progesterone, which is
critical for the establishment and maintenance of pregnancy.
Therefore, if implantation occurs, complex mechanisms are
activated to maintain luteal function during pregnancy. In this
chapter, one perspective of the formation, regulation, demise,
and rescue of the corpus luteum will be presented.

26.2 Luteinization

26.2.1 Intracellular and Genomic Effects of the
LH surge

Follicle-stimulating hormone (FSH) increases estradiol pro-
duction by the selected follicle and also induces the expres-
sion of the luteinizing hormone (LH) receptor (LH-R), which
reaches maximal levels of expression in the granulosa cells of
preovulatory follicles [1]. During the middle of the menstrual
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cycle, the increasing levels of estradiol cause an increase in
LH (and FSH) secretion, which is known as the LH surge. In
the mature preovulatory follicle, the activation of LH-R by
the preovulatory LH surge induces ovulation and initiates the
process of differentiation of granulosa and theca cells into
luteal cells through a process termed luteinization.

The LH-R signals via membrane-associated het-
erotrimeric GTP-binding proteins (G-proteins), which are
composed of α-, β-, and γ-subunits. The specificity of
G-protein coupling to a given receptor is typically defined in
terms of the class of the Gα subunit (Gs, Gi/o, Gq/11, G12).
Particularly, the LH-R is coupled to the stimulatory guanine
nucleotide-binding protein Gαs (Fig. 26.1), although it has
been shown that the LH-R may also couple with Gi, G13,
and Gq/11 [2]. The LH-R is capable of generating two major
signals: one activates the adenylyl cyclase (AC) to produce
cAMP, and the other activates phospholipase-C (PLC), mobi-
lizes phosphoinositides, and increases intracellular calcium
(Ca2+) [3]. Gαs is responsible for activating the AC that pro-
duces cAMP, which activates the cAMP-dependent protein
kinase-A (PKA) [4]. Once PKA is activated, its moves to
the nucleus where phosphorylates a number of transcription
factors, including the cAMP regulatory element-binding
protein (CREB) [5]. CREB is phosphorylated at serine 133
by PKA [5], which allows the recruitment of coactivators
such as the CREB binding protein (CBP/p300) [6].

In granulosa and luteal cells, as in all cells, cAMP is
rapidly degraded by phosphodiesterases. In granulosa cells,
the phosphodiesterase, PDE4D, regulates cAMP levels [7].
PDE4D knockout mice exhibit reduced ovulation rates and
litter size due to the altered responsiveness of the granu-
losa cells to the LH surge [8]. Moreover, many follicles fail
to reach the preovulatory stage due to premature luteiniza-
tion, suggesting that the lack of PDE4D primarily permits
accumulation of cAMP such that follicles exhibit premature
luteinization.

The molecular mechanism by which LH stimulates the
PLC/phosphoinositides pathway has not been clearly deter-
mined. In rat granulosa cells, it has been demonstrated that
only cells with a high density of receptors respond to LH
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Fig. 26.1 Intracellular signaling and genomics effects of the LH
surge leading to luteinization. The LH-R signals via Gαs, which acti-
vates the adenylyl cyclase (AC) to produce cAMP. cAMP activates
cAMP-dependent protein kinase A (PKA). Once PKA is activated, its
catalytic unit moves to the nucleus where it phosphorylates transcrip-
tion factors such as cAMP regulatory element binding protein (CREB).
The phorphorylation of CREB facilitates the recruitment of coactiva-
tors such as CBP or p300. Simultaneously, cAMP is rapidly degraded
by the action of phosphodiesterases E4D (PDE4D). LH also stimu-
lates the phospholipase C (PLC) pathway, probably mediated by the
release of the βγ subunits after the activation of Gα. PLC-β cleaves the

inositol 1,4,5-trisphosphate (InsP3) moiety from phosphatidylinositol 4,
5-bisphosphate (PIP2) with the retention of 1,2-diacylglycerol (DAG) in
the membrane. InsP3 enters the cytoplasm and binds to receptors on the
endoplasmic reticulum, resulting in the mobilization of intracellular cal-
cium stores. DAG, in concert with calcium, activates PKC. In preovu-
latory granulosa cells, LH causes a delayed and sustained stimulation
of the extracellular regulated kinase (ERK1/2 or MAPK) pathway in a
PKA- and PKC-dependent manner. These signaling pathways will ulti-
mately lead to the expression of several genes involved in ovulation, exit
of the proliferative cell cycle, and luteinization

by activating the inositol phosphate cascade in addition to
the cAMP [9]. This observation suggests that only granu-
losa cells from preovulatory follicles will respond to LH with
an increase in phosphoinositides production. It has been pro-

posed that the release of the G-protein β- and γ-subunits after
the activation of Gα leads to the activation of PLC-β [10].
PLC-β cleaves the inositol 1,4,5-trisphosphate (IP3) moiety
from phosphatidylinositol 4,5-bisphosphate (PIP2) with the



26 Molecular Control of Corpus Luteum Function 293

retention of 1,2-diacylglycerol (DAG) in the membrane [2]
(Fig. 26.1). IP3 enters the cytoplasm and binds to receptors
on the endoplasmic reticulum, resulting in the mobilization
of intracellular Ca2+ stores. DAG, in concert with Ca2+, acti-
vates protein kinase-C (PKC) [11, 12, 13]. A role for PKC in
mediating the effect of LH is supported by the fact that LH
action can be mimicked by suboptimal doses of LH plus a
PKC activator [14].

Luteinizing hormone also stimulates the extracellular-
regulated kinase (ERK1/2 or MAPK) pathway in granulosa
cells [15]. Remarkably, the effect of LH on ERK1/2 phospho-
rylation can be rapid and transient, or delayed and sustained.
The early increase in ERK1/2 phosphorylation elicited by the
activation of the LH receptor is PKA-dependent but does
not depend on PKC activation [15]. This rapid and tran-
sient activation of the ERK1/2 occurs in immature granulosa
cells, which express low levels of LH receptor. In preovula-
tory mural granulosa cells, which express high levels of LH-
R, LH provokes a delayed and more sustained activation of
ERK1/2 that is PKA- and PKC-dependent [16], which is an
indirect mechanism because it is mediated by the release of
epidermal growth-like factors (EGF) [16]. In fact, it is known
that LH stimulates the expression of EGF in granulosa cells
[17]. LH activates the transcription of the transcription factor
Jun, Fos, and Fra [18].

Genes affected by the LH surge. LH-R activation in the
preovulatory follicle results in the induction of a broad range
of genes that are crucial for ovulation and differentiation of
the granulosa cells [19]. Some of these genes are transiently
induced, whereas others remain constitutively expressed in
luteal cells. Between the transiently induced genes are pro-
gesterone receptor (PR) [20], cyclooxygenase-2 (COX-2)
[21], CCAAT/Enhancer Binding Protein-β (C/EBP?) [22],
and early growth response protein-1 (Egr-1) [23].

Mice deficient in PR, C/EBPβ, or COX-2 are infertile
because preovulatory follicles fail to ovulate. COX-2 and PR
knockout female mice do not ovulate even in response to
exogenous hormones, but they do form corpora lutea con-
taining trapped oocytes, suggesting that luteinization can
occur in the absence of these molecules [24]. In contrast,
C/EBPβ-null mice release fertilizable eggs in response to
gonadotropin stimulation, yet luteinization does not take
place [22]. These observations suggest a key role for C/EBPβ

in corpus luteum formation. The genes targeted by C/EBPβ

that are specifically involved in follicular luteinization are not
yet known. Interestingly, once luteinization occurs, C/EBPβ

is no longer expressed in the corpus luteum, suggesting that
the role of this transcription factor is limited to the process
of luteinization and not involved in the maintenance of luteal
function.

Disruption of the Egr-1 gene also leads to infertility. In
Egr-1 knockout animals infertility is due to diminished pro-
duction of LH in the pituitary gland [25] and the lack of LH-R

expression in the ovary [26], suggesting that Egr-1 controls
not only the expression of LH but also the capacity of gran-
ulosa cells to respond to this hormone. Consequently, in the
absence of Egr-1, luteinization of the granulosa cells does not
occur even when animals are treated with gonadotropins [26].

26.2.2 Granulosa Cell Exit from the
Proliferative Cycle

Follicle-stimulating hormone stimulates proliferation of
granulosa cells, resulting in an enormous increase in fol-
licle size. After the LH surge, granulosa cells stop divid-
ing and exit the proliferative cycle. Luteal cells are found
arrested predominantly at the G0/G1 phase of the cell cycle
[27]. Cyclin-dependent kinases (Cdks) and several proteins
that either stimulate or inhibit their activities regulate the
G1 phase of the cell cycle, governing the transition between
proliferation and quiescence [28]. Progression through G1

is controlled largely by Cdks 4/6 and 2 in association with
cyclins D and E, respectively. The entry of cells into the
S-phase involves the cooperation of Cdk 4/6 and D-type
cyclins, D1, D2, and D3, with Cdk2/cyclin-E. These kinases
phosphorylate the retinoblastoma protein (pRb), which in
turn activates diverse genes required for S-phase entry and
progression [29]. Accordingly, in mice and human luteal
cells, only unphosphorylated pRb is found, and consistent
with this, they express the Cdk inhibitor protein p27Kip1

but not E2F-1, which is normally expressed in proliferating
cells [30].

Cessation of cell proliferation during luteinization is
associated with a progressive loss of positive cell cycle
regulators, including cyclins and Cdk2, and with increased
expression of the Cdk inhibitors p21cip1 and p27kip130. The
LH surge silences the expression of cyclin-D2 and induces
the expression of p21cip1 very rapidly; however, its stim-
ulatory effect on p27kip1 is delayed by 12–24 hours [31].
Deletion of p21cip1 causes no detectable defects in luteal cell
function and fertility, whereas p27kip1 knockout ovaries show
a proliferation of luteal cells [32]. These observations suggest
that p27kip1 is a major limiting factor for the successful exit of
luteal cells from the proliferative cycle during luteinization.
However, luteal cells obtained from the p27kip1 and p21cip1-
double knockout mice undergo more prolonged proliferation
relative to those in p27kip1-single knockout mice [33], sug-
gesting that p27kip1 and p21cip1 synergistically cooperate in
the exit of granulosa cells from the proliferative cycle.

Interestingly, p27-deficient granulosa cells complete the
differentiation program and become luteal cells, and express
luteal cells markers such as the cytochrome-P450 side chain
cleavage (P450scc) and produce progesterone, but can do so
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without withdrawing from the cell cycle [32]. This ability of
luteal cells to uncouple differentiation and growth arrest in
the absence of p27 suggests that the exit from the prolifera-
tive cycle is not an obligatory step for the differentiation of
granulosa into luteal cells.

26.2.3 Role of the Oocyte in Luteinization

Oocyte-derived regulatory molecules act within the folli-
cle to inhibit premature luteinization and limit progesterone
biosynthesis [34]. In vitro studies demonstrated that mem-
bers of the transforming growth factor (TGF) superfam-
ily, including TGF-β, activins, inhibins, bone morphogenetic
proteins (BMPs), growth/differentiation factors (GDFs), and
anti-Müllerian hormone [35], mediates the anti-luteinizing
effect of the oocyte [36]. The TGFs signals through a
serine–threonine kinase cascade that results in the cytoplas-
mic to nuclear translocation of intracellular effectors pro-
teins termed “SMAD” [37]. In agreement with a role of
the TGF/SMAD signaling pathway in preventing premature
luteinization, in SMAD4 and activin-α conditional knockout
mice granulosa cells luteinize prematurely [38]. The ovaries
of these mutant animals contain a large number of corpora
lutea and high levels of luteal markers and produce large
amounts of progesterone [38]. This evidence suggests that
SMAD4 and activin-α prevent premature luteinization of
granulosa cells during follicle development.

26.2.4 Structural Changes

Luteal cell types—two types of cells can be found in the cor-
pus luteum: large and small luteal cells [39, 40]. Noteworthy,
although large and small luteal cells are the main functional
components of the corpus luteum, they represent less than
the 30% of the cells that form this gland. The rest is com-
posed by pericytes, endothelial, and immune cells. In rumi-
nants, humans, and rodents, small and large luteal cells differ
in their basal rates of progesterone secretion; the large cells
produce more progesterone than the small cells [39, 40]. In
humans and domestic animals, LH increases secretion of pro-
gesterone from small luteal cells but not large cells [40]. In
contrast, in rats, both cells respond to LH with an increase in
progesterone secretion [39]. It is believed that the origin of
the large luteal cells is the granulosa cells, whereas the theca
cells differentiate into small luteal cells; however, although
this hypothesis is well supported in domestic animals [40],
this does not seem to be the case in rodents [39]. In most
species, there is considerable mixing of large and small cell
types during the reorganization of the follicle into the cor-

pus luteum, leading to close contact between the two cell
types. Primates are an exception with the two cell populations
remaining relatively separate and therefore called granulosa-
luteal cells and theca-luteal cells, respectively [41]. Thus,
in primates, the two cell populations can be easily distin-
guished in tissue sections by their location. Furthermore,
theca-luteal cells are the primary source of androgens [42],
while granulosa-luteal cells are the site of estrogen synthesis
[43], suggesting that the two-cell model of estrogen biosyn-
thesis invoked to explain follicular estrogen production is
preserved in the corpora lutea of primates.

Tissue remodeling and vascularization—along with the
differentiation of granulosa and theca cells into large and small
luteal cells, alterations at the tissue level are needed to form
the vascular network of the corpus luteum. These alterations
include degradation of the follicular basement membrane, the
construction of the extracellular matrix (ECM), and the devel-
opment of new capillaries. The formation of luteal microvas-
culature is essential for the transfer of the high amounts of pro-
gesterone produced by luteal cells to the systemic circulation.
At the end of this process, each luteal cell is in direct contact
with several capillaries, giving the corpus luteum one of the
highest rates of blood flow in the organism [44].

Degradation of basement membrane—extensive angio-
genesis is already present in the theca layer of preovula-
tory follicles as a result of the coordinated production of
angiogenic factors by granulosa and theca cells. In follicles,
however, blood vessels cannot cross the barrier represented
by the basement membrane. After ovulation, the basement
membrane between the granulosa and theca layers dissolves
and thecal capillaries expand by sprouting into the avascular
granulosa cell layer (Fig. 26.2).

Laminin, collagen type-IV, fibronectin, and proteoglycans
are the major ECM components of the basement membrane
of the follicle [45]. These components of the basement mem-
brane are cleaved by matrix metalloproteinases (MMP) fam-
ily of proteins, MMP-2, MMP-9, and MMP-19, which appear
to be important during corpus luteum formation because they
cleave collagen type-IV [46]. In the rat ovary, MMP-2 is
present in granulosa, theca, and luteal cells, whereas MMP-
9 localization is restricted to the plasma membrane of the
luteal cells [47]. In mice, granulosa and theca cell expression
of MMP-19 is increased five- to tenfold following activation
of the LH-R [48].

Luteal extracellular matrix—the ECM consists of pro-
teinaceous (collagen, fibronectin, and laminin) and non-
proteinaceous (proteoglycans and glycoproteins) compo-
nents that provide tissue-specific extracellular architecture to
which granulosa and luteal cells attach. Laminin and collagen
IV are scarce in the granulosa layer of follicles but become
abundantly expressed in the corpora lutea of primates and
rodents [49, 50]. In the rat corpus luteum, collagen type IV
and laminin are detected in the granulosa layer approximately
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Fig. 26.2 Structural and vascular changes during luteinization. The LH
surge leads to ovulation and the transformation of the ovulated follicles
into the corpus luteum. In preovulatory follicles, two well-defined com-
partments are present: the theca layer, which is highly vascularized, and
the granulosa layer, which is devoid of blood vessels. Granulosa cells
proliferate under the action of FSH; however, as they differentiate into
luteal cells, they exit the proliferative cell cycle. Along with the differ-
entiation of granulosa and theca cells into luteal cells, degradation of
the follicular basement membrane (bm), which allows the invasion and
development of new capillaries, take place. These processes are orches-
trated by luteinizing theca and granulosa cells through the production of
angiogenic factors such as vascular endothelial growth factor (VEGF)
and basic fibroblast growth factor (BFGF) as well as matrix metallopro-
teinases (MMPs), which degrade the basement membrane of the follicle.
Follicles produce limited quantities of estrogens; in contrast, luteal cells
produce large amounts of progesterone. In some species, luteal cells also
produce estradiol

6 hours after ovulation [50, 51]. Cells interact with the ECM
through cell surface receptors named integrins [52]. Integrin
expression in luteal cells increases during luteinization due to
the stimulatory action of LH [53, 54]. The interaction of inte-
grins and components of ECM has an important role to play
in modulating survival, growth, and steroidogenesis of luteal
cells in several species. For instance, differentiation of gran-
ulosa cells into luteal cells in vitro is promoted by fibronectin
or laminin, and blocked by an antibody against integrin [55].
Thus, the ECM acts not only as a “scaffold” but also mod-
ulates luteal function through the presence of cell surface
receptors in the cells.

The ECM is constantly renewed, and equilibrium between
synthesis and degradation of the ECM is critical. Luteal cells
express not only MMP proteins but also tissue inhibitors
of metalloproteinases (TIMP), which inhibit the activity of

MMP. The ratio of active MMP:TIMP is important to main-
tain an ECM microenvironment favorable to the differentia-
tion of follicle-derived cells into luteal cells. If the balance
MMP:TIMP is altered to favor MMP activity, the normal
development and function of the corpus luteum are impaired.
This is, in fact, the phenotype observed in TIMP-1 knock-
out mice in which progesterone levels are significantly lower
when compared to wild-type animals [56].

Development of blood vessels—the development of new
blood vessels involves endothelial cell proliferation, expan-
sion of the capillaries, and development of the capillary
lumen (maturation). The dense capillary network formed
during luteinization efficiently supplies nutrients, hormones,
and lipoprotein-bound cholesterol to the luteal cells, and
provides a mechanism for speedy and efficient output of
progesterone from the corpus luteum. Soon after ovulation,
pericytes derived from the theca compartment are the first
vascular cells to invade the developing luteal parenchyma.
In the rat corpus luteum, new capillaries can be found within
16 hours after ovulation [50, 51]. The molecular regulation of
angiogenesis in the corpus luteum is complex, with a growing
list of regulators that include vascular endothelial growth fac-
tor (VEGF), basic fibroblast growth factor (bFGF), endocrine
gland-derived VEGF (EG-VEGF), and angiopoietins.

VEGF—VEGF stimulates differentiation, survival,
migration, proliferation, tubulogenesis, and vascular per-
meability in endothelial cells. In primates and rodents,
VEGF is expressed in the granulosa compartment only at
the preovulatory stage; after ovulation, luteal cells continue
expressing VEGF [57, 58]. In humans, VEGF expression
peaks in the early luteal phase in association with the initial
development of the capillary plexus [59]. Luteal VEGF is
stimulated by LH, estradiol, and IGF-1 [60, 61, 62].

The importance of VEGF in the vascularization of the cor-
pus luteum has been clearly demonstrated by using antibod-
ies to VEGF [63], antibodies to VEGF receptors [64], or sol-
uble truncated VEGF receptors to inhibit VEGF bioactivity
[65]. Administration of these compounds to rodents before
ovulation inhibits luteal angiogenesis and luteal development
[64, 66]. Furthermore, when an anti-VEGF receptor antibody
is injected in early-pregnant mice, blood vessels within the
already formed corpus luteum regress as a consequence of
the removal of endothelial cells that detach from the vascu-
lar basement membrane, suggesting that VEGF is not only
required for luteinization but is also critical to maintain the
functionality of luteal blood vessels during pregnancy [67].

EG-VEGF—endocrine gland-derived vascular endothe-
lial growth factor, or prokineticin-1 (PK-1), is an angio-
genic regulator expressed specifically in steroidogenic glands
[68]. Similar to VEGF, EG-VEGF promotes proliferation,
survival, and chemotaxis of endothelial cells; however,
EG-VEGF actions are limited to endocrine tissues [69,
70]. Within the ovary, EG-VEGF is highly expressed in
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developing follicles and the corpus luteum [68]. Luteal
expression of EG-VEGF is low in the early stage of luteal
development but is upregulated during the mid-luteal to late
luteal phase at a time when VEGF expression is considerably
reduced [59]. The pattern of expression of VEGF and EG-
VEGF supports the notion that VEGF activity is more impor-
tant for the creation of the luteal capillary plexus, whereas
both factors are needed to maintain the structure of the capil-
laries in the mid to late luteal phase.

bFGF—this was the first angiogenic factor identified in
the ovary [71]. bFGF is produced by luteal steroidogenic and
endothelial cells in rats [72] and humans [73]. bFGFs have
been found to stimulate proliferation and motility of luteal
endothelial cells [74], and treatment with antibodies to bFGF
suppresses the endothelial cell proliferation activity of luteal
extracts from cows, sheep, and pigs [75]; however, deletion
of the bFGF gene in mice does not result in disruption or loss
of fertility [76].

Angiopoietins—angiopoietins (Ang) are also critical for
angiogenesis and blood vessel integrity. Ang-1 and Ang-2
bind to a common receptor named Tie-2; however, whereas
Ang-1 stimulates sprouting and maturation of blood vessels,
Ang-2 inhibits this effect, acting as a competitive inhibitor
by binding Tie-2 without activating intracellular signaling
pathways [77]. Tie-2 or Ang-1 knockout mice are embryonic
lethal, with the most prominent defects involving the vascu-
lature; however, Ang-2 knockout mice develop normally and
are fertile [78], suggesting a more important role for Tie-2
and Ang-1 in angiogenesis. The Tie-2 receptor is localized
exclusively in luteal endothelial cells and is highest during
the early luteal phase and during luteal rescue [79]. Ang-1 is
expressed uniformly in luteal and endothelial cells through-
out the human corpus luteum. In contrast, Ang-2 is strongly
expressed in a minority of individual luteal and endothelial
cells found either singly or in clusters [79].

LH-R activation increases Ang-1 expression in human
luteal cells [79] and in macaque granulosa cells [80]. Ang-1
and Ang-2 expression is low during the early to mid-luteal
phase followed by a transient peak during corpus luteum
regression during the late luteal phase [79, 80]. This is in
contrast to the expression of VEGF, which peaks during the
mid- to mid-late luteal phase before declining during the late
luteal phase [81]. In rats, VEGF is abundant within the cen-
ter of the developing corpus luteum, including regions where
blood vessels have not yet developed [82]. In contrast, Ang-
1 transcripts are associated with blood vessels and appear to
follow or coincide with, rather than precede, vessel growth
in the early rat corpus luteum. The pattern of Ang-2 expres-
sion, however, suggests that this factor plays an early role
at the sites of vessel invasion. Initially, Ang-2 transcripts
are clustered in close association with blood vessels in the
theca interna of the late preovulatory follicle; after the LH
surge, Ang-2 becomes abundant at the front of vessels invad-

ing the developing corpus luteum [82]. These expression pat-
terns suggest that Ang-2 may collaborate with VEGF at the
front of invading vascular sprouts by blocking the stabilizing
or maturing function of Ang-1 and thus allowing vessels to
remain in a plastic state where they may be more responsive
to the sprouting signal provided by VEGF. After tube forma-
tion, Ang-1 recruits peri-endothelial support cells to promote
vessel maturation and to maintain vessel integrity [82].

26.3 Luteal Steroidogenesis

Granulosa cells display limited steroidogenic activity, pri-
marily converting androgens to estrogens. Luteal cells in con-
trast produce a large amount of progesterone. As all steroids,
progesterone is synthesized from cholesterol. Therefore, reg-
ulation of the uptake and storage of cholesterol plays an
integral part in luteal progesterone synthesis. Thus, during
luteinization, luteal cells acquire the capacity to uptake and
store cholesterol and express several proteins associated with
the mobilization of intracellular cholesterol.

Cholesterol uptake—although there are three potential
sources of cholesterol that could contribute to the pool
needed for luteal steroidogenesis (de novo synthesis, hydrol-
ysis of stored cholesterol esters, and exogenous lipoproteins;
see the top left part of Fig. 26.3), it is well accepted that
lipoproteins are the major source of cholesterol in luteal cells.
Thus, luteal cholesterol is provided via either the endocytosis
of cholesterol-rich low-density lipoproteins (LDL) through
the LDL-receptor (LDL-R) pathway, or the selective uptake
of cholesterol esters from high-density lipoproteins (HDL)
through the scavenger receptor BI (SR-BI) pathway [83].
Accordingly, HDL and LDL stimulate progesterone produc-
tion in human [84] and rat [85] luteal cells in culture.

Low-density lipoproteins are processed via the LDL-
R, where the intact lipoprotein is internalized and then
degraded in lysosomes. The cholesteryl esters delivered via
this pathway are hydrolyzed by lysosomal acid lipase, and
the released unesterified cholesterol is available for steroid
synthesis or re-esterified into cholesteryl esters for storage in
lipid droplets [86]. Unlike the LDL-R, in which the entire
lipoprotein is internalized, HDL binds to SR-BI, and the core
cholesterol ester is delivered to the plasma membrane with-
out the concomitant uptake and degradation of the entire
HDL particle, leaving the lipoprotein at the cell surface [87].
The mechanism by which cholesteryl esters are selectively
transferred to cells by SR-BI is not fully understood, but it
has been proposed that SR-BI forms a hydrophobic “chan-
nel” through which the cholesteryl esters in SR-BI-bound
HDL move down a concentration gradient into the plasma
membrane. The expression of SR-BI increases several folds
during the development of the corpora lutea in vivo and
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Fig. 26.3 Synthesis of progesterone, 20α-dehydro-progesterone, and
estradiol in the corpus luteum. Cholesterol (Ch) needed for luteal
steroidogenesis enters luteal cells through two routes: the LDLR and
endosome (Ed) transfer pathway and the HDL/SR-B1/lipid droplet
(Ld) transfer pathway. Lipid droplets are very extensive in luteal
cells and comprise 95% cholesterol esters (ChE) due to high acyl-
CoA:cholesterol acyltransferase (ACAT) activity. Ch can also be syn-
thesized de novo in the endoplasmic reticulum (Er). Ch is transferred to
the mitochondria (Mit.) by sterol carrier protein 2 (SCP2) after acti-
vation of hormone-sensitive lipase (HSL), which hydrolyzes ChE to
free Ch. Steroidogenic acute activator protein (StAR) facilitates the
movement of cholesterol from the outer mitochondrial membrane to
the inner mitochondrial membrane. Once Ch reaches the inner mito-

chondrial membrane, it is converted to pregnenolone by the cytochrome
P450 side-chain cleavage (P450scc). Conversion of pregnenolone into
progesterone occurs in the Er catalyzed by the 3βhydroxysteroid dehy-
drogenase /Δ5Δ4 isomerase (3βHSD). In rodents, the level of proges-
terone secreted by the corpus luteum also depends on the expression
of 20αHSD that catabolizes progesterone into the inactive progestin,
20α-dihydroprogesterone. In rodents and primates, the corpus luteum
converts progestins into androstenedione (A2) by action of P45017α-
hydroxylase/C17–20 lyase (P450c17). A2 is converted into estrone (E1)
by the cytochrome P450 aromatase (P450arom ). 17β-HSD-1/7 cat-
alyzes the conversion of the weak estrogen E1 into estradiol (E2), which
is a very active estrogen. LH and PRL stimulate progesterone synthesis
at several points.

during luteinization of granulosa cells in vitro [88]. In rat
luteal cells, SR-BI gene expression is stimulated by estradiol
[89]. SR-BI-null mice are infertile although they synthesize
normal amounts of progesterone during pseudopregnancy
[90]. Abnormal oocyte maturation and embryonic develop-
ment seem to be the cause of infertility in SR-BI-knockout
mice. These mutant animals, however, have a reduced reserve
of cholesterol in the corpus luteum, suggesting that nor-
mal ovarian lipid stores are not essential for the produc-
tion of adequate amounts of progesterone. It is also possible
that endogenous cholesterol synthesis or SR-BI-independent
pathways of cholesterol uptake increase and compensate for
the absence of SR-BI. In fact, luteal cells are able to produce
cholesterol de novo from acetyl coenzyme A [91].

Cholesteryl esters derived by the HDL/SR-BI pathway
must be hydrolyzed by ester hydrolases before the unes-
terified cholesterol can be transferred to mitochondria for
steroid production. This step is catalyzed by hormone-
sensitive lipase (HSL), which is a multifunctional enzyme

that hydrolyzes triacylglycerol and cholesterol esters. HSL
is expressed in the rat corpus luteum and is regulated at
both the mRNA expression and mRNA translation levels by
LH and PRL [92]. HSL knockout males are sterile because
of oligospermia [93]; however, the effect of this mutation
of ovarian function has not been examined. In contrast,
the enzyme hepatic lipase (HL), which facilitates selective
uptake and mobilization of cholesterol of HDL [94], is neces-
sary for optimal progesterone production in luteal cells [95].
HL knockout mice become pregnant; however, these mutants
have fewer corpora lutea, lower levels of progesterone, and
smaller litters.

Intracellular cholesterol mobilization—due to its
hydrophobic nature, cholesterol cannot freely diffuse in the
cytosol and reach the mitochondria where the first enzymatic
step in the synthesis of progesterone takes place. Several
proteins have been shown to participate in the intracellular
movement of cholesterol in steroidogenic cells. Among
these proteins, sterol carrier protein-2 (SCP-2) is considered
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to play a major role in the cholesterol mobilization within
the cytoplasm [96]. SCP-2 is increased in luteal cells by
LH [97] and estradiol [98]. Moreover, SCP-2 expression
during pregnancy closely parallels progesterone production
by the corpus luteum [98]. Once cholesterol reaches the
outer mitochondrial membrane, cholesterol is transported
to the inner mitochondrial membrane through the aqueous
intermembrane space by the action of at least two proteins,
the steroidogenic acute regulatory protein (StAR) and the
peripheral-type benzodiazepine receptor (PBR).

Steroidogenic acute regulatory protein facilitates the
movement of cholesterol from the outer mitochondrial mem-
brane to the inner mitochondrial membrane, but the mecha-
nism of action of StAR is not fully understood, and at least
four models of StAR’s action have been proposed [99]. In fol-
licles, StAR expression is restricted to theca cells; after ovu-
lation, this protein becomes highly expressed in human [100]
and rat [101] luteal cells. In these cells, StAR expression
increases rapidly after LH administration [102]. In StAR-
null mice, ovaries appear normal at birth; however, after
puberty, ovaries exhibit impaired follicular maturation and
contain abundant lipid deposits primarily in ovarian stromal
cells [103]. These alterations lead to infertility and premature
ovarian failure.

The PBR is a high-affinity cholesterol-binding protein
found in between outer and inner mitochondrial membranes
[104]. In this location, PBR could function as a pore, allow-
ing for the translocation of cholesterol from the outer to the
inner mitochondrial membrane [105]. PBR is expressed ubiq-
uitously but is most abundant in steroidogenic cells, includ-
ing luteal cells [106]; however, since PBR-knockout mice are
embryonic lethal [107], the precise role of PBR in ovarian
steroidogenesis remains unclear.

Progesterone biosynthesis—once cholesterol reaches the
inner mitochondrial membrane, the transformation of choles-
terol into steroid hormones begins. The synthesis of pro-
gesterone is the most simple of all the steroidogenic path-
ways, and only two enzymes are involved (Fig. 26.3). The
first modification to the cholesterol molecule occurs in the
inner mitochondrial membrane where the molecule is con-
verted to pregnenolone by the cytochrome P450 side-chain
cleavage (P450scc). Conversion of pregnenolone into proges-
terone occurs in the plasma reticulum and is catalyzed by the
3βhydroxysteroid dehydrogenase/Δ5Δ4 isomerase (3βHSD).
The expression of both enzymes [108] and of the organelles
that house them [109] increases during corpus luteum for-
mation, allowing luteal cells to synthesize large amounts of
progesterone. Both enzymes remain highly expressed in the
corpus luteum throughout pregnancy [110].

In rodents, the level of progesterone secreted by the corpus
luteum does not depend only on the amount of progesterone
synthesized by the luteal cells but also on the expression
of the enzyme 20αHSD that catabolizes progesterone into

the inactive progestin, 20α-dihydroprogesterone (20α-DHP).
Once 20αHSD becomes expressed in the corpus luteum, pro-
gesterone secretion drops, and 20α-DHP becomes the major
steroid secreted by luteal cells [111]. Due to the detrimen-
tal effect of 20αHSD on luteal progesterone secretion, lit-
tle or no 20αHSD activity is found in the rat corpus luteum
throughout pregnancy; however, elevated activity is found
just before parturition concomitant with the rapid decrease in
the concentration of progesterone in serum [112]. In rodents,
this decrease in serum progesterone is essential for parturi-
tion to occur. Accordingly, mice deficient in 20αHSD sus-
tain high progesterone levels and display a delay of several
days in parturition [113]. Whereas 20αHSD is one of the
most important players in the regulation of luteal proges-
terone secretion in rodents, the role of this enzyme in the con-
trol of progesterone production and/or action in other species
needs further investigation.

Biosynthesis of androgens and estradiol by the cor-
pus luteum—in rodents as in primates, the corpus luteum
produces significant quantities of androgens and estrogens.
The conversion of progestins into androgens is mediated by
the enzyme P45017α-hydroxylase/C17–20 lyase (P450c17
or CYP17). Although P450c17 is expressed in the corpora
lutea of primates and rodents, the distribution of this enzyme
differs between species; thus, while rat large and small luteal
cells express P450c17 [39], in humans only theca-derived
small luteal cells produce androgens [114]. Androgens are
converted into estrogens by action of the cytochrome P450
aromatase, which is expressed in the corpora lutea of pri-
mates and rodents [114, 115].

26.4 Hormonal Regulation

One of the most important changes that take place during
luteinization is the alteration in the cellular responsiveness
to external signals that allows luteal cells to respond to a new
set of hormones. In general, corpus luteum function is con-
trolled by the interaction of tropic hormones secreted by the
pituitary, the corpus luteum itself, the decidua, and the pla-
centa; however, the kind of hormones secreted by these tis-
sues and their combination differ between species.

26.4.1 Role of Luteinizing Hormone

In humans and non-human primates, LH is essential and suf-
ficient for the stimulation and maintenance of luteal function
[116]. In monkeys treated with a gonadotropin-releasing hor-
mone (GnRH) antagonist (which blocks pituitary LH secre-
tion), there is a rapid and sustained fall in serum progesterone
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production by the corpus luteum [117]. During the luteal
phase, LH is secreted from the pituitary in a pulsatile manner
due to the intermittent secretion of GnRH by the hypothala-
mus [118]. During the early luteal phase, pulses of low ampli-
tude and high frequency have been observed, whereas by the
mid-luteal phase, LH pulses are less frequent but of greater
amplitude [118]. A progesterone peak occurs after each LH
pulse during the mid-late luteal phase [119].

In primates, the steroidogenic actions of LH are directed
primarily at the delivery of cholesterol to the mitochon-
drial cholesterol side-chain cleavage system by increasing the
expression of StAR [120] and by stimulating the expression
of SR-BI [121]. LH also stimulates the expression of 3βHSD,
aromatase, estrogen receptor β [122], and genes involved in
tissue remodeling [123] and in the maintenance of luteal vas-
culature [124].

In rodents, LH has been shown to increase SR-BI and
HDL uptake [125] and to stimulate the synthesis of andro-
gens [126]. Because LH is essential for follicular matura-
tion and ovulation [127], knockout animals for LH or the LH
receptor have not provided information regarding the role of
LH in corpus luteum function.

Luteinizing hormone receptor—in humans, the LH-R is
highly expressed by luteal cells [128]; however, the stim-
ulus that maintains the expression of this receptor is not
known. In contrast, it is clear that in rodents the upregu-
lation of the LH receptor in the corpus luteum is due to
prolactin (PRL) [129]. The preovulatory LH surge causes
activation first and thereafter a transient desensitization of
the LH receptor. A marked downregulation of LH-R protein
and mRNA follows desensitization [130]. A model for such
desensitization involving ADP-ribosylation factor 6 (ARF6)
and arrestin 2 was recently proposed [131]. The downregula-
tion of LH-R mRNA that occurs under these conditions is not
due to decreased transcription of the LH-R gene but rather
to increased degradation of LH-R mRNA [132]. Menon and
colleagues have identified and purified a rat ovarian pro-
tein, designated LH-R binding protein (LRBP), that binds
to a region of the open reading frame of the rat LH recep-
tor mRNA and enhances its degradation [133]. The LH-R is
also activated by human chorionic gonadotropin (hCG). In
the event of fertilization, hCG secreted by the syncytiotro-
phoblast cells of the placenta stimulates the LH receptor in
the corpus luteum, resulting in the production of proges-
terone essential for the maintenance of pregnancy (see below,
Rescue of corpus luteum function during pregnancy).

26.4.2 Role of Prolactin (PRL)

In rodents, LH also enhances progesterone synthesis, but is
not sufficient to sustain steroidogenesis by itself and depends

on the previous exposure of the corpus luteum to PRL [134].
Rats, mice, hamsters, and other small rodents have a short,
incomplete estrous cycle that lacks a spontaneous luteal
phase. In the absence of mating, the corpora lutea of these
animals are short-lived and non-functional. The activation of
the luteal phase in these species depends on the neuroen-
docrine reflex provided by the male at the time of mating,
which initiates biphasic surges of PRL secretion from the
pituitary [135].

In the rat corpus luteum, PRL increases LH receptor
expression [136] and also facilitates the luteotrophic effect of
estradiol (see below) by stimulating estrogen receptor expres-
sion [137]. PRL not only enables luteal cells to respond to
the luteotropic stimuli of LH and estradiol but also indirectly
stimulates progesterone production by increasing the uptake
of cholesterol. Thus, in the rat corpus luteum, PRL stim-
ulates lipoprotein binding and enhances cholesterol uptake
[85]. PRL also regulates the expression of P450scc and
3βHSD [138, 139] and enhances the expression of the two
enzymes involved in estradiol biosynthesis: aromatase [115]
and 17βHSD type-7 [140]. PRL also has a protective role in
luteal cells via the stimulation of superoxide dismutase, an
enzyme that scavenges free radicals [141], and the inhibition
of annexin-5 expression, a protein associated with cell death
[142]. However, one of the main luteotrophic actions of PRL
is the inhibition of the 20αHSD enzyme [143]. In PRL and
PRL-receptor (PRL-R) null mice, ovulation, fertilization, and
corpus luteum formation occur normally; however, the cor-
pus luteum fails to organize appropriately and degenerates
rapidly [144]. One of the major defects found in the PRL-
R null mice is the premature expression of luteal 20αHSD
[144], leading to decreased secretion of progesterone and
involution of the corpus luteum. As a consequence, PRL and
PRL-R null mice are sterile because uterine decidualization
and embryo implantation fail to take place.

In rodents, PRL is secreted from the pituitary only until
mid-pregnancy [134]. After mid-pregnancy, the decidua and
the placenta secrete PRL and placental lactogens (PLs) I
and II [145]. Both PL-I and PL-II bind to the PRL receptor
and sustain luteal function until parturition [145]. Notewor-
thy, human decidua cells also secrete PRL [146]; however,
although human decidual PRL is crucial for implantation, it
does not affect luteal function [147].

PRL receptors—in the rat, the PRL-R is expressed in
two variant forms, long (PRL-RL) and short (PRL-RS), both
of which increase during luteinization [148]. The PRL-R
does not have tyrosine kinase activity, but it is associated
with a protein kinase named Jak2, which is activated by
phosphorylation upon PRL binding and phosphorylates the
transcription factors Stat5a and Stat5b [149]. Stat5b is
the predominant isoform in luteal cells, and its expression
increases during luteinization [148]. Stat5b is essential for
luteal function since Stat5b-deficient mice abort beyond day
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7 of pregnancy, a phenomenon that can be partially pre-
vented by treatment with progesterone [150]. Because abor-
tion occurs after day 7 of pregnancy, it appears that the
major role of Stat5b is not in luteinization but rather in cor-
pus luteum maintenance. In contrast, Stat5a/b double mutant
mice have normal developing follicles and ovulation, yet
few corpora lutea are evident in their ovaries, indicating that
both Stat5 molecules are necessary for the normal devel-
opment and survival of the corpus luteum [151]. Stat5a/b
deletion leads to extensive expression of the progesterone-
metabolizing enzyme 20αHSD [151], which explains the low
circulating levels of progesterone found in these animals.
This deficiency is partially corrected in the double knock-
out for 20αHSD and Stat5b [113], supporting the concept
that activation of Stat5b is important in suppressing 20αHSD
gene expression.

26.4.3 Role of Estradiol

In rodents, estradiol is a potent luteotropic hormone that
stimulates progesterone biosynthesis, vascularization, and
hypertrophy of the corpus luteum [152]. In fact, it has been
demonstrated that estradiol mediates LH actions on the rat
corpus luteum and that estradiol can maintain the corpus
luteum in the absence of LH [153, 154]. Thus, the main
luteotropic factors in the rat are PRL and estradiol, and these
two hormones synergize in the stimulation of progesterone
secretion.

Estradiol induces a remarkable proliferation of vascular
endothelial cells apparently due to the stimulation of VEGF
and VEGF receptor expression [63]. Estradiol also stimulates
overall protein synthesis [155] and enhances cholesterol sup-
ply in luteal cells by stimulating cholesterol synthesis [156],
uptake of cholesterol from circulation [157], and intracellular
cholesterol mobilization [98]. These effects of estradiol are
due, at least in part, to transcriptional stimulation of the SR-
BI gene [158]. In rabbits, estradiol is the main luteotrophic
hormone, and has been linked with elevated production of
StAR and with cholesterol accumulation [159].

In contrast, in primates, estradiol has been related to the
process of involution of the corpus luteum. For instance,
intraovarian administration of estradiol induces premature
functional luteolysis in monkeys [160]. However, whether
estradiol acts directly in luteal cells or indirectly by reduc-
ing pituitary LH release and therefore depriving the corpus
luteum of adequate gonadotropin support is still unclear.

Estrogen receptor—estrogen receptors are expressed in
two distinct forms: ERα and ERβ. ERβ mRNA and protein
are present in the corpora lutea of monkeys and humans [122,
161]. In the monkey, ERβ expression is low during the first
half of the luteal phase and increases at mid-late luteal phase

at the onset of luteal regression [122]. Moreover, proges-
terone seems to inhibit ERβ expression in the primate corpus
luteum [122]. This inhibitory effect of progesterone and the
pattern of ERβ expression support a role for locally produced
estrogens in functional luteolysis in primates.

The rodent corpus luteum expresses both estrogen recep-
tors [162], although ERα is found at levels tenfold higher
than ERβ [163]. In contrast, in granulosa cells ERβ is the
predominant receptor [164]. Granulosa ERβ expression is
downregulated by the LH surge and can be mimicked in
vivo and in vitro by activation of the LH receptor [164].
Generation of mice lacking ERα or ERβ has demonstrated
that while estradiol-17β (estradiol) is critical for corpus
luteum formation and maintenance, estradiol can act through
either receptor to carry out its actions. Although ERβ or ERα

knockout mice present severe fertility problems, both show
normal corpus luteum development [165]. In contrast, aro-
matase knockout and ERαβ double-knockout mice do not
form corpora lutea [166]. Taken together, these findings indi-
cate that estradiol is indeed needed for corpus luteum forma-
tion and maintenance in rodents and that estradiol likely acts
non-selectively through ERα or ERβ.

26.4.4 Role of Progesterone

A number of findings suggest that progesterone can pro-
mote its own secretion in many species; however, the cel-
lular mechanisms and specific actions of progesterone in the
corpus luteum remain controversial. In humans, it has been
suggested that progesterone may contribute to maintaining
luteal function during early pregnancy [167]. Moreover, pro-
gesterone depletion causes premature functional and struc-
tural degeneration of the macaque corpus luteum [168]. In the
rat, progesterone also has luteotrophic effects. For instance,
progesterone seems to stimulate its own production in vivo
[169] and in vitro [170]. Progesterone also appears to partic-
ipate in the downregulation of 20αHSD [171] and to protect
the rat corpus luteum from cell death [172].

Progesterone receptors (PR)—the corpus luteum of most
species, including humans and ruminants, with the excep-
tion of rodents, expresses PR. PR can be expressed in two
major isoforms: PR-A and PR-B. PR-A is a truncated pro-
tein lacking the first 164 amino acids from the N-terminal
domain; otherwise, the two PRs have an identical amino acid
sequence. PR expression is rapidly induced by LH in pre-
ovulatory follicles and in cultured granulosa cells of sev-
eral species [173, 174]. In primates, both PR-A and PR-B
remain expressed in the corpus luteum, where PR-B is the
predominant isoform [175]. In contrast, in mice and rats, PR
expression decreases rapidly after ovulation, and the receptor
is not expressed in luteal cells throughout pregnancy [176].
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In rodents, the induction of PR expression in granulosa cells
is a central event in ovulation; however, the role of PR in
luteinization is not clear. This is because PR-null mice treated
with gonadotropin are able to form corpora lutea, which con-
tain trapped oocytes [24]. Nevertheless, the absence of PR
does not preclude progesterone action via other pathways.
For instance, Cai [177] established the expression of mem-
brane PR in the rat corpus luteum. The authors demonstrated
that rat luteal membranes contain proteins that bind pro-
gesterone with high affinity and specificity and that these
proteins localize exclusively on luteal microsomal fractions.
However, the function and signaling of membrane PR in
luteal cell formation and function remain unknown.

26.5 Luteolysis

Luteolysis is defined as the process whereby the corpus
luteum ceases to function, i.e., to secrete progesterone. Lute-
olysis plays an important role in reproduction because pro-
gesterone suppresses FSH and LH secretion, thus prevent-
ing the development of new preovulatory follicles. There-
fore, luteolysis terminates the female reproductive cycle by
decreasing progesterone secretion and allowing the contin-
uation of follicular development. In fact, luteolysis appears
to have evolved as a mechanism to increase reproductive
efficiency; thus, if the female does not conceive following
ovulation, removal of the corpus luteum permits a new ovar-
ian cycle to begin. In this way, after a relatively short inter-
val of time, a new opportunity is provided for the female
to conceive. In rodents, as in many other species in which
the corpus luteum in the only source of progesterone dur-
ing pregnancy, luteolysis plays an even more important role
because circulating progesterone must fall to allow parturi-
tion to occur. During normal luteolysis, two closely related
events occur. First, the capacity to synthesize and secrete pro-
gesterone is lost (functional regression) followed by the death
of luteal cells and the loss of vascular integrity of the gland
(structural regression).

26.5.1 Factors Involved in Functional
Regression

Prostaglandin F2α—early studies demonstrated that hys-
terectomy in cyclic guinea pigs causes abnormal persis-
tence of the corpus luteum. Similar effects were subsequently
observed in sheep, cows, pigs, mares, hamsters, rabbits, and
rats [178]. The factor that mediates the luteolytic effect of the
uterus was identified as prostaglandin F2α (PGF2α) [179].
The role of PGF2α in the demise of corpus luteum func-

tion at the end of pregnancy in rodents was clearly demon-
strated in mice lacking the PGF2α receptor. In these mutant
animals, luteal progesterone production at the end of preg-
nancy is extended, and consequently, parturition does not
occur [180]. A similar phenotype has been observed in mice
defective in enzymes involved in prostaglandin biosynthe-
sis such as cytosolic phospholipase A2 (cPLA2), which cat-
alyzes the formation of arachidonic acid from membrane
phospholipids, and COX-1, which allows the conversion of
arachidonic acid to prostaglandins [181].

Although not discussed here, it is well established that
neurohypophysial oxytocin stimulates the release of PGF2α

from the endometrium in large domestic ruminants. PGF2α

in turn increases ovarian oxytocin secretion, forming a feed-
forward loop that leads to luteolysis and parturition [178].
Oxytocin is mainly associated with the initiation of parturi-
tion, especially by facilitating uterine contraction. Oxytocin,
however, is also synthesized by the corpora lutea of several
species, including humans, ruminants, and rodents, and may
contribute to the progress of luteolysis by stimulating the pro-
duction of PGF2α in the ovary [178].

In contrast to the clear role of the uterus in the initia-
tion of luteolysis in ruminants and rodents, the uterus has
no effect on the lifespan of the corpus luteum in primates.
Luteal regression in primates seems to be due to a reduction
in the responsiveness of the aging corpus luteum to LH [116,
182]. In fact, luteal lifespan in monkeys is prolonged beyond
the expected time of spontaneous luteal regression by treat-
ment with exponentially increasing doses of LH [182] but
not by maintaining mid-cycle LH levels. A second hypoth-
esis suggests that luteolysis is initiated by autocrine and/or
paracrine mechanisms [178, 183]. In this case, factors synthe-
sized within the ovary or the corpus luteum may initiate lute-
olysis near the end of the menstrual cycle. Estradiol, PGF2α,
and oxytocin have been proposed to act as local luteolytic
agents in the primate corpus luteum.

In monkeys, estradiol injected into the ovary containing
the corpus luteum induces a premature decline in circulating
progesterone [184]; however, no changes in progesterone lev-
els occur if estradiol is injected into the contralateral ovary.
Moreover, estrogen receptor-β expression increases toward
the end of the luteal phase [122]. Similarly, PGF2α induces
luteal regression when given as a single injection directly into
the human corpus luteum but not when injected into the adja-
cent stroma [185]. Moreover, in monkeys and humans, the
secretion of PGF2α increases toward the end of the menstrual
cycle only in the ovary bearing the corpus luteum [186]. The
PGF2α receptor is expressed in primate luteal cells [187],
and PGF2α inhibits the stimulatory effect of LH on proges-
terone secretion in the corpora lutea of mid- and late luteal
phases but not in earlier stages [188]. The stage-dependent
resistance to PGF2α-induced luteolysis is common among
farm animals, but the mechanism responsible for this is not
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clear [189]. Oxytocin injected into the human corpus luteum
causes a fall in serum progesterone and increases PGF2α

production [190]. Moreover, the oxytocin-induced decrease
in serum progesterone can be prevented with an inhibitor
of prostaglandin biosynthesis [190]. Similar to PGF2α, the
effect of oxytocin on the corpus luteum depends on the age of
the gland [191]. Human luteal cells produce oxytocin [192]
and possess oxytocin receptors [192]. These findings suggest
that ovarian and/or neural oxytocin signals may induce local
production of PGF2α, which explains why luteolysis can pro-
ceed in the absence of the uterus in primates.

Prostaglandin F2α signaling—in luteal cells, PGF2α

signals through a Gq coupled receptor that has been detected
in the corpora lutea of multiple mammalian species [193].
Activation of this receptor causes PLC-mediated generation
of inositol triphosphate (InsP3) and diacylglycerol (DAG)
followed by an increase in intracellular calcium and PKC
activity [194]. In addition to PLC, there is evidence that in
luteal cells PGF2α activates the phospholipase D pathway,
producing phosphatidic acid in addition to DAG [195] and
the MAPK signaling cascade [196, 197].

Effect of PGF2α on luteal steroidogenesis—in rodents,
one of the main actions of PGF2α is to stimulate the inactiva-
tion of progesterone. This effect is mediated by the induction
of the 20αHSD enzyme [198]. Consequently, at the end of
pregnancy, the rat corpus luteum principally secretes 20αDH-
progesterone instead of progesterone. PGF2α administration
to pregnant rats induces a rapid increase in the expression
of the 20α-HSD gene [199]. Moreover, the massive expres-
sion of the 20αHSD gene at the end of pregnancy does not
take place in mice lacking the PGF2α receptor [199]. The
stimulatory effect of PGF2α on the expression of the 20α-
HSD genes is mediated by the activation of the transcrip-
tion factor JunD, which in turn induces the expression of
Nur77 [196].

Prostaglandin F2α also reduces cholesterol transport in the
rat ovary by decreasing SCP-2 [200] and StAR expression
[201]. Inhibition of StAR by PGF2α has been associated with
increased expression of DAX-1 [202], c-Fos [203], and ying
yang-1 [204] transcription factors. Administration of PGF2α

on day 19 of pregnancy also reduces 3βHSD activity [170].
However, this inhibitory effect of PGF2α does not appear
to be at the level of gene expression [205]. The physiolog-
ical significance of the downregulation of protein involved
in cholesterol transport and processing is not clear since the
drop in progesterone secretion at the end of pregnancy in
rodents is not due to the decrease in progesterone biosyn-
thesis but rather to the catabolism of progesterone.

Anti-luteotrophic effect of PGF2α—in rodents, PGF2α

prevents both LH and PRL stimulation of progesterone
biosynthesis. The anti-LH action of PGF2α involves two
interrelated actions, the blockage of LH-induced cAMP accu-
mulation and the inhibition of the response of the luteal

cells to cAMP [206]. PGF2α also inhibits the expression of
the PRL receptors and curtails PRL signaling through the
Jak/Stat pathway [207, 208]. Thus, PGF2α stimulates the
expression of suppressors of cytokine signaling-3 (SOCS-
3) that inhibits the Jak/Stat signaling pathway and prevents
PRL-induced Stat5 activation [208]. PGF2α also curtails pro-
gesterone synthesis by suppressing estradiol production by
inhibiting luteal aromatase expression [209]. Accordingly,
the normal decrease in luteal aromatase expression at the
end of pregnancy does not occur in PGF2α receptor-knockout
mice [209].

PGF2α and Endothelin-1—endothelins (ET-1, ET-2, and
ET-3) constitute a family of peptides derived from distinct
genes produced mainly by endothelial cells. Particularly,
ET-1 is secreted by endothelial cells and acts locally in a
paracrine/autocrine manner. The corpus luteum is a highly
vascular tissue and 50% of the cells in the mature gland
are endothelial cells; therefore, it is an important site of
ET-1 synthesis. Luteal ET-1 levels are hormonally regulated
throughout the reproductive cycle with a marked increase
toward the initiation of luteolysis [210]. Moreover, PGF2α

increases endothelin-1 (ET-1) production from endothe-
lial cells in the corpus luteum [210]. Elevation of ET-1
during luteolysis participates in terminating progesterone
production by the corpus luteum by inhibiting basal and LH-
stimulated progesterone biosynthesis [211].

Role of reactive oxygen species—reactive oxygen species
(ROS) are the partially-reduced products of oxygen produced
in all aerobic cells. The principal ROS are the superoxide
anion (O2

−), hydrogen peroxide (H2O2), hypochlorous acid
(HClO), the hydroxyl radical (OH), lipid hydroperoxides,
singlet oxygen (O2

1), and the peroxynitrite radical (NOO−).
These compounds can be beneficial to organisms as cell reg-
ulators, but in high doses they become cytotoxic, often lead-
ing to cell death. There are several mechanisms of protection
against ROS. These mechanisms include specific degradative
enzymes such as catalase and superoxide dismutase (SOD)
that eliminate H2O2 and O2

−, respectively, and antioxidant
vitamins such as vitamins C and E. In particular, luteal cells
contain conspicuously high levels of lutein, a lipid-soluble
catotenoid similar to vitamin E.

Prostglandin F2α-induced and naturally occurring func-
tional luteal regression is associated with accumulation
of ROS and/or with a decrease in protective enzymes
and antioxidant vitamins [212, 213]. PGF2α treatment
rapidly depletes luteal antioxidants such as vitamin C [214],
increases superoxide radicals [215, 216], and downregulates
genes involved in the elimination of free radicals such as
catalase and SOD [212]. Although PGF2α has been shown to
stimulate production of ROS by rat luteal cells in vitro [217]
and to cause an increase in hydrogen peroxide in the regress-
ing rat corpus luteum in vivo [218], immune cells seem to
be the main source of ROS during luteolysis. For instance,
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neutrophil activation blocks luteal function in a catalase-
sensitive manner [219]. Non-steroidogenic cells, most prob-
ably leukocytes, produce ROS in response to PGF2α via
a PKC-activated pathway [215]. Moreover, activated neu-
trophils have been shown to inhibit gonadotropin action and
progesterone synthesis by producing ROS [219]. On the other
hand, progesterone inhibits O2

− production by mononuclear
phagocytes in pseudopregnant rats [220]. During regres-
sion, phagocytes are activated to produce O2

− in the corpus
luteum, but the mechanism by which this occurs is unclear.
Low concentrations of progesterone or PGF2α could be some
of the factors that contribute to the activation of phagocytes
[220].

In the corpus luteum, generation of ROS causes the inva-
sion of leukocytes [216] and the stimulation of ROS scav-
engers, such as superoxide dismutase and catalase, prevents
the invasion of leukocytes and the decrease in serum proges-
terone induced by PGF2α [216]. The finding that pretreat-
ment with either superoxide dismutase or catalase, which are
large molecules that do not easily penetrate cell membranes,
prevents luteal regression triggered by PGF2α suggests that
neutrophils are the major source of ROS during functional
luteal regression [216].

26.5.2 Structural Regression

The structural regression of the corpus luteum is grossly char-
acterized by a decrease in the size and weight of the gland,
which eventually becomes a scar within the ovarian stroma
known as corpus albicans. The corpus albicans is eventually
reabsorbed and replaced by ovarian stroma. The major event
that causes the structural regression of the corpus luteum is
death by apoptosis of luteal and vascular cells.

There are two major apoptotic signaling pathways:
the death-receptor-mediated, or extrinsic, pathway and the
mitochondrial, or intrinsic, pathway [221]. In the extrinsic
pathway, the signal is provided by the interaction between a
ligand and “death receptors,” including Fas and tumor necro-
sis factor receptor (TNFR-3, TNFR-4, and TNF-5). The lig-
and for Fas, FasL, initiates the activation of initiator cas-
pases (e.g., caspase-8). The intrinsic apoptotic signaling cas-
cade, on the other hand, is activated by stress stimuli that
change the mitochondrial permeability, leading to the release
of cytochrome c, which binds to Apaf-1 (apoptotic protease-
activating factor) and procaspase-9 to form a complex named
the apoptosome leading to caspase-9 activation. Both path-
ways lead to activation of the final effectors of the system
or executioner caspases such as caspase-3, caspase-6, and
caspase-7. These caspases cleave a variety of intracellular
polypeptides, including major structural elements of the cyto-
plasm such as actin, components of the DNA repair machin-

ery such as poly (ADP-ribose) polymerase (PARP), a num-
ber of protein kinases, and the inhibitor of caspase-activated
DNase (ICAD) among others [222]. Apoptosis is tightly reg-
ulated by members of the Bcl-2 family of proteins, which can
either block (e.g., Bcl-2, Bcl-xL, Mcl-1) or promote (e.g.,
Bad, Bax, Bak, Bid, Puma) cell death mainly by regulating
the permeability of the mitochondria [223].

Caspase-3 has been localized in the corpora lutea of rats
[224] and mice [225]. The importance of caspase-3 as a medi-
ator of apoptosis in luteal regression has been demonstrated
by studies performed with caspase-3 null mice. The corpora
lutea of these animals show attenuated rates of apoptosis
and delay in the process of involution [225]; yet the corpora
lutea of caspase-3 null mice finally involute, indicating that
caspase-3 is not the sole factor leading to cell death in this
gland.

In rats, PGF2α-induced luteal apoptosis is associated
with the upregulation of caspase-9, caspase-8, and caspase-
3 activities as well as an increase in the expression of Bax
and FasL [226]. In this system, a caspase-8 inhibitor, but not
an inhibitor of caspase-9, completely prevents the activation
of caspase-3 induced by PGF2α. This observation suggests
a greater importance of the extrinsic pathway in mediating
PGF2α-induced apoptosis of rat luteal cells.

Role of immune cells—immune cells are normal con-
stituents of the ovary and serve essential roles in the regu-
lation of luteal function [227]. The number of macrophages
and neutrophils present in the theca increases five- to eight-
fold during ovulation [228, 229] and migrate into the form-
ing corpora lutea [230]. Immune cells also increases during
luteolysis in a variety of species, including rodents [231]
and humans [229], suggesting a fundamental role, or their
cytokine products, in the luteolytic process. PGF2α induces
leukocyte accumulation in the rat corpus luteum [216]. More-
over, lymphocytes are immunohistochemically detected only
in discrete regions of the corpus luteum where apoptosis
occurs [232]. Macrophage accumulation in the regressing
corpus luteum is believed to be in response to chemotactic
factors such as monocyte chemoattractant protein-1 (MCP-
1). MCP-1 has been identified in luteal cells [233] and its
expression increases in the rat corpus luteum close to lute-
olysis [234]. Macrophages participate in luteal regression by
phagocytosis of apoptotic luteal cells and cell remnants [235]
and by secreting oxygen radicals [236].

Role of cytokines—macrophages and lymphocytes also
promote luteolysis through the secretion of cytokines such as
tumor necrosis factor-α (TNF)-α, interferon γ (IFN-γ), and
Fas.

Tumor necrosis factor-α is a pleiotropic cytokine known
to initiate apoptosis. In human and rodent corpora lutea,
TNF-α can be immunologically localized in macrophages
and luteal cells, and its expression increases during luteol-
ysis [237]. TNF-α treatment increases DNA fragmentation
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in luteal cells [237] and in luteal vascular endothelial cells
[238]. Moreover, TNF-α inhibits gonadotropin-supported
progesterone accumulation [239] and reduces StAR expres-
sion [240] in rat luteal cells.

Interferon γ in combination with TNF-α reduces proges-
terone production in mouse luteal cells [241]. IFN-γ can be
detected in luteal tissue collected around natural luteolysis
and after induced luteolysis [242]. Since IFN-γ upregulates
TNF-α receptors in a variety of cell types [243], luteal cells
may become more sensitive to the action of TNF-α in the
presence of IFN-γ. Moreover, TNF-α and IFN-γ stimulate
PGF2α synthesis [244], suggesting that once progesterone
production decreases, which leads to the invasion of immune
cells, intraluteal positive feedback is initiated, leading to an
increase in the production of luteal PGF2α.

Fas ligand (Fas L) is a member of the tumor necrosis fac-
tor superfamily that primarily engages its membrane recep-
tor (Fas) to induce apoptosis [245]. Fas and FasL have been
described in the rat corpus luteum during luteal regression
[232, 246]. Binding of FasL to Fas initiates the activation of
initiator caspases (e.g., caspase-8). In mice, administration of
either a Fas-activating antibody or PGF2α induces activation
of luteal caspase-8 and caspase-3 together with DNA frag-
mentation. The PGF2α receptor appears not to be directly
coupled to caspase-8. Therefore, PGF2α may initiate luteal

apoptosis, at least in part, by increasing the bioactivity or
bioavailability of FasL (Fig. 26.4). Indeed, FasL has been
shown to be highly expressed in the regressing corpora lutea
of rats [246], probably due to the recruitment of immune
cells [247]. Progesterone can suppress Fas expression in a
large variety of cells, including rodent luteal cells. Moreover,
Takahashi and collaborators [172] have proposed that pro-
gesterone may suppress luteal cell apoptosis by inhibiting the
expression of Fas.

26.6 Rescue of the Corpus Luteum

In non-pregnant primates, the functional lifespan of the cor-
pus luteum is about 2 weeks, which corresponds to the luteal
phase of the cycle. However, if conception and implantation
take place, luteolysis must be prevented to provide adequate
levels of progesterone for maintenance of the pregnancy. In
humans, progesterone from the corpus luteum is required
only during early pregnancy until placental production of
progesterone begins, which occurs between the fifth and sev-
enth weeks of gestation. The extension of the lifespan of the
corpus luteum during pregnancy in primates is caused by the
implanting embryo [248]. At implantation, the syncytiotro-
phoblast of the placenta secretes chorionic gonadotrophin

Fig. 26.4 An integrative model for luteal regression. In this model,
PGF2α stimulates 20αHSD, decreases StAR expression, and blocks
PRL and LH luteotrophic actions, leading to a decline in progesterone
production. This allows an increase in Fas expression and invasion of
immune cells that were under the repressive control of progesterone.
The immune cell invasion results in an increase in cytokines such as
FasL, TNF-α, and IFN-γ and superoxide radical production. The action

of the cytokines leads to the initiation of apoptosis. Apoptotic luteal
cells are then cleared by immune cells. In ruminants, PGF2α effects are
also mediated by stimulation of ET-1 in endothelial cells. ET-1, TNF-α,
and IFN-γ stimulate luteal PGF2α production, further stimulating the
progress of luteolysis. The sign (r) denotes effects mainly observed in
rodents
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(CG), which binds to the same receptors as LH, thus extend-
ing luteotrophic signals beyond the normal menstrual cycle.
In monkeys, administration of human CG mimics the patterns
of circulating levels of progesterone found in early pregnancy
[182]. In rats and mice, if mating does not occur, the ovulated
follicle reorganizes into the corpus luteum of the cycle, which
is a small, minimally developed structure that secretes very
little progesterone and begins to regress after only 3 days.
In these species, the development of the corpus luteum into
a structure that can secrete sufficient progesterone to allow
decidualization and implantation requires mating. The phys-
ical stimulus of mating induces secretion of PRL from the
pituitary, and this hormone stimulates development of the
corpus luteum of pregnancy [249]. Alternatively, in the event
of a sterile mating or artificial vaginal stimulation, an arti-
ficial state known as pseudopregnancy is instated. In pseu-
dopregnant animals, the corpus luteum regresses after 10–12
days, a period 3–4 times longer than the length of the normal
cycle.

26.7 Glossary of Terms and Acronyms

17βHSD: 17β-hydroxysteroid dehydrogenase

20αDHP: 20α-dyhydroprogesterone

20αHSD: 20α-hydroxysteroid dehydrogenase

3βHSD: 3β-hydroxysteroid dehydrogenase

AC: adenylyl cyclase

Ang: angiopoietins;

Apaf-1: apoptotic protease-activating factor

AR: androgen receptor

ARF6: ADP ribosylation factor 6

bFGF: basic fibroblast growth factor

C/EBP: CATT/enhancer binding protein

CAM-1: intracellular adhesion molecule-1

cAMP: cyclic AMP

CBP: CREB-binding protein

Cdk: cyclin dependent kinase

CG: human chorionic gonadotropin

CL: corpus luteum;

COX-2: cyclooxygenase-2

CRE: cAMP response element

CREB: CRE binding protein

DAG: diacylglycerol

ECM: extracellular matrix

EG-VEGF: endocrine gland-derived VEGF

ER: estrogen receptor

Erg-1: early growth response factor-1

ERK: extracellular regulated kinase

FasL: fas ligand

FSH: follicle stimulating hormone

FSH-R: FSH receptor

GTP: guanosine-5′-triphosphate

HDL: high density lipoproteins

HSL: hormone-sensitive lipase

IFN-γ: interferon γ

IGF-1: insulin growth factor-1

InsP3: inositol triphosphate

Jak: janus kinase

Ld: lipid droplet

LDL: low density lipoproteins

LH-R: LH receptor

LIP: liver-enriched

LRBP: LH-R binding protein inhibitory protein

MAPK: mitogen activated protein kinase

MCP-1: monocyte chemoattractant protein-1

MMPs: matrix metalloproteinases

NO: nitric oxide

P450scc: cytochrome P450 cholesterol side-chain cleavage

PARP: poly ADP-ribose polymerase

PBR: peripheral-type benzodiazepine receptor

PDE: phosphodiesterase

PGF2α: prostaglandin F2α

PI3K: phosphatidylinositol-3-kinase

PKA: protein kinase A

PKC: protein kinase C

PLC: phospholipase C

PLs: placental lactogens

PR: progesterone receptor
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pRb: retinoblastoma

PRL: prolactin; LH, luteinizing hormone

RAR: retinoid acid receptor

ROS: reactive oxygen species

SCP-2: sterol carrier protein-2

SF-1: steroidogenic factor-1

SOCS-3: suppressor of cytokine signaling-3

StAR: steroidogenic acute regulatory protein

Stat: signal transduction and activation of transcription

TGF: transforming growth factor

TIMPS: tissue inhibitors of metalloproteinases

TNF-α: tumor necrosis factor-α

VEGF: vascular endothelial growth factor

α2 M: α2-macroglobulin
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Chapter 27

The Molecular Landscape of Spermatogonial Stem Cell Renewal,
Meiotic Sex Chromosome Inactivation, and Spermatic Head Shaping

Laura L. Tres and Abraham L. Kierszenbaum

27.1 Introduction

Spermatogenesis is a hormonally regulated process involv-
ing three sequential events: (1) the mitotic amplification
of the spermatogonial cell progeny, (2) the completion of
meiosis by the spermatocyte progeny, and (3) spermiogen-
esis, the gradual morphogenesis of the spermatid progeny.
Mitosis, meiosis and spermiogenesis coexist in the seminifer-
ous epithelium in association with a post-mitotic stable pop-
ulation of somatic Sertoli cells. Cell components of each
spermatogonial, spermatocyte, and spermatid cell progeny
remain connected by intercellular cytoplasmic bridges. Inter-
cellular bridges are disrupted upon completion of spermio-
genesis leading to the release in the seminiferous tubular
lumen of single mature spermatids transported to the epididy-
mal duct for acquisition of fertilizing activity. Several key
cell cycle regulators have been shown to operate during the
mitotic amplification of the spermatogonial progeny. During
meiotic prophase, autosomal bivalents are engaged in promi-
nent ribosomal RNA and non-ribosomal RNA transcriptional
activity, in contrast with the transcriptional silencing of the
condensed XY chromosomes. An autosomal bivalent is a
synapsed (conjoined) chromosomal pair, excluding the sex
chromosomes X and Y, observed during meiotic prophase
I. Each member of a chromosomal bivalent (autosomes and
X-Y) consists of two sister chromatids that will disjoin (sep-
arate) upon completion of meiosis to produce a haploid
genome (spermatid). During spermiogenesis, gradual genetic
inactivation of the spermatid genome correlates with sper-
matid head shaping. The acrosome-acroplaxome-manchette
complex is emerging as a significant player in spermatid head
shaping as well as in the assembly of the sperm head–tail
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coupling apparatus and the development of the outer dense
fiber-axoneme-containing sperm tail. The acroplaxome is a
cytoskeletal plate bordered by a desmosome-like marginal
ring fastening the descending recess of the acrosomal sac
to the nuclear envelope of the spermatid. The manchette
is a transient microtubular-containing structure developed
beneath the acroplaxome and encircling the elongating sper-
matid nucleus. This chapter is restricted to recent develop-
ments in the bioregulation of the spermatogonial stem cell
progeny, the process of transcriptional inactivation of the XY
bivalent, and the steps leading to spermatid head shaping.
These are three relevant aspects that, when disrupted, can
lead to male infertility.

27.2 General Organization and Dynamics
of the Seminiferous Epithelium

The seminiferous epithelium consists of several cellular lay-
ers representing the coexistence of overlapping spermato-
genic cell progenies. Each spermatogenic cell progeny starts
periodically from a spermatogonial reserve stem cell. A
given cross-section of the mammalian seminiferous epithe-
lium depicts a combination of cell types, called a cellular
association, representing the coexistence of cellular mem-
bers corresponding to preceding and subsequent spermato-
genic cell progenies. Each cellular association corresponds
to a stage of the cyclic process of spermatogenesis. A cycle
is defined by the time it takes for a sequence of cellular asso-
ciations (or stages of the cycle) to change at a particular point
of the seminiferous tubule. The number of cellular associa-
tions is constant for any given species. In man, one cycle lasts
16 days and consists of six cellular associations. It takes four
cycles (64 days) to develop testicular sperm from the starting
spermatogonial stem cell. The alignment of successive cellu-
lar associations along the length of a seminiferous tubule of
rodents is known as spermatogenic wave [1].

The topography of the seminiferous epithelium and the
space allocation to the developing spermatogenic cells are
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controlled by Sertoli cells. Developing spermatogenic cells
occupy niches and crypts in Sertoli cells. Like a mechan-
ical and functional bridge, a Sertoli cell spans from the
seminiferous tubular wall to the lumen of the seminiferous
tubule. This bridge-like arrangement is further refined by
basal tight or occluding junctions linking adjacent Sertoli
cells. Consequently, the seminiferous epithelium becomes
divided into a basal compartment—below the intersertolian
tight junctions—and an adluminal compartment—above the
tight junctions. The spermatogonial cell progeny occupies
niches in the basal compartment while members of the sper-
matocyte progeny are housed in the adluminal compartment,
more specifically in niches within Sertoli cells. Maturing
spermatids occupy crypts at the luminal surfaces of Sertoli
cells.

27.3 Extrinsic and Intrinsic Bioregulation
of the Spermatogonial Cell Progeny

Spermatogonial stem cells are always present in the sem-
iniferous epithelium and undergo a self-renewal process
throughout the lifespan of the animal. One of the cells
derived from the self-renewal cycle enters the spermatogenic
pathway, while the other remains quiescent as an undifferen-
tiated reserve cell. The molecular regulation of the spermato-
gonial self-renewal cycle and the commitment of the derived
cell products to either spermatogenesis or a temporary qui-
escent state are essential for the steady state output of sperm
upon completion of each spermatogenic cycle. Extrinsic and
intrinsic aspects of the molecular regulation of the spermato-
gonial stem cell progeny have attracted considerable interest
in recent years.

Members of the conjoined spermatogonial cell progeny
are directly in contact with Sertoli cells and the wall of
the seminiferous tubule. Members of the progeny are read-
ily accessible to regulatory and signaling molecules derived
from Sertoli cells or transported across the basal lamina.
Under the influence of follicle stimulating hormone (FSH),
Sertoli cells secrete glial cell line-derived neurotrophic factor
(GDNF), a small protein shown to promote the survival and
differentiation of enteric neurons and prevention of apoptosis
of motor neurons induced by axotomy. GDNF is a member of
the transforming growth factor-β superfamily. GDNF is also
involved in spermatogonial stem cell self-renewal [2]. A lack
of GDNF expression decreases the self-renewal of spermato-
gonial stem cells, whereas overexpression of GDNF in trans-
genic mice stimulates the proliferation of undifferentiated
(reserve) spermatogonia. How does GDNF exert its stim-
ulatory growth function? GDNF appears to exert its effect
through the RET/GDNF family receptor α1 (GFRα1) [3].

RET (rearranged during transfection) is a protooncogene
tyrosine kinase receptor whose ligands are members of the
GDNF family, including GDNF, neurturin, artemin, and
persephin. In human embryos, RET is expressed in a cranial
population of neural crest cells and in the developing nervous
and urogenital systems. When Tyr-1062 in the intracellular
region of RET is phosphorylated, several adaptor and effec-
tor proteins bind to the phosphotyrosine residue and activate
several intracellular anti-apoptotic signaling pathways. RET
Y1062F homozygous mice, in which Tyr-1062 was replaced
by phenylalanine, showed atrophic testes determined by a
decrease in the RET-expressing spermatogonial cell progeny
[3]. These observations suggest that RET signaling mediated
by phospho-Tyr-1062 is essential for self-renewal and differ-
entiation of the spermatogonial stem cell progeny. How adap-
tor and effector proteins trigger a signaling cascade leading
to the maintenance of spermatogonial cell progeny needs to
be determined.

Glial cell line-derived neurotrophic factor effects on the
spermatogonial cell progeny are mediated by an extrinsic
mechanism initiated in Sertoli cells. An intrinsic mecha-
nism can also determine which spermatogonial cell result-
ing from the self-renewal cycle may enter spermatogenesis
while the other remains as a reserve cell. An intrinsic mech-
anism involves the transcriptional repressor Plzf encoded
by the Zfp145 gene. Plzf (for promyelocytic leukemia zinc-
finger) belongs to the POK (POZ [Poxviruses and Zinc-
finger] and Krüppel) family of transcriptional repressors [4].
The N-terminal POZ domain, common to several zinc finger-
containing transcription factors, facilitates protein–protein
interactions during hematopoiesis, neurogenesis, adipogen-
esis, osteoclastogenesis, and muscle differentiation. Plzf par-
ticipates in chromatin remodeling by recruiting DNA histone
acetylases and nuclear co-repressors and exerting growth-
suppressive activities associated with the buildup of cells in
the G0/G1 phase of the cell cycle.

Plzf expression is first detected in primordial germi-
nal cells of the fetal testis and reaches a maximum
around 1 week postnatal when prespermatogonia (also
called gonocytes) exit their cell cycle arrest to initiate a
mitotic proliferative cycle of the spermatogonial cell progeny
[reviewed in 5]. Reserve spermatogonia can be distinguished
from mitotically-dividing spermatogonia using cyclin D1, a
marker of mitotically active spermatogonia, and cyclin D2,
a marker of undifferentiated spermatogonia progressing into
the mitotic amplification cycle to generate type A spermato-
gonia [6]. Plzf is detected in quiescent non-differentiating
prespermatogonial stem cells not expressing cyclin D1 and
cyclin D2. A genetic model system that validates the role
of Plzf in the spermatogonial stem cell progeny is the
Plzf-null/luxoid mutant mice characterized by a defect in
spermatogonial self-renewal [7, 8]. Inactivation of Plzf
expression results in an initial proliferation peak followed by
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Fig. 27.1 Extrinsic effect of GDNF and intrinsic effect of Plzf on
spermatogonial stem cell self-renewal and differentiation. Sertoli cells
lodges members of the spermatogonial cell progeny in niches adjacent
to the basal lamina of the seminiferous tubule. Under the influence of
FSH, GDNF is produced and released by Sertoli cells. GDNF binds to
the GRFα1 receptor on spermatogonial cell surfaces (shown by indirect
immunofluorescence in the inserted panel) and induces the phosphory-
lation of Tyr-1062 present in the intracellular domain of the receptor.
Phosphorylated Tyr-1062 enables binding of adapor/effector proteins to
GRFα1, a mechanism that triggers an intracellular signaling cascade
leading to spermatogonial stem cell self-renewal and eventual mitotic

amplification. In contrast, an intrinsic effect mediated by the transcrip-
tion factor Plzf enables epigenetic remodeling changes in spermatogo-
nial cell chromatin mediated by histone deacetylase and other proteins
to regulate self-renewal. Plzf also represses the gene encoding c-Kit
receptor to prevent the differentiation of spermatogonial stem cells and
maintain the pool of reserve spermatogonial stem cells. Depletion of
the spermatogonial stem cell progeny occurs after an extended period
of time in the absence of GDNF and Plzf. These observations suggest
that additional intrinsic and/or extrinsic mechanisms may operate dur-
ing a limited interval to maintain the spermatogonial stem cell progeny
when GDNF and Plzf are defective

a decrease in the spermatogonial mitotic cell amplification.
A progressive loss of spermatogonia with age, starting about
2 weeks postnatally, correlates with an increase in apopto-
sis leading to a gradual disruption of spermatogenesis with
a consequent decrease in sperm production. It appears that
the function of Plzf as a cell cycle regulator is to maintain
the population of undifferentiated spermatogonia, a key step
for feeding constantly mitotic spermatogonial cell progenies
into the meiotic and spermiogenic steps of spermatogenesis.
It remains to be determined whether Plzf can operate either
directly or indirectly through the recruitment of developmen-
tally regulated genes. Within this context, it has been reported
that Plzf represses the expression of the c-kit receptor gene,
thus preventing its ligand stem cell factor from stimulating
the differentiation of spermatogonial stem cells. By repress-
ing c-kit gene expression, Plzf maintains the pool of reserve

spermatogonial stem cells [9]. Figure 27.1 provides a sum-
mary of the mechanism of action of GDNF and Plzf in the
regulation of the spermatogonial cell progeny.

Available evidence indicates that mutations in genes
encoding Plzf and GDNF lead to a defect in mammalian
spermatogonial cell self-renewal. An intriguing observation
is that a loss of Plzf depletes the spermatogonial cell progeny
within a 2-month period. This time span suggests that sper-
matogonial cell self-renewal can proceed for a limited time in
the absence of Plzf. GDNF is secreted by Sertoli cells under
the influence of FSH. GDNF–/– exhibits embryonic lethal-
ity and most of the available data derive from testes of the
heterozygous GDNF+/– mouse mutant because the homozy-
gous GDNF–/– is lethal. The Sertoli cell, regarded as a niche
cell, can support and regulate spermatogonial stem cell self-
renewal. The mechanical and regulatory role of Sertoli cells
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of spermatogenesis is not surprising. In fact, spermatogenesis
in vitro requires a Sertoli cell–spermatogenic cell partnership
for spermatogenic cells to develop [10, 11].

27.4 Molecular Aspects Chromosome
Transcription and Inactivation During
Meiotic Prophase

The mitotic amplification cycle by spermatogonia is fol-
lowed by the commitment of conjoined type B spermatogo-
nia to meiosis. One of the primary objectives of meiosis is
to generate haploid spermatids after two consecutive meiotic
cell divisions. Homologous chromosomes orient and align
with each other during meiotic prophase I to form biva-
lents and establish synapsis mediated by a protein-containing
synaptonemal complex and undergo genetic recombination.
Numerous DNA double-strand breaks (DSB) indicate recom-
bination between homologous chromosomes. The repair of
meiotic DSB involves homologous recombination proteins,
including the Mre11 complex formed by the proteins Mre11,
Rad50, and Nbs1. Molecular details of the Mre11 complex in
several organisms and the effect of mutations of the complex
have been recently reviewed [12]. The molecular components
of the synaptonemal complex have been described [13].

Two significant molecular aspects of meiotic prophase I
not seen during mitotic prophase are the nucleolar organi-
zation by autosomal bivalents and meiotic sex chromosome
inactivation (MSCI). Meiotic autosomal nucleolar organi-
zation (MANO) begins at leptotene, when meiotic chro-
mosomes, each formed by conjoined sister chromatids,
start to become visible. MANO is completed during
pachytene, when transcriptionally active chromatin loops of
the synapsed autosomal bivalents, each stabilized by the
synaptonemal complex, are also engaged in non-ribosomal
RNA synthesis [reviewed in 14]. Contrasting with the sub-
stantial transcriptional activity of the uncondensed autosomal
bivalents is the transcriptional inactivation of the condensing
XY bivalent (MSCI).

The X and Y chromosomes are transcriptionally active
during spermatogonial mitotic amplification. Upon entering
meiotic prophase I, X and Y chromosomes are still tran-
scriptionally active at zygotene. Autosomal bivalents are
transcriptionally active as synapsis is progressing during
zygotene and remain transcriptionally active during the early
part of pachytene. During the zygotene-early pachytene tran-
sition, the synapsis between autosomal bivalents is grad-
ually completed and nucleolar and non-nucleolar RNA
transcription are at a maximum. In contrast, the partially
paired XY bivalent, formed by chromosomes of different
length, becomes transcriptionally silent, condenses, and is

visualized as a peripheral nuclear mass, called the XY body,
a state that persists throughout the rest of pachytene. X and
Y chromosomes synapse extensively through a synaptone-
mal complex along their homologous pairing segments dur-
ing late zygotene-early pachytene. The pairing segments have
the characteristics of the autosomal-type synaptonemal com-
plex consisting of two axial elements with a central element
in a zipper-like fashion. In the unpaired region, axial core
segments of the X and Y chromosomes, an equivalent to the
lateral element of the synaptonemal complex, diverge from
each other and remain unsynapsed [14]. Chromatin loops
associate with the components of the synaptonemal complex
and axial cores. Most genetic inactivation of the X and Y
chromosomes is maintained during spermiogenesis [15].

The molecular events leading to MSCI of the XY bivalent
have been described. Briefly, a key element in MSCI is the
histone H2a variant H2AX. H2AX is abundant in testis, is
prevalent in the nucleosome in meiotic cells, plays a role in
the DNA-damage response following DSB of DNA, is phos-
phorylated at serine-139 to form γH2AX, and recruits pro-
teins of the DNA-repair pathway to the sites of DNA breaks.
The relevance of H2AX is demonstrated by a complete mei-
otic arrest associated with MSCI failure in H2AX-null male
mice [16]. Whether H2AX phosphorylation at serine-139 is
essential for MSCI needs to be determined. During male
meiotic prophase, H2AX phosphorylation is detected dur-
ing leptotene, when DNA DSB take place [17] and when X
and Y chromosome synapse during the late zygotene–early
pachytene transition [16], marking the onset of MSCI.

H2AX phosphorylation is determined by the DNA-repair
protein ATR (ataxia telangectasia and Rad3 related), a mem-
ber of the PI3-kinase-like family. ATR co-localizes with
phosphorylated H2AX on the XY bivalent when MSCI starts
and remains there until H2AX dephosphorylates during the
diplotene-metaphase I transition [17]. ATR is targeted to the
XY bivalent by the tumor suppressor protein BRCA1 (breast
cancer 1).

BRCA1 and ATR associate with the unsynapsed axial
cores of the XY bivalent before MSCI starts. ATR relo-
cates from the axial cores to the chromatin loops concur-
rent with the visualization of phosphorylated H2AX along
the loops. BRCA1 and ATR are not seen along the paired
region of the XY bivalent, thus indicating that BRCA1 and
ATR associate with the unsynapsed axial cores of the XY
pair. The association of BRCA1, ATR, and phosphorylated
H2AX with unsynapsed axial cores is not restricted to the
XY bivalent; it is also observed in the unsynapsed regions of
meiotic chromosome 16 resulting from a reciprocal translo-
cation to the sex chromosomes [18]. Similar to H2AX-null
mice, MSCI is defective in Brca1 mutant mice. In the Brca1
mutant mouse, H2AX phosphorylation is visualized through-
out the nucleus of primary spermatocytes but not on the XY
bivalent. The aberrant distribution of phosphorylated H2AX



27 The Molecular Landscape of Spermatogonial Stem Cell Renewal, Meiotic Sex Chromosome Inactivation 317

Fig. 27.2 Autosomal and XY chromosomal transcriptional activities
during spermatogenesis and distribution of ATR, BRCA1, and γH2AX
sites in meiotic chromosomes. Autosomes and X and Y chromosomes
are engaged in ribosomal and non-ribosomal transcriptional activity dur-
ing the mitotic amplification of the spermatogonial stem cell progeny.
Non-ribosomal transcription by autosomes and X and Y chromosomes
persists during leptotene and early zygotene. Nucleolar function is
a relevant aspect of meiotic autosomal nucleolar organizing activity
(MANO). X and Y chromosomes are not involved in nucleolar organi-
zation. ATR and BRCA1 are associated with the unsynapsed segments
of the axial cores of autosomes and X and Y chromosomes, concurrent
with chromatin displaying phosphorylated H2AX. H2AX phosphoryla-
tion occurs in response to meiotic DNA double strand breaks. X and Y
chromosomes synapse extensively during late zygotene-early pachytene
through a synaptonemal complex. ATR and BRCA1 are present in the
unsynapsed axial cores of the XY bivalent. The chromosomal axial
cores will become the lateral elements of the synaptonemal complex
when synapsis occurs. H2AX phosphorylation, facilitated by ATR trans-
ported by BRCA1 to the XY chromatin, determines MSCI and tran-

scription inactivation of the XY condensed pair adjacent to the intact
nuclear envelope. As MSCI occurs, nucleolar masses detach from auto-
somal bivalents involved in MANO, migrate, and associate with the
condensed XY pair. Simultaneous histone modifications maintain the
MSCI condition during diplotene-diakinesis of meiotic prophase I when
ATR, BRCA1, and γH2AX are no longer visible. Genetic inactivation
and condensation of X and Y chromosomes (postmeiotic sex chromo-
some repression) persists during spermiogenesis, although some genetic
activity has been detected. In contrast, autosomes remain transcription-
ally active in round spermatids until somatic histones are replaced by
transient proteins and later by the more permanent arginine- and lysine-
rich protamines during spermatid elongation. Inserts A and B show
the lateral elements stained with anti-SCP3 (synaptonemal complex 3
protein; green) of the synapsed chromosomes and associated nucleolar
masses to autosomal bivalents (stained with anti-ODF2; red). Note in
A the extensive pairing of the XY bivalent during early pachytene and
the end-to-end pairing of the XY bivalent during middle-late pachytene
in B
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has been interpreted as consequence of a disrupted distribu-
tion of ATR, an event dependent on the presence of BRCA1.

A general conclusion is that unsynapsed autosomal
and XY chromosome regions are silenced during meiotic
prophase and that the BRCA1-ATR-phosphorylated H2AX
complex [19], and presumably other chromosomal proteins,
contribute to genetic silencing. An unanswered question
is whether the unsynapsed segments of autosomal biva-
lents during zygotene, known to be transcriptionally active,
operate independently of the ATR-BRCA1-phosphorylated
H2AX silencing mechanism or are controlled by an unde-
termined mechanism that prevents silencing of specific chro-
mosomal segments.

Although the BRCA1-ATR protein complex accounts for
the phosphorylation of H2AX, a determinant of MSCI, other
post-translationally modified proteins are associated with
the chromatin of the XY bivalent [reviewed in 20]. Further
studies should determine whether the emerging catalog of
post-translationally modified histones (for example, ubiqui-
tylated histone H2A, H2AFY, and other modified histones)
are directly involved in determining and/or maintaining the
MSCI condition.

A largely neglected issue is the significance of MANO,
a process that starts during the leptotene–zygotene transition
and is completed during pachytene. A puzzling observation
is the detachment of nucleolar masses from the autosomal
bivalent putative sites and their migration and segregation
in association with the transcriptionally silent XY biva-
lent undergoing MSCI. Whether the relocation of nucleolar
masses to the condensed and transcriptionally silent XY biva-
lent has a role in MSCI needs to be determined. A recent
study has demonstrated the presence of the protein ODF2 in
the nucleus of primary spermatocytes and in the autosomal
nucleoli in particular [21]. ODF2 is a major component of
the outer dense fibers of the sperm tail, the acroplaxome (see
below), and the centrosome of somatic and spermatogenic
cells. This observation is relevant to the finding that mice
expressing a truncated form of ODF2 exibit preimplantation
embryonic lethality [22]. Whether defective ODF2 expres-
sion in the embryo affects nucleolar function needs to be
determined. Figure 27.2 provides a summary of the relevant
aspect of MSCI and MANO during male meiotic prophase
(mouse).

27.5 Molecular Aspects of Spermatid Head
Shaping

Normal spermatid head shaping is regarded as essential
for male fertility. Recent studies have called attention to
the role of the acrosome-acroplaxome-manchette complex

in sperm head shaping [reviewed in 23, 24]. The acro-
some assembles from proacrosomal vesicles derived from
the Golgi and is essential for fertilization. The acroplax-
ome is a cytoskeletal plate outlined by a desmosome-like
marginal ring anchoring the developing acrosome to the
spermatid nuclear envelope [25]. The manchette is a tran-
sient microtubule-containing structure assembled caudally
to the acroplaxome and encircling the elongating spermatid
nucleus. One of the functions of the manchette is the intra-
manchette transport of cargos to the developing spermatid
tail and an involvement in nucleo-cytoplasmic exchange dur-
ing the condensation and silencing of the spermatid nucleus
[26]. The acrosome and acroplaxome persist as sperm head
components; the manchette instead disappears upon comple-
tion of spermatid head elongation. X and Y chromosomes
appear to exist in a transcriptionally repressed state during
spermiogenesis, a continuation of the MSCI state achieved
during meiotic prophase. However, very few X- and Y-linked
genes are expressed during spermiogenesis. Examples are
the Y-encoded genes Ssty1 and Ssty2 (spermiogenesis spe-
cific transcript on the Y 1 and 2, respectively), whose lack
is associated with sperm head abnormalities and male infer-
tility [27]. The precise nature of sperm head abnormalities
in mouse with reduced Ssty gene expression has not been
determined.

A large number of mouse mutants lacking an acrosome
display round-headed spermatids and sperm and are infer-
tile. Acrosome biogenesis starts early in spermiogenesis
when Golgi-derived proacrosomal vesicles tether along the
acroplaxome attached to the spermatid nuclear envelope.
Proacrosomal vesicles fuse with each other to form the acro-
some sac. The final size and shape of the acroplaxome
involves a steady-state vesicular shuttling from the Golgi to
the acrosome and vesicular retrival by the acroplaxome. A
lack of acrosome development in Hrb-deficient mice [28]
and GOPC-deficient mice [29] correlates with the develop-
ment of round-headed sperm and infertility. Hrb protein (also
called Rab or hRip) binds to the cytosolic surface of proacro-
somal transporting vesicles. A lack of Hrb prevents vesicles
from fusing and forming the acrosome. GOPC is associated
with the trans-Golgi region in round spermatids and a lack
of GOPC prevents vesicle transport from the Golgi to the
acrosome.

The transport mechanism of Golgi-derived proacroso-
mal vesicles to the acroplaxome involves motor proteins
using F-actin and/or microtubule tracks. Myosin-Va utilizes
F-actin and kinesin uses microtubule tracks. The presence
of myosin-Va-decorated proacrosomal vesicles in the Golgi
apparatus and in vesicles aligned along the acroplaxome in
Hrb mutant and wild-type spermatids suggest a molecular
motor-mediated vesicle transport. An F-actin-based myosin
Va motor-driven mechanism may coexist with a microtubule-
based kinesin motor, KIFC1, which was recently reported
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to be involved in acrosome biogenesis and vesicle transport
[30]. Members of the membrane-bound Rab GTPase pro-
tein family, in particular Rab27a and Rab27b, are known
to facilitate the interaction of myosin-Va with the vesicles
[reviewed 31]. Essentially, the transport of proacrosome vesi-
cles during acrosome biogenesis may share intracellular traf-
fic features of melanosomes in mouse melanocytes [reviewed
in 32], consisting in shifting cargos from microtubule to
F-actin tracks and vice versa. It is likely that the existence
of F-actin and microtubule tracks and the corresponding
motors represent a mechanism necessary for the appropriate
and timely delivery of Golgi-derived proacrosomal vesicles
to the acroplaxome and to the head–tail coupling apparatus
and the developing tail through intramanchette transport.
F-actin coexists with microtubules in the manchette [33].
The capture of proacrosomal vesicles by myosin-Va involves

an adaptor protein associated with the proacrosomal vesic-
ular membrane [22]. Further studies should determine how
microtubule-base molecular motors capture proacrosomal
vesicles and transport them to the acroplaxome site and along
microtubules of the manchette.

Taken together, these findings suggest that the acroplax-
ome plays a significant role in acrosome biogenesis and
in determining the assembly site of the manchette. Data
from a number of mutants show that abnormal spermatid
head shape is associated with alteration in the position
and shape of the acrosome-acroplaxome-manchette com-
plex. A relevant aspect is the potential role that the
acrosome-acroplaxome-manchette complex plays in sper-
matid head shaping. The acroplaxome consists of a mal-
leable F-actin/keratin 5-containing cytoskeletal plate and
a desmosome-like marginal ring encircling the spermatid
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Fig. 27.3 The acrosome-acroplaxome-manchette complex during sper-
matid head shaping. The elongating spermatid head is partially sur-
rounded by Sertoli cell F-actin hoops encircling the upper region of
the cell. Exogenous clutching forces applied by the F-actin hoops are
modulated inside the spermatid by the acrosome-acroplaxome com-
plex. The Sertoli cell-spermatid relationship is stabilized by cell adhe-
sion molecules. Golgi-derived proacrosomal vesicles are transported by
motor proteins along F-actin and microtubule tracks to the acroplaxome
where vesicular fusion determines the formation of the acrosome sac.
The acroplaxome, an F-actin/keratin 5-containing cytoskeletal plate,
links the developing acrosome to the spermatid nuclear envelope. An

acroplaxome desmosome-like marginal ring links the caudal recess of
the acrosome to the nuclear envelope and its subjacent nuclear lam-
ina. As the acrosome-acroplaxome complex advances in its develop-
ment, the perinuclear ring of the manchette develops adjacent to the
marginal ring of the acroplaxome. A peri-cellular groove marks the
acroplaxome/manchette ring boundary. Microtubules and associated
F-actin enable the intramanchette transport of cargos to the develop-
ing head–tail coupling apparatus and developing spermatid tail (not
shown). A gradual reduction in the diameter of the marginal ring of the
acroplaxome and the subjacent perinuclear ring of the manchette steers
the apical-to-caudal elongation of the spermatid head
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nucleus. The acroplaxome plate and marginal ring anchor
the developing acrosome to the spermatid nucleus. Dur-
ing spermatid elongation, the two overlapping rings (the
marginal rings of the acroplaxome and perinuclear ring
of the manchette) reduce their diameter to fit, in a
sleeve-like fashion, the decreasing diameter of the elongating
spermatid nucleus. The acroplaxome may provide a planar
scaffold to modulate exogenous constriction forces generated
by Sertoli cell F-actin hoops during spermatid head elonga-
tion. The dynamics of the F-actin cytoskeleton, one of the
components of the acroplaxome and Sertoli cell hoops, can
be regulated by tyrosine kinases, which target cortactin, an
F-actin-associated protein. Tyrosine phosphorylation of cor-
tactin correlates with a reduction in the crosslinking prop-
erties of F-actin, a mechanism that can modify the F-actin
scaffold in response to exogenous clutching forces exerted
by Sertoli cell F-actin hoops. Phosphorylated cortactin and
the tyrosine kinase Fer are present in the acroplaxome, thus
supporting a mechanism of F-actin remodeling during sper-
matid head shaping [24]. Keratin 5, an additional component
of the acroplaxome, may also undergo dynamic reorganiza-
tion during spermatid head elongation by an undetermined
mechanism. Further studies are required to elucidate addi-
tional details of the composition of the acroplaxome and
its marginal ring as well as the coexistence of additional
structural and functional molecules involved in endowing
the acroplaxome with malleable properties required for sper-
matid head shaping. Figure 27.3 provides a summary of the
topography of the developing spermatid head and possible
function of the acrosome-acroplaxome-manchette complex
during spermatid head shaping.

27.6 Concluding Remarks

Ongoing research has provided insights on major aspects
of spermatogenesis, including the dynamics of the sper-
matogonial stem cell renewal cycle, the selective transcrip-
tional activities of autosomal and XY bivalents highlighted
by the MSCI process, and the participation of the acrosome-
acroplaxome-manchette complex in spermatid head shaping.
These three aspects of spermatogenesis have far reaching
consequences on understanding causes of male infertility that
may occur at any of the three steps of spermatogenesis: sper-
matogonial mitotic amplification, meiosis, and spermiogen-
esis. There are several aspects that still remain unclear. If a
mechanism exists to dictate the entry of a stem cell into a
spermatogenic cycle while a daughter stem cell remains as
reserve, what mechanism regulates the consecutive rounds of
mitotic amplification of the spermatogonial progeny before
an eventual entry to meiotic prophase I? If H2AX phospho-
rylation is triggered by the BRCA1-ATR complex associated

with the unsynapsed chromosomal segments to silence selec-
tive chromosomal regions, what type of genes are present in
these segments and what role do they play in meiosis? How
do selective genes manage to escape the condition of MSCI
during spermiogenesis and ensure normal sperm develop-
ment? If spermatid head remodeling depends on the pliability
of the acroplaxome, how complex is the composition of the
acroplaxome plate and its marginal ring and what dynamic
mechanisms participate in the remodeling of the acroplax-
ome during spermatid head shaping? These are some of the
questions left to be address in our quest of a better under-
standing of the major causes of male infertility.

27.7 Glossary of Terms and Acronyms

ATR: DNA repair protein, member of the PI3-kinase-like
family

Brca1: breast cancer 1 gene

c-kit: cellular homolog of the feline sarcoma viral oncogene
v-kit

cyclin D1 and D2: cell cycle-regulatory genes

DSB: double-strand breaks

FSH: follicle stimulating hormone

GDNF: glial cell line-derived neurotrophic factor

GOPC: Golgi-associated PDZ and coiled-coil motif con-
taining

H2AFY: H2A histone family, member Y (also known as
histone macroH2A1)

H2AX: variant of the histone H2a

Hrb: Asn-Pro-Phe (NPF) motif-containing protein (also
called Rab or hRip)

hRip: human immunodeficiency virus Rev-interacting
protein.

KIFC: kinesin family member C

MANO: meiotic autosomal nucleolar organization

MCSI: meiotic sex chromosome inactivation

Mre11: meiotic recombination 11 protein

Nbs1: Nijmegen breakage syndrome 1

ODF2: Outer dense fiber 2

Plzf: promyelocytic leukemia zinc-finger, a transcriptional
repressor encoded by the Zfp145 gene
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POK: Poxviruses and zinc-finger (POZ) and Krüppel fam-
ily of transcription repressors

POZ: Poxviruses and zinc-finger

Rab: member of the Ras superfamily of monomeric G
proteins

Rad3: a DNA helicase repair protein

Rad50: Mre11-interacting protein with binding affinity to
double stranded DNA.

RET: protooncogene tyrosine kinase receptor that binds
members of the GDNF family

Ssty 1 and Ssty 2: Y-linked spermiogenesis specific
transcript

Zfp145: zinc finger protein 145 gene
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27. Touré A, Szot M, Mahadevaiah SK, et al. A new deletion of the
mouse Y chromosome long arm associated with the loss of Ssty
expression, abnormal sperm development and sterility. Genetics
2004; 166:901–12.

28. Kang-Decker N, Mantchev GT, Juneja SC, et al. Lack of acrosome
formation in Hrb-deficient mice. Science 2001; 294:1531–3.

29. Yao R, Ito C, Natsume Y, et al. Lack of acrosome formation in mice
lacking a Golgi protein, GOPC. Proc Natl Acad Sci U S A 2002;
99:11211–6.

30. Yang WX, Sperry AO. C-terminal kinesin motor KIFC1 partici-
pates in acrosome biogenesis and vesicle transport. Biol Reprod
2003; 69:1719–29.

31. Langford GM. Myosin-V, a versatile motor for short-range vesicle
transport. Traffic 2002; 3:859–65.

32. Seabra MC, Mules EH, Hume AN. Rab GTPases, intracellular traf-
fic and disease. Trends Mol Med 2002; 8:23–30.

33. Kierszenbaum AL, Rivkin E, Tres LL. The actin-based motor
myosin Va is a component of the acroplaxome, an acrosome-
nuclear envelope junctional plate, and of manchette-associated
vesicles. Cytogenet Genome Res 2003; 103:337–44.



Appendix A

Glossary of Molecular Term

Adaptor protein: a small protein with few binding modules
that bridges two other proteins.

Adaptors: short double-stranded synthetic oligonu-
cleotides that can be ligated on to the ends of double-stranded
DNA fragments to generate known restriction enzyme sites
at each end.

Adenine: a purine base of DNA and RNA.

Allele or allelomorph: alternative forms of a gene occupy-
ing the same locus on homologous chromosomes. It is one of
a series of alternative forms of a given gene, differing in DNA
sequence, and affecting the functioning of a single product
(RNA and/or protein). If more than two alleles have been
identified in a population, the locus is said to show multiple
allelism.

Allosteric proteins: are enzymatic proteins with at least
two binding sites, one for the substrate and one or more for
regulatory ligands. Allosteric proteins are involved in feed-
back regulation, in which one binding site can affect another
by changing the protein conformation.

Amber mutation: a mutant nucleotide sequence of AUG
that causes premature termination of protein synthesis.

Aminoacyl-tRNA: a tRNA molecule carrying an amino
acid, which is to be used to extend a growing polypeptide
chain during protein synthesis.

Amphipathic: a molecule containing both hydrophobic and
hydrophilic properties.

Amplification refractory mutation system (ARMS): a
PCR system, which, due to the primer used, will allow ampli-
fication of a single specific allele.

Anaphase: a stage of mitosis during which sister chro-
matids separate to the spindle poles.

Aneuploidy: a change in the number of chromosomes.

Anti-codon: a sequence of three nucleotides in transfer
RNA that is complementary to a codon on mRNA.

Antisense: strand of DNA complementary to the sense
strand.

Apoptosis: also known as programmed cell death is an
energy requiring process that leads to cell shrinkage and frag-
mentation and condensation of chromatin. Unlike necrosis,
apoptosis does not elicit an inflammatory response. Apopo-
tosis is an important feature of the predictable life cycle of
many cells.

Arrestins: family of proteins that uncouple receptors from
the G-proteins and serve as adaptors to couple the receptor to
clathrin-coated pits, inducing endocytosis.

ATPase: a class of enzymes that catalyzes the decomposi-
tion of adenosine triphosphate (ATP) into adenosine diphos-
phate (ADP) and a free phosphate ion. This dephosphory-
lation reaction releases energy, which, in most cases, the
enzyme harnesses to drive other chemical reactions that
would not otherwise occur.

Auto-antibodies: antibodies produced by an individual
against antigens present in that individual.

Auto-antigen: antigens that elicit auto-antibodies.

Auto-immune disease: disease resulting from the genera-
tion of auto-antibodies.

Autonomously replicating sequence (ARS): a DNA
sequence that allows a plasmid DNA molecule to replicate
in yeast.

Autoradiography: detection of radioactively labeled
molecules on X-ray film.

Autosome: any chromosome that is not a sex chromosome.

Bacteriophage (phage): a virus that infects bacteria.

Basepair (bp): a pair of complementary nucleotide bases
in a duplex DNA or RNA molecule.

Blunt ends: ends of a duplex DNA molecule that have no
overhangs due to restriction with an enzyme that generates
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blunt ends or due to removal of the overhangs by single-
strand specific nucleases.

Ca2+-CaM: complexes of Ca2+ bound to calmodulin.

Calcineurin: a phosphatase with broad specificity for phos-
phoproteins, including tyrosyl phosphoproteins. Calcineurin
is involved in the signal transduction pathways that regulate
interleukin production in T cells and is an intracellular target
for the immunosuppressive effects of cyclosporine.

Calmodulin (CaM): is a small acidic protein that contains
multiple copies of a helix-loop-helix motif that binds Ca2+

with high affinity. CaM serves as an intracellular Ca2+ recep-
tor forming the complex Ca2+-CaM.

Calpain: an acronym for calcium-activated, papain-like
protease.

Cap: structure at the 5′ end of mRNAs containing a methy-
lated guanine residue.

Capsid: the outer protein coat of a virus.

Cell line: a population of cells grown in culture. Cell lines
are usually clonal and have the capacity for indefinite passage
in culture.

Chimera: recombinant DNA construction that combines
elements from distinct genes to express a protein that is a
mixture of these elements. Often used in receptor field to
study distinct domains involved in signal transduction.

Chromatid: one-half of a replicated chromosome.

Chromatin: protein-DNA complexes that make up chro-
mosomes.

Chromosome walking: sequencing cloned DNA fragments
directionally along a chromosome.

Cis-acting element: specific DNA sequences within a gene
that binds transcription factors and confer a defined regula-
tory response. They act ”in cis” because regions are on the
same DNA molecule as the gene they regulate.

Clone: a population of cells or DNA molecules that came
from a single progenitor.

Codon: the DNA or corresponding RNA sequence of three
basepairs that codes for a particular amino acid or termina-
tion signal.

Complementary DNA (cDNA): a DNA copy of a messen-
ger RNA generated by reverse transcriptase.

Concatemer: multiple copies of a DNA sequence cova-
lently joined together in tandem arrays.

Concordance: members of a twin pair exhibiting the same
trait.

Confluent cells: is a term used to define when all cells in
culture are in contact with other cells and no space in the dish
is left uncovered.

Consensus sequence: a DNA or amino acid sequence that
specifies the most commonly found DNA base or amino acid
at each position in a sequence of similar DNA or amino acid
sequences.

Cooperativity: property of certain receptors in which lig-
and binding to a subset of receptors alters affinity for lig-
and binding to remaining receptors. May be positive or neg-
ative denoting increase or decrease, respectively, in subse-
quent affinity.

Cos site: cohesive ends of a phage genome.

Cosmid: a plasmid DNA containing Cos sites to enable it
to be packaged into phage particles.

Cotig: blocks of DNA that are shown to be immediately
adjacent because they contain common sequences in their
overlapping region. A term used in physical, as opposed to
genetic, mapping.

Cross-talk: interaction between two or more distinct intra-
cellular signaling pathways that affect the same response and
interact to produce and additive or synergistic response, or
that activation of one pathway may inhibit the response stim-
ulated by the other.

Cytoplasm: contents of a cell outside the nucleus.

Cytosine: a pyrimidine base of RNA and DNA.

Cytoskeleton: network of microtubutes that support the
cellular structure and are used for directed transport of many
cell constituents.

Dedifferentiation: irreversible loss of specialized functions
that a cell expresses in vivo.

Degeneration of the genetic code: it refers to the fact that
more than one codon can specify a particular amino acid.

Denaturing gradient gel electrophoresis (DGGE): a
method of screening for mutations in a DNA sequence that
depends on the idea that mismatched DNA falls apart (dena-
tures) more easily than perfectly matched double-stranded
DNA.

Desensitization: diminished responsiveness of a receptor
pathway. This can be homologous, when is caused by a lig-
and for the receptor itself, or heterologous when is caused by
activation of some other pathway.

Diploid: refers to a cell or organism containing two com-
plete sets of homologous chromosomes.
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Discontinuous replication: refers to synthesis of DNA in
short fragments (Okazaki fragments) which are eventually
joined together to form a complete DNA strand.

DNA polymerase: an enzyme that adds nucleotides to a
growing chain of DNA in a 5′ to 3′ direction during DNA
replication using a DNA strand as a template.

DNase footprinting: a technique for the detection of a
region of DNA that is complexed with proteins. This tech-
nique is based in the principle that proteins protect that region
of DNA from DNase digestion.

Docking protein: a larger and more versatile version of the
adaptor protein that contains many binding modules and acts
as a working platform for many intracellular signaling trans-
ducers.

Domain: refers to a discrete region of the protein that has a
specific function associated with it.

Dominant allele: the allele observed in the phenotype of a
heterozygote.

Dominant negative effects: effects caused by the expres-
sion of a mutant form of a gene that obliterates the normal
function of the normal form of the gene, even though the nor-
mal gene is expressed.

Dominant negative mutation: a mutation generating a
mutant gene product whose characteristics are dominant over
the wild-type product.

Down-regulation: actual loss of receptors that may fol-
low prolonged exposure to agonists. Down-regulation often
occurs through receptor internalization from the cell surface
to the cell interior.

Duplex: a complex of two complementary strands of
nucleic acids.

Effector: enzyme or ion channel, such as adenylyl cyclase,
that generates the second messenger in a receptor-activated
signal transduction pathway.

Endoplasmic reticulum: continuous membrane network
within the cytoplasm of cells.

Enhancer: DNA domain in the regulatory region of a gene
that increases transcription independently of its orientation or
site in the promoter.

Epigenetics: is the study of heritable changes in gene
expression or function that occur without changes in the
DNA sequence itself. Epigenetic changes are formally
defined as an alteration of phenotype without change in the
genotype, and are having an increasingly important role in
development and in the etiology of a variety of disease.

Episome: genetic information expressed outside of the
genome

Epitope: the part of an antigen that binds to the antigen
binding region of an antibody.

Euchromatin: chromatin that is poorly condensed so
allowing transcriptional activity.

Eukaryote: an organism comprising cells that have a true
nucleus.

Excision repair: a system that allows the removal of a dam-
aged piece of single-stranded DNA from a DNA duplex and
replacement with a repaired DNA sequence copied from the
undamaged DNA strand.

Exon: a portion of a gene that is transcribed into sequences
found in the mature cytoplasmic RNA and that is flanked by
introns. Introns, in contrast, are spliced out from the initial
transcript.

Expressed sequence tags: short cDNA sequences that,
when mapped to specific chromosomal regions, serve as use-
ful anchors in the physical mapping of unknown genes.

Expression cloning: a method for cloning receptors that
involves use of recombinant DNA techniques to express
all (or a portion) of receptor protein. Requires assay for
expressed protein such as binding of antibody (if available),
binding of ligand, or agonist-stimulated signal transduction
(e.g. change in ion current in Xenopus oocyte in which
mRNA has been injected).

Farwestern blot: a technique involving transfer of protein
molecules, after size fractionation on gel electrophoresis, to
filter papers to analyse their interaction with other protein
probes that are not antibodies.

Fluoresce in situ hybridization (FISH): a technique used
to visualize locations on chromosomes, which hybridize to
specific nucleotide probes. It is based on the use of large, flu-
orescent DNA probes to bind to specific sites on metaphase
or interphase chromosomes and thereby physically locate the
specific DNA on the chromosome.

Fluorescence-activated cell sorting (FACS): a technique
to separate cells from a population on the basis of their
expression of specific antigens.

fos: oncogene of the FBJ murine osteogenic sarcoma virus.
Its cellular counterpart, the proto-oncogene c-fos, belong to
the family of early response genes activated in the conversion
of quiescent serum-starved 3T3 fibroblast to growing cells.
c-fos dimerize with c-jun (c-fos/c-jun heterodimer) to form
the trancription factor AP-1 that bind to the AP-1-binding
site (TGACTCA) present in the regulatory region of several
PKC-stimulated genes.
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Frame shift: refers to a mutation that shifts the read-
ing frame of triplet codons in a gene during translation
of mRNA.

G-banding: technique to visualize the band patterns of
chromosome on staining with Giemsa.

Gene knock-out: ablation of a portion of a gene accom-
plished by introducing mutant genes into cells and screen-
ing/selecting for replacement of the normal sequence by the
mutant sequence (by homologous recombination). When per-
formed using murine embryonic stem cells, these cells can be
used to generate gene ”knock out” mice.

Gene mapping: a map of different genetic loci, constructed
based on their physical position with respect to each other.

Gene: a unit of heredity that specifies an RNA or mRNA.
A gene also contain intronic regions, which are not translated
and regions that control transcription.

General transcription factors (GTFS): proteins that are
required to allow RNA polymerase to transcribe a gene at the
basal level of transcription. This level of gene expression is
then further activated by tissue-specific transcription factors.

Genotype: the actual genetic make up of a cell or organism.

Genotype: the genetic constitution of an individual.

G-proteins: proteins that bind GTP with high affinity and
specificity. The superfamily includes heterotrimeric G pro-
teins involved in signal transduction by membrane receptors
and small G proteins homologous to ras.

Growth curve: a plot of cell number against time in a pro-
liferating cell culture. Lag phase: before growth is initiated;
log phase: the period of exponential growth; plateau: stable
cell count achieved when cells stop growing, usually after
achieving high density.

Guanine: a purine base of RNA or DNA.

Haploid: refers to a cell or organism containing only one
copy member of a homologous chromosome pair.

Hemizygote: refers to a diploid cell or organism that con-
tains only one allele of a gene due to loss of one chromosome
of a homologous chromosome pair.

Heterochromatin: chromatin regions that are condensed
and so generally transcriptionally inactive.

Heterodimer: a complex of two non-identical moieties, e.g.
proteins.

Heterogenous nuclear RNA (hnRNA): the primary tran-
script generated from transcription of a gene prior to splicing
etc. associated with maturation.

Heterozygote: refers to a diploid cell or organism that con-
tains different alleles of a gene at one locus on homologous
chromosomes.

Heterozygous: an individual that carries a pair of non-
identical allele.

Histones: a group of conserved basic proteins that structure
DNA in the eukaryotic cell into basic chromatin structure.

Homodimer: a complex of two identical moieties, e.g. pro-
teins.

Homologous recombination: genetic recombination
between nucleic acid sequences that have extensive regions
of identical sequence.

Homology cloning: a method for cloning receptors (and
other entities) that relies on conserved regions shared by
members of a gene family. Particularly powerful when PCR
is used as initial step.

Homozygous: an individual carries a pair of identical alle-
les.

Hybridization: refers to the ability of complementary
single-stranded DNA or RNA molecules to form a duplex.
Screening technique that exploits the complementarity of
nucleic acid sequences and the hydrogen bonds formed
between complementary G-C and A-T pairs. A labeled probe,
either synthetic single-stranded DNA, denatured double-
stranded DNA, or cRNA – can bind to its complemen-
tary single-stranded DNA or RNA sequence. The speci-
ficity of the combination is controlled by the stringency of
the hybridization. High stringency = high temperature, low
salt, polar solvent. Disruption of complementary nucleic acid
strands is called denaturation.

Hydrophilic: effectively interacts with water.

Hydrophobic: ineffectively interacts with water.

Immunogen: a compound able to elicit an antibody
response.

Immunoglobulin: a family of proteins that function as anti-
bodies.

Imprinting: a change in gene function that occurs early
in development, in the egg or sperm such that maternal and
paternal copies may differ.

Interphase: period of the cell cycle that span between one
mitosis and the next.

Intron: the segments within the coding region of a gene that
are not present in the fully mature RNA. Introns are removed
after transcription by splicing during the formation of mature
cytoplasmic RNA.
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Jak: Janus kinase (after the two-faced Roman god). Some
authors refer it as “just another kinase.” Jak are cytoplasmic
tyrosine kinases that activate latent gene regulatory proteins
called STATs.

jun: oncogene of the avian sarcoma virus-17.

Karyotype: the number and characteristics of the full chro-
mosome set of an organism.

Kinase: a phosphorylation enzyme. Kinases transfer the
ATP γ-phosphate group to the amino acids tyrosine, serine
or threonine, and to the 5′ end of nucleotide chains.

Klenow: the largest fragment of the Escherichia coli DNA
polymerase complex. The Klenow fragment is devoid of the
exonucleolitic activity of the DNA polymerase, but it retains
its polymerase activity.

Knockout: the ability to remove a specific gene in a cell or
organism by molecular techniques.

Lagging strand: refers to the strand of newly synthesized
DNA that is made up from joining of Okazaki fragments.

Leading strand: refers to the strand of newly synthesized
DNA that is continuously synthesized during DNA replica-
tion.

Leucine zipper: a leucine-rich domain of a protein that
allows protein-protein interaction.

Ligand: a molecule that binds to another macromolecule
such as a receptor.

Ligase: an enzyme that joins the ends of two duplexes of
DNA.

Linkage: the tendency for two genes in close proximity on
a chromosome to be inherited together.

Liposome: small vesicle made up of a lipid bilayer.
Liposomes are used as carriers to introduce foreign DNA
into cell.

Locus: the position of a gene on a chromosome.

Lod score: odds that two markers are truly linked/odds that
two markers are not linked. The higher the lod score, the
more likely that the two markers (one usually the presence
of disease) are linked.

Logarithm of the odds score (LOD): a value for the like-
lihood of two loci being within a measurable distance from
each other.

Long terminal repeat (LTR): the direct repeats at the ends
of the proviral DNA.

Lytic cycle: the events associated with virus infection dur-
ing a productive infection.

Major histocompatibility complex (MHC): a family
of genes that are involved in mediating T-cell immune
responses.

Maternal inheritance: preferential carriage of a gene by
the maternal parent.

Meiosis: eukaryotic cell division during which two sequen-
tial divisions generate cells containing a haploid complement
of chromosomes.

Messenger RNA (mRNA): the mature transcript from a
gene transcribed by RNA polymerase that specifies the order
of amino acids during mRNA translation to protein.

Metaphase: a stage in mitosis when the parental and
newly synthesized chromosomes are maximally condensed
but prior to their segregation to opposite spindle poles.

Methylation of DNA: an epigenetic modification of the
DNA molecule consisting in the transfer of methyl groups
(−CH3) to a cytosine residue, which is converted into 5-
methylcytosine, by a DNA methylase. Methylation of DNA
directly switches off gene expression.

Microsatellites: simple sequence repeats.

Microtubules: filamentous protein structures that make up
the cytoskeleton of the cell.

Minisatellites: variable number of tandem repeats.

Mitosis: the mechanism by which a cell undergoes nuclear
division to generate two identical daughter cells with equal
complements of chromosomes.

Mobility shift assay: technique to analyze the interaction
between known DNA sequences and protein. It is based on
the slow electophoretic migration rate of the DNA-protein
complex compared with DNA alone.

Monosomy: a condition in which one member of a chro-
mosome pair is missing.

Monosomy: the presence of only one chromosome from a
pair in a cell’s nucleous. In partial monosomy only a por-
tion of the chromosome has one copy, while the rest has two
copies.

Monozygotic: genetically identical due to originating from
the same fertilized cell.

Mosaicism: the presence of two populations of cells with
different genotypes in an individual who has developed from
a single fertilized egg. Mosaicism may result from a mutation
during development, which is propagated to only a subset of
the adult cells.

Mutation: a transmissible change in nucleotide sequence
considered as a genetic mistake. Mutations lead to a change
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or loss of normal function encoded by that nucleotide
sequence.

Neutral substitution: a substitution in the DNA sequence
that results in a change in the amino acid without change in
the function of the protein.

Nondisjunction: failure of chromosomes to properly segre-
gate during meiosis or during the mitotic anaphase. Nondis-
junction generates cells with abnormal number of chromo-
somes that can result in genetic diseases or abnormalities.

Non-disjunction: the process by which duplicate chromo-
somes fail to separate during cell division resulting in one
daughter cell containing both duplicate chromosomes.

Nonsense mutation: a mutation resulting in the premature
termination during protein synthesis.

Northern blot analysis: a technique for detection of RNA,
which is separated by size by electrophoresis and transferred
to a solid nitrocellulose or nylon support. Specific RNA
sequences are detected by hybridization of the support with
defined labeled probes. Although Northern blot is a qual-
itative technique, by densitometric analysis of the autora-
diograms it is possible to quantitate steady-state levels of
mRNA.

Nucleosome: a subunit of chromatin comprising a core of
histone proteins with approximately 146 basepairs of DNA
wrapped around.

Okazaki fragment: short segments of DNA synthesized
during lagging strand DNA synthesis.

Oncogene: a mutated gene which is normally involved in
the correct control of cell division such that disruption of the
normal gene function leads to cell immortalization and trans-
formation.

Open reading frame (ORF): a series of triplet codons in
the coding region of a gene that lie between the signals to
start and stop translation.

Organelle: a membrane-bound compart-ment of a eukary-
otic cell.

Origin of replication: a specific site on DNA at which
DNA replication starts.

Orthologous: this term is used to describe two similar
genes in two different species that originated from a com-
mon ancestor. Alternatively, orthologous is used to describe
any two genes in two different species with very similar func-
tions.

PDGF: platelet-derived growth factor.

Phage: virus consisting of a nucleic acid core surrounded
by a protein coat. The common lambda (k) phage acts by

infecting bacteria with its DNA, which is replicated as part
of the bacterial genome. After replication, the phage lyses
the bacteria cell to form a plaque or clear area on a bacterial
lawn.

Phenotype: the observable characteristics of a cell or
organism resulting from the expression of the cell’s
genotype.

Phenotype: the observable expression of a genotype as
a morphological, biochemical or molecular trait. A pheno-
type can be either normal or abnormal in a given individual.
Abnormal phenotypes are caused by genetic disorders.

Phosphatase, protein tyrosine: an enzyme that cleaves
phosphate bound covalently to tyrosine residues of
proteins.

Plaque: the clear area on a lawn of bacteria or cells due to
virus infection.

Plasmid: a circular DNA molecule capable of self-
replication in a cell. Closed circular piece of DNA, which
usually carries a resistance factor and can multiply indepen-
dently in bacteria. Used for cloning cDNAs and for some
genes, although limited somewhat by the size of the DNA
insert.

Platelet-derived growth factor (PDGF): a dimeric peptide
(∼30Kd) stored in blood platelets and released during the
clotting reaction.

Polar molecule: molecule soluble in water.

Polyadenylation: addition of tracts of polyadenylic acid to
the ends of transcribed RNA molecules.

Polymerase chain reaction (PCR): a technique to amplify
a target DNA sequence by multiple rounds of DNA synthe-
sis. PCR is a powerful method to amplify DNA or RNA
sequences for easier detection or analysis, it requires known
DNA sequences from which short oligonucleotide primers
(one for each strand) can be synthesized. Using a special Taq
DNA polymerase that retains activity at high temperatures,
the PCR technique consists of repetitive rounds of primer
hybridization, DNA chain elongation with Taq polymerase,
and DNA denaturation.

Polymorphism: mean different form. In genetics, polymor-
phis refers to two or more phenotypes products of allelic
genes.

Position effect: refers to the differences in levels of expres-
sion of a gene due to its position in the chromatin.

Positional cloning: the identification of a gene largely by
finding its location by genetic and physical mapping strate-
gies.
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Primer: a short nucleotide sequence that provides the start-
ing point for polymerases to copy a nucleotide sequence and
make a double strand.

Prokaryotes: cells that lack nuclei and membrane-limited
organelles.

Promoter: a DNA sequence that targets RNA polymerase
to a gene for transcription.

Protein kinase: enzyme catalyzing the addition of phos-
phate to a nucleic acid or aprotein, usually involving ATP as
the phosphate donor. In proteins phosphorylation may occur
on serine, threonine, or tyrosine, the latter catalyzed by pro-
tein tyrosine kinases.

Proteomics: the study of the protein complement of the
genome, also called proteome. The terms proteomics and
proteome, mirror the terms “genomics” and “genome,”
which describe the entire collection of genes in an organism.
Although the definition of proteomics varies depending on
the authors, it is agreed that can be defined as:

Protooncogene: a normal gene that, when mutated,
contributes to transformation of a normal cell into a
cancer cell.

Provirus: the double-stranded DNA copy of a retrovirus.

Pseudogene: a duplicated nonfunctional gene.

Pulsed field gel electrophoresis (PFGE): electrophoretic
technique used to separate very large molecules of DNA by
periodically altering the direction of the electric field through
which the samples are migrating.

Purine: an organic base containing two heterocyclic rings
that occurs in nucleic acids.

Pyrimidine: an organic base containing one heterocyclic
ring that occurs in nucleic acids.

Q-banding: a technique to visualize the band patterns of
chromosome on staining with quinacrine.

Quiescent: refers to a cell that has exited the cell cycle and
is resting.

ras: oncogene of the Harvey (rasH) and Kristen (rasK) rat
sarcoma viruses. These genes, which are frequently activated
in human tumors, encode a 21 kD G-protein.

Reading frame: any one of three ways that a specific
nucleotide sequence can be read in triplets.

Receptor mediated endocytosis: a process in which ligand
binding to receptor promotes receptor clustering and inter-
nalization. Used by LDL and transferrin receptors to convey
ligand to cell interior.

Recessive allele: the allele masked by the dominant allele
in a heterozygote due to the absence or comparative inactivity
of the product of the recessive allele.

Replication forks: region of DNA resulting from DNA
replication in which the parental DNA strands are displaced
and DNA polymerase copies the parental template.

Reporter gene: a gene encoding a product that can be eas-
ily measured when introduced into cell by transfection, eg.
luciferase, cathecol methil transferase.

Residue: term used to define the unit of a polymer, such as
a monosaccharide, an amino acid, or a nucleotide.

Restriction enzyme: a bacterial endonuclease that cuts
DNA at specific sequences. Each enzyme cuts at its own
unique sequence or site, usually a 4- or 6-base pair (bp) motif.

Restriction fragment length polymorphism (RFLP):
refers to heritable differences in the length of DNA frag-
ments from a specific region of DNA generated by restriction
enzymes due to DNA sequence differences.

Restriction map: Diagrammatic representation of a DNA
molecule indicating the sites of cleavage by various restric-
tion endonucleases.

Retrovirus: an RNA virus that replicates by first convert-
ing its RNA genome to a double-stranded DNA copy using
reverse transcriptase.

Reverse transcriptase: viral enzyme with the unique prop-
erty of synthesizing a cDNA molecule from an RNA tem-
plate.

Reverse transcription: enzymatic reaction carried by the
reverse transcriptase.

Reverse transcription-polymerase chain reaction (RT-
PCR): amplification of RNA by PCR after copying of the
RNA to cDNA by reverse transcription.

Ribosomal RNA (rRNA): structural molecules of RNA
present in the ribosome.

Ribosome: organelle that serves as a biochemical machine
to translate mRNA into protein. Ribosomes are constituted
by a complex of different proteins associated with structural
RNA molecules called ribosomal RNA (rRNA).

RNA polymerase: an enzyme that makes a RNA copy from
a DNA template.

RNA splicing: removal of introns from transcribed RNA to
generate a mature mRNA.

S1-nuclease: an enzyme that specifically degrades single-
stranded DNA molecules.
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Scatchard plot: a method for plotting equilibrium bind-
ing data that allows calculation of receptor number and
affinity.

Second messenger: small intracytoplasmic molecule
released in response to an extracellular signal that convey the
signaling information to the interior of the cells, eg. cAMP,
IP3, and Ca2+.

Secondary structure: regular folding of polymers. In pro-
teins, secondary structures, such as α helices and β sheets
are formed by hydrogen bonds between side groups of polar
amino acids.

Semi-conservative replication: the generation of daughter
duplexes of DNA, which contain one parental and one newly
synthesized strand of DNA.

SH2 (SRC Homology 2) domains: peptide sequences sim-
ilar to a motif found in the SRC protein kinase. SH2 domains
can bind to certain phosphorylated tyrosine residues.

SH3 (SRC Homology 3) domains: peptide sequences sim-
ilar to another motif found in the src protein kinase. SH3
domains can bind certain proline-rich motifs found in pro-
teins.

Signal sequence: a short amino acid sequence that targets
a protein to a specific cellular localization.

Silencer element: DNA domain in the regulatory region of
a gene that acts to decrease transcription independently of its
orientation or site in the promoter.

Silent mutations: changes in the DNA molecule without
apparent effects. Since the same amino acid can be encoded
by a different DNA sequence, a silent mutation may render
a change that do not cause any change in the amino acid
sequence. A silent mutation can also be produced by an alter-
ation in the DNA that cause the change of an amino acid that
does not change the function of the protein, which are called
neutral substitutions.

Simple sequence repeats (SSRS): also called microsatel-
lites. Tandemly repeated DNA sequences with 2–8 base pairs
in the repeat unit. Very frequent variation in the number of
repeat units allows corresponding chromosomes to be distin-
guished from each other.

Single-stranded conformational polymorphism (SSCP):
a method of screening for mutations in a DNA sequence
that depends on the altered mobility of single-stranded DNA.
SSCP can detect a single base alteration in a DNA sequence.

Somatic cell hybrid: a fusion between two different cell
types.

Somatic cell: a cell other than a haploid sex cell.

Southern blot: a technique in which DNA is separated by
size through electrophoresis, transferred to a solid nitrocel-
lulose support, and specific sequences detected by hybridiza-
tion with specific probes.

Southwestern blot: a technique of transfer protein
molecules after size fractionation on gels to filter papers to
analyze their interaction with DNA probes.

S-phase: stage of the eukaryotic cell cycle at which DNA
synthesis occurs.

Spindle: a microtubule structure of the nucleus that is
involved in organizing replicated chromosomes during cell
division.

src (pronounced “sark”): name of the first described retro-
viral oncogene (v-src), from the chicken Rous sarcoma retro-
virus and its precursor (c-src), which encode a membrane-
associated protein kinase.

STAT: signal transducers and activators of transcription.
STAT are inactive proteins located in the cytoplasm. When
the cytokines receptors are activated, they recruit and acti-
vate STATs, which then migrate to the nucleus and activate
gene transcription.

Stop codons: DNA triplet codon that terminates translation
of an mRNA.

Synergism or potentiation: two or more hormones are said
to act synergistically when the response to their simultane-
ous administration is greater than the sum of the responses to
each when given alone. For example, both growth hormone
and cortisol modestly increase lipolysis in adipocytes. When
given simultaneously, however, glycerol production is nearly
twice as great as the sum of the effects of each.

TATA box DNA sequence found in many eukaryotic pro-
moters that binds the TATA binding protein in order to recruit
RNA polymerase for transcription.

TATA-associated factors: (TAFS): proteins that bind to
TBP tightly and, together with TBP, make up the transcrip-
tion factor IID.

TATA-binding protein (TBP): protein that binds to the
TATA sequence in the promoter region of genes transcribed
by RNA polymerase II.

T-cell receptor: membrane protein complexes that are
expressed on T-lymphocytes and recognize specific antigens
when associated with MHC molecules.

Telophase: final stage of cell division when the nuclear
membrane re-forms around replicated chromosomes.

• The identification of all the proteins made in a given cell,
tissue or organisms;
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• The outline of the precise three-dimensional structure of
the proteins.

• The protein complement encoded by a genome;
• The study of how proteins join forces to form networks

similar to electrical circuits; and

Tolerance: reduced ability to mount an immune response
to specific antigens.

Torpedo californica: a specie of electric ray native to the
eastern Pacific ocean that was used as a model to isolate and
characterize the nicotinic cholinergic ligand-gated channel
receptor.

Transcription factor (or trans-acting factors): proteins
that bind directly to DNA and influence the transcription
rate of specific genes. These proteins include the steroid and
thyroid hormone receptors and many other nuclear proteins.
These factors act “in trans” because they are encoded on
genes separate from the ones they regulate.

Transcription: process by which a DNA template is copied
to RNA by RNA-polymerase. RNA-polymerase binds to
DNA at the promoter region and transcribes RNA comple-
mentary to the DNA template. Both coding regions (exons)
and noncoding regions (introns) are transcribed. The tran-
scriptional process is regulated by a number of proteins,
called transcription factors, which bind to the DNA of the
gene to be transcribed.

Transfection: the introduction of foreign DNA into cells in
culture. Mammalian cells can take up DNA if they are treated
in culture with chemical or physical procedures that dis-
rupt the cell membrane, such as calcium phosphate, DEAE-
Dextran or electroporation. Although only a minute fraction
of the DNA is incorporated into chromosomes, it is usu-
ally sufficient to test its presence in a transient transfection
assay, which is conducted within a few days time. Using tran-
sient transfection assays it is possible to assess functionality
of the introduced gene, such as responsiveness to regulatory
molecules. Stable transfections require the integration of the
introduced DNA into the genome and depend on a selectable
marker to detect and amplify a rare event, which is used to
generate stable cell lines, transgenic animals or for potential
gene therapy.

Transfer RNA (tRNA): small RNAs that function to trans-
port specific amino acids to a growing polypeptide chain on
the ribosome during translation.

Transformation: permanent alteration of the cell pheno-
type occurs after an irreversible genetic change. Transformed

cell lines have increased growth rate, infinite life span,
high plating efficiency, and often exhibit tumorigenicity.

Translation: the mechanism by which mRNA is used as a
template to synthesize protein on the ribosome.

Transmembrane (membrane-spanning) domain:
domain of about 20 contiguous and relatively hydropho-
bic amino acids predicted to span a membrane bilayer.
Receptors coupled to G proteins have seven putative
membrane-spanning domains; many other receptors appear
to have only one (e.g. EGF receptor).

Transposon: mobile genetic element, which can insert at
random into plasmids or the bacterial chromosome indepen-
dently of the host cell recombination system.

Trk: tropomyosin-related kinase receptor.

Tumour suppressor gene: a gene that negatively regu-
lates cell division such that mutation in these genes results
in uncontrolled cell division and turnout progression.

UPD: Uniparental disomy.

Uracil: a pyrimidine base that replaces the DNA base
thymine in RNA molecules.

Variable number tandem repeats (VNTR): tandemly
repeated DNA sequences with 10–100 base pairs in the repeat
unit. Frequent variation in the number of repeat units allows
corresponding chromosomes to be distinguished from each
other. VNTR are also called minisatellites.

Vector: a DNA molecule in which DNA sequences can be
cloned.

Western blot: transfer of protein molecules, after size frac-
tionation by electrophoresis, on gels to filter papers for anal-
ysis with antibodies.

Wobble hypothesis: refers to the ability of a tRNA
molecule to recognize more than one codon by relatively free
pairing between the third base of the codon and first base of
the anti-codon.

X-inactivation: refers to the inactivation of one of the X
chromosomes in female somatic cells.

Yeast artificial chromosomes (YACS): plasmid DNA
which contains DNA sequences that allow plasmid mainte-
nance in yeast cells and allow cloning of very large regions
of DNA. YACS replicate as chromosomes in yeast because
they contain sequences that define the ends of the chromo-
some (telomeres) and sequences that allow the chromosome
to separate appropriately at mitosis (centromeres).
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%GC: percentage of guanine and cytosine

ΨU: pseudouridilic acid

[Ca2+]i: intracellular calcium concentration

17βHSD: 17β-hydroxysteroid dehydrogenase

20αDHP: 20α-dyhydroprogesterone

20αHSD: 20α-hydroxysteroid dehydrogenase

2-deoxy-D-ribose: deoxyribose

3’-UT: 3’ untranslated region

32P: radioactive isotope

3βHSD: 3β-hydroxysteroid dehydrogenase

3β-HSD: 3β-hydroxysteroid dehydrogenase/Δ4-Δ5 iso-
merase

3αHP: 3α-hydroxy-4-pregnen-20-one

3β-HSD: 3β-hydroxysteroid dehydrogenase/Δ4-Δ5 iso-
merase

5’-UT: 5’ untranslated region

5′AMP: adenosine monophosphate

5-HT3 receptor: 5-hydroxytryptamine type 3 (serotonin)
receptor is a serotonin receptor subclass that contains selec-
tive channels for sodium, potassium and calcium

5-HT3: 5-hydroxytriptamine

5α-DHT: 5α-dihydrotestosterone

5α-DHT: 5α-dihydrotestosterone

7-TMS: seven transmembrane segment

9 K-PGR: 9-keto-PGE2-reductase

A: adenine or adenosine

AA: arachidonic acid

AAV: adeno-associated viruses

ABP: androgen-binding protein, a glycosylated dimeric
protein secreted by the Sertoli cells homologous to steroid
hormone-binding globulin

AC: Adenylate cyclase

AC: adenylyl cyclase

ACh: Acetylcholine

ACTH: adrenocorticotropic hormone

Ad5: type of adenovirus

Ad-ER-DN: adenoviral vector that expresses a dominant
negative ER mutant

ADH: antidiuretic hormone

Ad-LacZ: adenovirus expressing the marker gene β-
lactamase

ADX: adrenalectomized

AF-1, -2 and -5: activation function-1,-2 and -5.

aFGF: acidic fibroblast growth factor

AGRP: agouti-related protein

AII: angiotensin-II

AIS: androgen insensitivity syndrome

AKAP121: A-kinase anchor protein

Akt: oncogene of the retrovirus AKT8 with activity
serine/threonine-specific protein kinase, also termed protein
kinase-B (PKB)

Akt: protein kinase-B, also termed PKB

ALDH-1: aldehyde dehydrogenase class 1 gene

ALK4: activin receptor-like kinase 4

333
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Allopregnanolone: 3α,5α-tetrahydroprogesterone, also
called THP

ALS: amyotrophic lateral sclerosis

Amenorrhea: absence of menstruation

AMH: anti-Müllerian hormone or Müllerian-inhibiting
substance (MIS)

AMP: adenosine 5-monophosphate

AMPA: α-Amino-3-hydroxy-5-methyl-4-isoxazole-propi-
onic acid; agonist for the AMPA subtype of glutamate recep-
tors

ampr: ampicillin resistance gene

Ang: angiopoietins;

ANGPT1: angiopoietin 1

ANGPT2: angiopoietin 2

ANGPT3: angiopoietin 3

ANGPT4: angiopoietin 4

ANP: atrial natriuretic peptides

AP-1: activating protein-1, Jun-Fos heterodimer

AP-1: activator protein-1

AP-2: activating protein-2

AP-3: activating transcription factor-3 binding site

Apaf-1: apoptotic protease-activating factor

AR: androgen receptor

AR-A and AR-B: androgen receptor isoforms

ARA: AR associated proteins

ARE: androgen response element

ARF6: ADP ribosylation factor 6

ARKO: androgen receptor knockout mouse

ART: assisted reproductive technology

ASI: androgen sensitivity index

Asn: asparagine

ATP: adenosine 5’-triphosphate

ATP: adenosine triphosphate

ATR: DNA repair protein, member of the PI3-kinase-like
family

Aurora kinases: a family of serine/threonine kinases
important for cell division

AVPV: anteroventral periventricular

α2 M: α2-macroglobulin

αT3-1: ovarian cell line

BAC: bacterial artificial chromosome

BAD: Bcl-2-associated death promoter

Bcl-2: proto-oncogene

BDNF: brain-derived neurotrophic factor

bFGF: basic fibroblast growth factor

Bfl-1/A1: Bcl-2 family member

bHLH: basic helix-loop-helix

BLAST: basic local alignment search tools

BMI: body mass index

BMP: bone morphogenetic protein

BNP: B-type natriuretic peptide, also known as brain natri-
uretic peptide or GC-B

BOX2: amino acid sequence [V/L]E[V/L]L present in the
single chain cytokine receptors required in some cases for
full activation of Jak2

bp: base pairs

Brca1: breast cancer 1 gene

BRCA1: breast cancer-1 early onset tumor suppressor gene

BRE: TFIIB recognition element

BSP: bisulfite sequencing PCR

Bulbar: describe any bulb-shaped organ of the body

bZip: DNA binding domain of the leucine zippers family
of heterodimeric proteins

βARK: β-adrenergic receptor kinase

C/EBP: CAAT box/enhancer binding protein

C/EBP: CAAT enhancing binding protein

C/EBP: CATT/enhancer binding protein

C/EBP: CCAAT/enhancer binding protein

C/EBP: transcription factor CCAAT/Enhancer Binding
Protein

C/EBPβ: CCAAT/enhancer-binding protein-β

C: cytosine or cytidine

Ca2+: calcium ions

Ca2+-CaM: Ca 2+ bound to CaM

CaCl2: calcium chloride
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CAIS: complete androgen insensitivity syndrome

CaM: calmodulin

CAM-1: intracellular adhesion molecule-1

CaMK: Ca2+-mediated kinase

CaMKII: calcium/calmodulin-dependent protein kinase II

cAMP: cyclic adenosine monophosphate

cAMP: cyclic AMP

Caov-3: ovarian cell line

CAP: capped mRNA

CAP: catabolic activator protein

CAR: coxsackie-adenovirus receptor

CART: cocaine- and amphetamine-regulated transcript

CBF: CAAT box-binding factor

CBP/p300: CREB-binding protein and related E1A binding
protein p300

CBP: CREB binding protein

CC: cumulus cells

CD/5-FCyt: cytosine deaminase plus 5-fluorocytosine

CDD: conserved domain database

Cdk: cyclin dependent kinase

cDNA: complementary deoxyribonucleic acid

CEBPβ: CCAAT enhancer binding protein beta

CERT: ceramide transport protein

c-fos: cellular protooncogene of the transforming gene of
the FBJ and FBR osteosarcome viruses

c-fos: cellular protooncogene of the transforming gene of
the Finkel-Biskis-Jinkins murine osteosarcoma viruses

c-Fos: product of the proto-oncogene c-fos that dimerize
with c-Jun (c-Fos/c-Jun heterodimer) to form the trancription
factor AP-1

c-Fos: transcription factor member of the AP-1 family
of transcription factors. cFos is product of the cellular
protooncogene c-fos, homologue of v-FOS, identified as
the transforming gene of the Finkel-Biskis-Jinkins murine
osteosarcoma viruses

c-Fos: transcription factor product of the cellular pro-
tooncogene homologue of v-FOS identified as the transform-
ing gene of the Finkel-Biskis-Jinkins murine osteosarcoma
virus; member of the AP-1 family

CG: human chorionic gonadotropin

CGA: common glycoprotein alpha

CGH: comparative genomic hybridization

cGMP: cyclic guanosine monophosphate

cGMP-PK: cGMP-dependent protein kinase

ChIP: chromatin immunoprecipitation

CHO cells: Chinese hamster ovary cells

c-IAP1: caspase inhibitor

c-IAP2: caspase inhibitor

c-jun: cellular potooncogene of the transforming gene of
avian sarcoma virus

c-Jun: product of the proto-oncogene c-jun that dimerize
with c-Fos to form the transcription factor AP-1.

c-Jun: transcription factor product of the cellular pro-
tooncogene homologue of v-Jun identified as the transform-
ing gene of avian sarcoma virus 17; member of the AP-1 fam-
ily

c-kit: cellular homolog of the feline sarcoma viral oncogene
v-kit

Cl–: chlorine ion

CL: corpus luteum

Clozapine: an atypical antipsychotic agent principally
described as a D2 receptor antagonist, but also serves as a
serotonin antagonist and can affect other receptors types as
well

CLS: cAMP-responsive element-like sequence

CMC: chemical mismatch cleavage

CMP: cytidine 5’-monophosphate

CMV: cytomegalovirus

CNP: C-type natriuretic peptide

CNS: central nervous system; consists of the spinal cord,
cranial nerves and the brain

CNTF: ciliary neurotrophic factor

CO: carbon monoxide

CO2: carbon dioxide

CoREST: corepressor for RE1 silencing transcription fac-
tor (REST)

COUP-TF: chicken ovoalbumin upstream promoter tran-
scription factor

COX: cyclooxygenases

COX-2: cyclooxygenase-2
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CRAds: conditionally replicative adenoviruses

CRE: cAMP response element

CRE: cAMP response element

CREB: cAMP response element binding protein

CREB: transcription factor cyclic AMP response element
binding protein

CREM: cAMP-responsive element modulator

CREM: cAMP-responsive gene modulator

CREM: CRE modulator

CRF: corticotropin releasing factor

CRH: corticotropin-releasing hormone

cRNA: complementary RNA

Cro repressor: dimeric protein composed of identical sub-
units

CRS: cAMP response sequences

CsCL: cesium chloride

CSF: colony-stimulating factor

CT: computed topography

Ct: threshold cycle

CTCF: CTC-binding factor

CTF: CAAT binding transcription factor

Ctnnb1: β-catenin

cyclin D1 and D2: cell cycle-regulatory genes

CYP11A: gene coding for P450scc

Cyp11AS: aldosterone synthase, also known as Cyp11B2

CYP17: gene coding for cytochrome P450 17α-
hydroxylase/17,20-lyase

Cα, Cβ, C: isotypes of the PKA C-subunit

D: dihydrouridine

D1 receptor: dopamine type 1 receptor

DAG: 1,2-diacylglycerol

dAMP: deoxyadenosine monophosphate

dATP: deoxyadenosine triphosphate

DAX-1: dosage-sensitive sex reversal, adrenal hypoplasia
critical region, on chromosome X, gene 1

dbB: diagonal band of Broca

DBD: DNA-binding domain

dCMP: deoxycytidine monophosphate

dCMP: deoxyribose cytidine 5’-monophosphate

dCTP: deoxycytidine triphosphate

ddATP: dideoxyadenosine triphosphate

DDBJ: DNA database of japan

ddCTP: dideoxycytidine triphosphate

ddGTP: dideoxyguanosine triphosphate

ddNTP: dideoxynucleoside triphosphate

DDSB: DNA double strand breaks

ddTTP: dideoxythymidine triphosphate

DGGE: denaturing gradient gel electrophoresis

DGLA: dihomo-gamma-linoleic acid

dGMP: deoxyguanosine monophosphate

dGTP: deoxyguanosine triphosphate

DHEA: dehydroepiandrosterone

DHEA-S: DHEA-sulfate

DNA: deoxyribonucleic acid

DNMT: DNA methyltransferases

DNMT1 and DNMT3: DNA cytosine-5 methyltrans-
ferases 1 and 3

dNTP: deoxynucleotide triphosphate

Dopamine: catecholamine neurotransmitter important in
the regulation of movement

DP: PGD receptor

DPE: downstream promoter element

D-ribose: ribose

DSB: double-strand breaks

dsDNA: double stranded DNA

dsRNA: double-stranded RNA

dTMP: deoxythymidine monophosphate

dTTP: deoxythymidine triphosphate

dUTP: deoxyuridine triphosphate

E2: estradiol

E2B: estradiol benzoate

EBI: European Bioinformatics Institute

E-box: sequence CACGTG that binds members of the basic
helix-loop-helix
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eCG: equine chorionic gonadotropin

ECM: extracellular matrix

EDN1: endothelin-1

EDN2: endothelin-2

EDN3: endothelin-3

EDNRA: type A endothelin receptors

EDNRB: type B endothelin receptors

EEG: electroencephalography

EFA: essential fatty acids

EFO-21: ovarian cancer cell line

EFO-27: ovarian cancer cell line

EGF: epidermal growth factor

EGF: epidermal growth factor also known as urogastrone

EGF-1: epidermal growth factor-1

EGF-R: EGF receptor

EGFR: epidermal growth factor receptor

EG-VEGF: endocrine gland-derived VEGF

EL: extracellular loop

ELISA: enzyme-linked immunoabsorbent assays

ELT3: cell line derived from Eker rat leiomyoma

EMBL: European Molecular Biology Laboratory

EMBOSS: The European Molecular Biology Open Soft-
ware Suite

EMC: enzyme mismatch cleavage

EMG: electromyography

EP1-4: PGE receptors with four subtypes

Eph: ephrins

ER: endoplasmic reticulum

ER: estrogen receptor

ERE: estrogen receptor element

ERE: estrogens response element

Erg-1: early growth response factor-1

ERI-536: estrogen receptor mutant

ERK: extracellular signal-regulated kinase

ERK: extracellular-signal-regulated kinase (ERK) path-
ways.

ES: embryonic stem cells

ESTs: expressed sequence tag

ExPASy: expert protein analysis system

FAD: flavin adenine dinucleotide

FADH2: reduced FAD

FasL: fas ligand

FGF: fibroblast growth factor or heparin-binding growth
factors

Finasteride: 5α-reductase inhibitor marketed under the
brand name Proscar

FISH: fluorescence in-situ hybridization

Fluoxetine: antidepressant SSRI marketed under the brand
name Prozac

Fluxomics: identification of the dynamic changes of
molecules within a cell over time.

Fos: transcription factor expressed by the c-fos gene

FOXL2: transcription factor Forkhead box protein L2

FOXO1: forkhead box-O1

FP: PGF receptor

Fra: transcription factor Fos-related antigen

FRET: fluorescence resonance energy transfer

FRP: FSH releasing proteins

FSH: follicle stimulating hormone

FSHR: follicle stimulating hormone receptor

G: guanine or guanosine

G6P: glucose-6-phosphate

GABA: γ-aminobutyric acid type A; amino acid that is an
inhibitory neurotransmitter

GABAA receptor: γ-aminobutyric acid type A receptor;
multisubunit GABA receptor subtype that forms a chloride
channel activated by GABA. It is the major inhibitory recep-
tor in the brain and is modulated by the binding of agents
such as neurosteroids

GalNAc: N-acetylgalactosamine

GAP: GnRH-associated peptide region

GAP: GTPase-activating protein

GAPDH: glyceral-dehyde-3-phosphate-dehydrogenase

GAS: interferon-gamma activated sequence promoter
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GATA: a family of transcription factors that contain
two zinc finger motif and binds to the DNA sequence
(A/T)GATA(A/G)

GATA4 and GATA6: members of a family of transcription
factors that contain a two-zinc-finger motif and bind to the
DNA sequence (A/T)GATA(A/G)

GC: guanylate cyclase

GCN5: an histone acetyltransferase

GCV: ganciclovir

GDF: growth differentiation factor

GDF-9: growth differentiation factor-9

GDNF: glial cell line-derived neurotrophic factor

GDP: guanosine diphosphate

GDX: gonadectomized

GEF: Ras guanine nucleotide exchange factor

Genomics: the analysis of gene expression and regulation
in cell, tissue or organs under given conditions ([2,47], in
Chapter 10) including how the genes interact with each other
and with the environment. It has the potential to revolutionize
the practice of medicine.

GGH3: somatolactotroph cells

GH: growth hormone

GHIH: GH inhibitory hormone

GHRH: growth hormone releasing hormone

GlcNAc: N-acetylglucosamine

GLCs: granulosa luteal cells

Glutamate receptor: Family of receptors that include
metabotropic glutamate receptors and ionotropic receptors
defined by binding of kainate, AMPA or NMDA

Glycomics: identification of all carbohydrates in a cell or
tissues.

Glycoproteomics: a branch of proteomics that identifies,
catalogs, and characterizes glycoproteins.

GM-CSF: granulocyte-macrophage colony-stimulating
factor

GMP: guanosine 5-monophosphate

GMP: guanosine monophosphate

GnRH: gonadotropin-releasing hormone

GnRH: gonadotropin-releasing hormone; secreted by
hypothalamic neurons, that stimulates the release of LH and
FSH from pituitary gonadotrophes

GnRH-a: gonadotroping releasing hormone agonist

GnRHR: gonadotropin-releasing hormone receptor

GnSE: GnRHR-specific enhancer

GOPC: Golgi-associated PDZ and coiled-coil motif con-
taining

GOS: global ocean sampling expedition

GPBP: good-pasture antigen binding protein

GPCR: G-protein-coupled receptor

GPR54: G-protein-coupled receptor-54

GR: glucocorticoid receptor

GRAS: GnRHR activating sequence

Grb2: growth factor receptor-bound protein-2

GRE/PRE: glucocorticoid responsive element/ proges-
terone responsive element

GRE: glucocorticoids response element

GRK: G-protein-linked receptor kinase

GRKs: G protein-coupled receptor kinases

GRMO2: rat granulosa stable cell line

GTC: guanidinium isothiocyanate

GTFs: general transcription factors

GTP: guanosine triphosphate

GTP: guanosine-5′-triphosphate

Gynecomastia: abnormal overdevelopment of the male
breasts

Gαi: G-protein inhibitory α-subunit

Gαs: G-protein stimulatory α-subunit

H2A.X: core histone 2A variant

H2AFY: H2A histone family, member Y (also known as
histone macroH2A1)

H2AX: variant of the histone H2a

HAC: human artificial chromosome

HATs: histone acetyltransferases

HB-EGF: heparin-binding EGF

hCG: chorionic gonadotropin hormone

hCG: human chorionic gonadotropin

hCG: human Chorionic Gonadotropin

hCG: human chorionic gonadotropin;
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HDAC1/2: histone deacetylases 1 and 2

HDACs: histone deacetylases

HDL: high density lipoprotein

HEK-293 cells: human embryonic kidney cells

HGF: hepatocyte growth factor

hGL: human granulosa-luteal cells

HMG: high mobility group of proteins

hMG: human menopausal gonadotropin

HMG-box: homologous DNA binding domain of the HMG
proteins

HMG-CoA reductase: 3-hydroxy-3-methyl-glutaryl-CoA
reductase

HMTs: histone methyltransferases

HNF: hepatocyte nuclear factor

hnRNA: heterogeneous nuclear RNA

HP1: heterochromatin 1 protein

HPL: human placental lactogen

HPLC: high-performance liquid chromatography

HPO4
2–: monohydrogen phosphate ion

Hrb: Asn-Pro-Phe (NPF) motif-containing protein (also
called Rab or hRip)

HRE: hormone response element

hRip: human immunodeficiency virus Rev-interacting pro-
tein.

HSD3B: gene(s) coding for 3β-HSD

HSL: hormone-sensitive lipase

HSP: heat shock protein

HSP70: heat shock protein-70

HSV: herpes simplex virus

HSV-tk: herpes simplex virus-thymidine kinase

HTH: helix-turn-helix

Hypospadia: failure of the distal urethra to develop nor-
mally, resulting in a ventral urinary meatus

i.c.v.: intracerebroventricular

I: inosine

ICER: inducible cAMP early repressor

ICM: inner cell mass

IEVT: immortalized extravillous trophoblast

IFN-γ: interferon γ

IGF: insuline-like growth factor

IGF-1: insulin like growth factor-1

IGFBP-4: IGF-binding protein

IGFBPs: insulin like growth factor binding protein

IGF-I: insulin like growth factor-I

IGF-I: insulin-like growth factor 1

IGF-I: insulin-like growth factor-I

IGF-I: insulin-like growth factor-I or somatomedin-C

IGF-II: insulin-like growth factor-II

IkB: inhibitor of kappa B

IL: interleukin

IL: intracellular loop

Inr: Initiator sequence

InsP3: inositol triphosphate

Interactomics: identification of protein-protein interac-
tions but also include interactions between all molecules
within a cell.

IP: PGI receptor

IP3: inositol 1,4,5-triphosphate

IP3: inositol triphosphate

IPF: insulin promoter factor

IPTG: isoprppyl-β-D thiogalactopyranoside

IRE: interferon response element

IRS-1: insulin receptor substrate-1

IU: international units

IUGR: intrauterine growth restriction

IVF: in vitro fertilization

JAK/STAT: Janus tyrosine kinases/signal transduction and
activators of transcription

Jak: Janus kinase

JEG-3: placental cell line

JMJD2A-D: histone demethylases of the Jumonji family

JMJD6: histone demethylase of the Jumonji family

JNK: Jun N-terminal kinase

Jun: transcription factor expressed by the c-jun gene
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JunB: protooncogene homolog B

JunB: transcription factor related to c-Jun

JunD: transcription factor related to c-Jun

K+: potassium ion

KAF: keratinocyte autocrine factor or amphiregulin

KCL: potassium chloride

KGF: keratocyte growth factor

KID: kinase inducible domain

KIFC: kinesin family member C

KiSS-1: cognate ligands of the GPR54

KLF13: Kruppel-like factor 13

LacZ′: β-galactosidase gene of E.coli

LBD: ligand-binding domain

LbT2: gonadotroph cell line

Ld: lipid droplet

LDL: low-density lipoprotein

LEP: human/primate leptin

Lep: rodent leptin

Lepob/Lepob: obese, genetically leptin deficient, mouse

LEPRL: long isoform, primate leptin receptor

LEPRS: short isoform, primate leptin receptor

LGIC: ligand-gated ion channel

LGIC: ligand-gated ion channels

LH: luteinizing hormone

LH-R: LH receptor

LHR: luteinizing hormone receptor

LIF: leukemia inhibitory factor

LIP: liver-enriched

Lipoid CAH: congenital Lipoid Adrenal Hyperplasia

LLC: large luteal steroidogenic cells

LM-15: human leiomyoma cell line

LR: leptin receptor

LRa: a short LR isoform

LRb: long LR isoform

LRBP: LH-R binding protein inhibitory protein

LRH-1: liver receptor homolog-1

LRH-1: transcription factor Liver Receptor Homologue-1

LRR: leucine-rich repeat

LSD1: lysine specific demethylase 1

LT: leukotrienes

L-type: long lasting VSCC

MA-10: stable cell line originated from a Leydig cell tumor

mAch: muscarinic acetylcholine receptor

MAD/MAX: group of proteins of the bHLH family that can
form heterodimers with myc and regulate transcription

MAIS: mild AIS

MANO: meiotic autosomal nucleolar organization

MAP: mitogen activated protein

MAPK: mitogen activated protein kinase

MAPK: mitogen-activated protein kinase

MAPKs: mitogen-activated protein kinases

MARKS: myristolated alanine-rich C-kinase substrate

MAS: marker-assisted selection

MC1: melanocortin receptor

MCH: melanin-concentrating-hormone

MCP-1: monocyte chemoatractant protein-1

MCP-1: monocyte chemoattractant protein-1

MCS: multiple cloning sites also called polylinkers

M-CSF: macrophage colony-stimulating factor

MCSI: meiotic sex chromosome inactivation

MDR1: multidrug resistance gene

MEK 1: threonine and tyrosine recognition kinase

MEK: MAP-kinase-kinase or MAPKK

MEK: Mitogen-activated protein kinase kinase, also
termed MAP2K

Metabolomics: identification and measurement of all small
metabolites in a cell or tissue.

MG: methylguanosine

Mg2+: magnesium ion

mGC: membrane-associated guanylate cyclase

MHC: major histocompatibility complex

MI: metaphase I

MI: methylinosine
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microRNA: micro RNA

MII: metaphase II

miRNA: micro RNAs

MIS: Müllerian-inhibiting substance

MLN64: StAR homologue

mLTC-1: murine Leydig tumor cells

MMPs: matrix metalloproteinases

MOI: multiplicity of infection

Mosaicism: the presence of two populations of cells with
different genotypes in one individual originated from a single
fertilized egg

MR: mineralocorticoid receptor

MR: mineralocorticoids

MRE: mineralocorticoids response element

Mre11: meiotic recombination 11 protein

MRI: magnetic resonance imaging

mRNA: messenger RNA

MSH: melanocyte-stimulating hormone

MSK1/2: mitogen- and stress-activated protein kinases 1
and 2

MSP: methylation specific PCR

MT1-R: melatonin receptor subtype

MT2-R: melatonin receptor subtype

mtDNA: mitochondrial DNA

MTF-1: metal-responsive transcription factor-1

Myc: transcription factor expressed by a gene originally
described in the avian MC29 myelocytomatosis virus (v-
myc). A homologous gene (c-myc) is located in the long arm
of the human chromosome 8.

Na+: sodium ion

nACh-R: nicotinic acetylcholine receptor

NADP: nicotinamide adenine dinucleotide phosphate

NaOH: sodium hydroxide

Nbs1: Nijmegen breakage syndrome 1

NCBI: National Center for Biotechnology Information

N-COR: nuclear receptor co-repressor

NF kB: or E-box nuclear factor kappa B

NF-1: nuclear factor-1.

NF-kB: nuclear factor-kappa B

NF-Y: nuclear factor-Y

NGF: nerve growth factor

NH4+: ammonium

NIH : National Institutes of Health

NMDA receptor: excititatory glutamate receptor subtype

NMDA: N-methyl-D-aspartic acid

nnAchR: neuronal nicotinic acetylcholine receptor

NO: nitric oxide

NPC1: Niemann-Pick C1 gene

NPY: neuropeptide Y

NR4A: transcription factor nuclear receptor 4A subgroup

NR5A1: transcription factor SF-1

NR5A2: SF-1 family member LRH-1

NRE: negative regulatory element

NRE: nuclear response element

NSAID: non-steroidal anti-inflammatory drugs

NT-3: neurotropin-3

NT-4/5: neurotrophin 4/5

NT-6: neurotropin-6

N-type: neither long-lasting nor transient VSCC

Nur77, Nurr1 and Nor1: family members of NR4A

NuRD: nucleosome remodeling and deacetylase

ob: original name for Lep gene (obese)

ODF2: Outer dense fiber 2

OE: ovarian epithelial cells

OH: hydroxil group

OHSS: ovarian hyper-stimulation syndrome

OKdb: Ovarian Kaleidoscope database

Olanzapine: similar drug to clozapine (above)

oligo-dT: oligonucleotide chain of deoxythimidines

ORX: orexins

OSE: ovarian surface epithelial cells

OT: oxytocin

OVCAR-3: ovarian cell line

OVX: ovariectomized
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p300: E1A-binding protein p300, also termed EP300

P4: progesterone

P450arom: cytochrome P450 aromatase

P450c17: cytochrome P450 17α-hydroxylase/17,20-lyase

P450scc: cytochrome P450 cholesterol side chain cleavage

PA: eicosapentenoic acid

PACAP: pituitary adenylate cyclase-activating polypeptide

PAGE: polyacrilamide gel electrophoresis

PAI-I: plasminogen activator inhibitor

PAIS: partial AIS

Pak1: p21-activated kinase-1

PARP: poly ADP-ribose polymerase

PAX-8: transcription factor expressed by a member of the
paired box (PAX) family of genes that encode proteins that
contain a paired box domain, an octapeptide, and a paired-
type homeodomain. It is expressed in the thyroid and the
kidney and binds thyroglobulin and thyroid peroxidase genes
promoters

PBR: peripheral-type benzodiazepine receptor

PCAF: p300/CBP-associated factor

PCOS: polycystic ovary syndrome

PCR: polymerase chain reaction

PDE: nucleotide phosphodiesterase

PDE: phosphodiesterase

PDGFs: platelet-derived growth factors

PDGFs: platelet-derived growth factors

PDKI: phosphatidylinositol-dependent protein kinase

PG: prostaglandins

PGDH: 15 - hydroxyprostaglandin dehydrogenase

PGE2: prostaglandin E2

PGF2α: prostaglandin F2α

PGFS: prostaglandin F synthase

PGG2: hydroperoxy endoperoxide prostaglandin G2

PGH2: prostaglandin H2

PGI: prostacyclins

PGT: prostaglandin transporter

PH: Pleckstrin homology

Pharmacogenomics: the combination of pharmacology
and genomics that deals with analysis of the genome and its
products (RNA and proteins) related to drug responses.

Phosphoproteomics: a branch of proteomics that identifies,
catalogs, and characterizes phosphorylated proteins.

PI(3,4)P2: phosphatidylinositol 3,4-biphosphate

PI(3,4,5)P3: phosphatidylinositol 3,4,5-triphosphate

PI(4,5)P2: phosphatidylinositol 4,5-biphosphate

PI/PKC: phosphatidylinositol/protein kinase-C

Pi: inorganic phosphate

PI: phosphatidylinositol

PI3K: phosphatidylinositol-3 kinase

PIAS: protein inhibitors of activated STATs

Piezoelectricity: the ability of some materials mainly crys-
tals and certain ceramics to generate an electric charge in
response to a mechanical stress. If the material is not shortcir-
cuited, the applied charge induces a voltage across the mate-
rial.

PI-PLC: phosphatidilinositol-specific phospholipase-C

PIR: protein information resources

Pit-1: a transcription factor expressed specifically in the
pituitary gland; member of the POU-homeodomain family

Pitx-1: pan pituitary homeobox transcription factor

PKA: cAMP-dependent protein kinase-A

PKA: protein kinase A

PKA: protein kinase-A

PKB: protein kinase-B, also termed Akt

PKC: protein kinase C

PKC: protein kinase-C

PKG: cGMP-dependent protein kinase

PLA2: phospholipase-A2

PLC: phospholipase-C

PLs: placental lactogens

Plzf: promyelocytic leukemia zinc-finger, a transcriptional
repressor encoded by the Zfp145 gene

PMSG: pregnant mare serum gonadotropin

PNS: peripheral nervous system; consists of nerves outside
the CNS that connect it with tissues, muscles and organs in
the body
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POA: preoptic area; structure localized by the optic chi-
asm and the anterior commissure. The medial POA con-
tains the sexually dimorphic nucleus, which is generally
larger in males. The medial POA is particularly essential for
male sexual behavior and function, but is also involved with
estrus cycle regulation, lordosis and maternal behavior in the
female

POA-AH: preoptic area of anterior hypothalamus

POF: premature ovarian failure

POK: Poxviruses and zinc-finger (POZ) and Krüppel fam-
ily of transcription repressors

poly-A: poly-adenylated

Poly-A: poly-adenylated tail at the 3’ end of the mRNA

POMC: proopiomelanocortin

POU: acronym derived from the homeodomain proteins
Pit-1, Oct and Unc-86

POZ: Poxviruses and zinc-finger

PP1: phosphatase type 1

PP2A: phosphatase type 2A

PR: progesterone

PR: progesterone receptor

pRb: retinoblastoma

PRE: progesterone response element

Pregnanolone: 3α,5β-tetrahydroprogesterone

pre-miRNA: precursor of miRNA

pri-miRNA: primary transcript of an miRNA gene

PRL: prolactin

PRMTs: protein arginine methyltransferases

Protein microarray: a substrate of glass or silicon on
which different molecules of protein have been affixed at
separate locations in an ordered manner thus forming a
microscopic array. These are used to identify protein-protein
interactions, substrates of protein kinases, or the targets of
biologically active small molecules. The main use of the
protein microarrays, also termed protein chip, is to deter-
mine the presence and/or the amount of proteins in biolog-
ical samples, e.g. blood. One common protein microarray is
the antibody microarray, where antibodies (most frequently
monoclonal) are spotted onto the protein chip and are used as
capture-molecules to detect proteins from cell lysates. There
are several types of protein chips; however the most common
are glass slide chips and nano-well arrays.

Proteomics: complete identification of proteins and pro-
tein expression patterns of a cell or tissue through two-
dimensional gel electrophoresis or other multi-dimensional
protein separation techniques and mass spectrometry. It is a
large-scale study of proteins, particularly of their structure
and function under given conditions ([2], in Chapter 10). This
term was created to make an analogy with genomics ([47],
in Chapter 10). Proteomics is much more complicated than
genomics: while the genome is a rather constant entity, the
proteome differs from cell to cell and is constantly chang-
ing through its biochemical interactions with the genome
and the environment. One organism has radically different
protein expression in different parts of its body, during differ-
ent stages of its life cycle and under different environmental
conditions ([47], in Chapter 10).

PTH: parathyroid-stimulating hormone

PTP: phosphotyrosine phosphatase-like receptors

PTT: protein truncation test

qPCR: quantitative real time polymerase chain reaction

R2A: PKA regulatory subunit

Rab: member of the Ras superfamily of monomeric G pro-
teins

RACK: receptor for activated C-kinase

Rad3: a DNA helicase repair protein

Rad50: Mre11-interacting protein with binding affinity to
double stranded DNA.

Rad51: protein involved in repair of DNA.

RAF: MAP-kinase-kinase-kinase

RAR: retinoic acid and 9-cis-retinoic acid

RAR: retinoic acid receptor

ras: oncogene of the Harvey (rasH) and Kristen (rasK) rat
sarcoma viruses

Ras: oncogene of the Harvey (rasH) and Kristen (rasK) rat
sarcoma viruses. These genes, which are frequently activated
in human tumors, encode a 21 kD G-protein.

Ras: small G-protein, first identified as product of the ras
oncogene

RBM-8A: RNA-binding motif protein-8A

RER: rough endoplasmic reticulum

RET: protooncogene tyrosine kinase receptor that binds
members of the GDNF family

RFLP: restriction fragment length polymorphism
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rFSH: recombinant follicle stimulating hormone

RH: Ras homology domain

RIA: radioimmunoassay

RID: nuclear receptor interaction domain

RISC: RNA-induced silencing complex

RNA: ribonucleic acid

RNAi: RNA interference

RNAses: enzymes that specifically degrade RNA

ROC: receptor operated Ca2+ channel

ROS: reactive oxygen species

rPRL: rat placental lactogen

RRE: retinoic acid response element

rRNA: ribosomal RNA

RSK2: ribosomal S6 kinase 2

RT: ribothymidine

RT-PCR: reverse transcriptase polymerase chain reaction

RU486: synthetic antiprogestin (also known as mifepris-
tone) that is classically regarded as an inhibitor of the pro-
gesterone receptor (though it has anti-glucocorticoid activity
as well), and used as an emergency contraceptive

s.c.: subcutaneous

S6: ribosomal S6 kinase

SAC: spindle assembly checkpoint

SAGE: Serial Analysis of Gene Expression.

SBMA: X-linked spinal and bulbar muscular atrophy or
Kennedy Disease

SBSS: selective brain steroidogenic stimulant; recent term
to describe drugs that elicit neurosteroidogenesis in the brain,
like fluoxetine ([101], in Chapter 20)

SCC1: SF-1 binding element

SCC2: SF-1 binding element

SCF/KL: stem cell factor/Kit ligand

SCP-2: sterol carrier protein-2

SDS-PAGE: sodium dodecyl sulfate polyacrilamide gel
electrophoresis

SET domain: a domain found in some lysine methyltrans-
ferases, derived from Drosophilia proteins designated sup-
pressor of variegation, enhancer of zeste and trithorax

SF-1: transcription factor steroidogenic factor 1, also
termed NR5A1

SFE: SMAD-binding element

SFK: Src-family kinases

sGC: cytoplasmatic soluble guanylate cyclase

SH2 and SH3: src homology region-2 and -3 respectively

SH2: Src Homology (SH) region 2, a phosphotyrosine-
binding domain originally described in proteins of the Rous
sarcoma virus (src) oncogene family of tyrosine kinases

SHBG: steroid hormone-binding globulin, a glycosylated
dimeric protein homologous to the androgen-binding protein
secreted by the Sertoli cells of the testes

SIB: Swiss Institute of Bioinformatics

Sin3: a negative regulator of transcription in yeast also
known as SDII

Sin3: a SWI independent corepressor found in complexes
with HDACs

Sin3A: Sin3 family member A

siRNA: short/small interfering RNA

siRNA: silencing RNA

SK-OV-3: ovarian cell line

SLC: small luteal steroidogenic cells

Smac/DIABLO: mitochondrial protein

SMAD: Small Mothers Against Decapentaplegic

SMRT: silencing mediator of retinoid and thyroid receptors

SNF2L: nucleosome-remodeling ATPase

snoRNA: small nucleolar RNA

SNP: single nucleotide polymorphism

snRNA: small nuclear RNA

SO4
2–: sulfate ion

SOCS: suppressors of cytokine signaling

SOCS-3: suppressor of cytokine signaling-3

solLR: soluble leptin receptor

SOX: SRY box

Sp1 and Sp3: transcription factor specificity proteins 1
and 3

Sp1: selective promoter-1

Sp1: transcription factor stimulatory protein 1
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sPLA2: secreted phopholipase-A2

SR-BI: scavenger type receptor, class B, type 1

src (pronounced “sark”): retroviral oncogene (v-src) from
the chicken Rous sarcoma retrovirus and its precursor (c-src)

Src: name of the first described retroviral oncogene (v-src),
from the chicken Rous sarcoma retrovirus and its precursor
(c-src), which encode a membrane-associated protein kinase.

SRC: steroid receptor coactivator

SRD5A1: 5α-reductase-1 gene

SRD5A2: 5α-reductase-2 gene

SRE: putative sterol response element or serum responsive
element

SREBP: transcription factor sterol regulatory element bind-
ing protein

SRF: serum response factor

SRIF: somatotropin release-inhibiting factor or somato-
statins also called GHIH

SRY: sex determining region of the Y chromosome

SSCP: single-stranded conformational polymorphism

SSRI: selective serotonin-reuptake inhibitor; class of drugs
used to treat depression and obsessive-compulsive disorder
that extend the action of serotonin by inhibiting reabsorption
into neurons

ssRNA: single-stranded RNA

Ssty 1 and Ssty 2: Y-linked spermiogenesis specific tran-
script

STAR: gene coding for steroidogenic acute regulatory
(STAR) protein

StAR: steroidogenic acute regulatory protein, also known
as StarD1; mediates the rate-limiting delivery of cholesterol
to P450scc to initiate steroid synthesis

StarD1: START domain-containing protein 1(StAR)

START: StAR-related lipid transfer domain

STATS: signal transducers and activators of transcription

STK: serine-threonine kinase

SULT: sulfotransferase

SURG-1: sequence underlying responsiveness to GnRH
element

SVOG-4m: human ovarian granulosa-luteal cell line TLCs:
theca luteal cells

SVOG-4o: human ovarian granulosa-luteal cell line

SWI: SWItch proteins, part of chromatin remodeling
ATPase complexes

System biology: the strategy of pursuing integration of
complex data about biological interactions from diverse
experimental sources using interdisciplinary tools and high-
throughput experiments and bioinformatics.

σ1: metabotropic sigma type 1 glycine receptor

T: thymine or thymidine

T3: triiodothyronine

T4: thyroxine

TAF250: an histone acetyltransferase

TBP: TATA-binding protein

TCF/LEF: T-cell factor/lymphoid enhancer factor

TE-671: neuronal cell line

TF: transcription factor

TFIID: transcription factor IID

TGF-α: transforming growth factor alpha

TGF: transforming growth factor

TGF-β: transforming growth factor-β

TGGE: temperature gradient gel electrophoresis

THDOC: 3α,5α-tetrahydrodeoxycorticosterone

THR: thyroid hormone receptor

Tie1: angiopoietin receptor type 1

Tie2: angiopoietin receptor type 2

TIMPS: tissue inhibitors of metalloproteinases

TK: tyrosine kinase

TK-GCV: thymidine kinase – ganciclovir

Tm: melting temperature

TM: trans-membrane

TNF: tumor necrosis factor

TNF-α: tumor necrosis factor-α

TPA: 12-O-tetradecanoyl-13-acetate

TR: thyroid hormone

TR: thyroid hormone receptor

TRAIL: TNF apoptosis-inducing ligand

Transcriptomic: measurement of gene expression in whole
cells or tissue by DNA microarray or SAGE.
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Trap: VEGF antagonist

TRE: TPA response element

TRH: thyrotropin-releasing hormone

Trk: tropomyosin-related kinase receptor

tRNA: tranfer RNA

TRPV1: transient receptor potential vanilloid of subtype-1,
also called vanilloid type 1 receptor

TSA: trichostatin A, an HDAC inhibitor

TSE: tissue specific element

TSH: thyrotropin, or thyroid-stimulating hormone

TSH-R: TSH receptor

TTF-1: thyroid transcription factor

T-type: transient type VSCC

TX: thromboxanes

Tx: transcription start site

TxA: thromboxane receptor

U: uracil or uridine

UMP: uridine monophosphate

UniMES: UniProt metagenomic and environmental
sequence database

UniParc: UniProt archive

UniProt: universal protein resource

UniProtKB: UniProt knowledgebase

UniRef: UniProt reference clusters

USF: Upstream stimulatory factor

USF-1 and USF-2: upstream stimulating factors 1 and 2,
respectively

USF-1/2: upstream regulatory factor-1/2

UTP: uridine triphosphate

UTR: untranslated region

UV: ultra-violet

VDAC: voltage-dependent anion channel

VD-R: vitamin D receptor

VDR: vitamin-D

VEGFA or VEGF: vascular endothelial growth factor

VEGFR1 or Flt-1: vascular endothelial growth factor
receptor type 1

VEGFR2 or Flk-1/KDR: vascular endothelial growth fac-
tor receptor type 2

VGCR: voltage-gated channel receptors

VIP: vasoactive intestinal peptide

VIP: vasointestinal peptide

VMN: ventromedial nucleus; structure in the middle
hypothalamus essential for female sexual behavior

VNTR: variable number tandem repeats

VSCC: voltage-sensitive Ca2+ channel

VTA: ventral tegmental area; region in the mesen-
cephalon from which originates mesocortical and mesolim-
bic dopaminergic neurons involved in the dopamine
mesolimbic reward pathway

wHTH: winged HTH

YAC: yeast artificial chromosome

YY1: transcription factor Yin Yang 1

ψ: pseudouridine

Zfp145: zinc finger protein 145 gene
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Anxiety
female sexual behavior and, 232–233
male sexual behavior and, 233

AP-3 (TAACCACA), 264
AR gene mutations

point and frameshift mutations, 208
splice-site mutations, 208–209
SRD5A2-gene, 211–212

Aromatase expression
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hormone interactions in regulation of, 258
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intracellular signaling pathway, 259
kinetics, 259
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Bisulfite treatment, 91
BLAST (software package), 115–116
Blood vessels, development of new, 295–296
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Braileanu, Gheorghe T., 105–112
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bacteriophages, 79
cosmids, 79
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CLS (TGCACGTCA), 263–264
CLUSTALW2 program, 116
CMC, see Chemical mismatch cleavage (CMC)
CMP, see Cytidine 5-monophosphate (CMP)
CNS, see Central nervous system (CNS)
CNTF, see Ciliary neurotrophic factor (CNTF)
CO, see Carbon monoxide (CO)
Coactivator disease, 209
Coactivators, 54
Cocaine- and amphetamine-regulated transcript (CART), 216
Cohesive (cos) ends, 79
Collagen type I receptor, overexpression, 108
Comparative genomic hybridization (CGH), 91–92

analysis of glioblastoma, 92–93, 94
detect candidate oncogenes, 91
methodology, 91–92

Competitive antagonist, 20
Complementary DNA (cDNA), 77
Computer-based molecular analysis tools

data analysis by, 114
molecular biology softwares, see Molecular biology softwares

Conditionally replicative adenoviruses (CRAd), 121
Consensus sequences

of ligand-activated response elements, 53
of signaling-activated response elements, 54

Conserved Domain Database (CDD), 113
Contractile receptors, 197
Coregulators, 54
Corepressors, 54
Core promoter, 51
Corpora lutea

aromatase expression in regressing, 261–262
Estrogen receptor (ER) expressed in, 300

Corpus luteum
hormonal regulation, 298–301

role of estradiol, 300
role of luteinizing hormone, 298–299
role of progesterone, 300–301
role of prolactin (PRL), 299–300

of pregnancy, aromatase expression in, 261
PR expression in, 300–301
rescue of, 304–305
ROS in, 303
structural regression of, 303–304
synthesis of progesterone, 20α-dehydro-progesterone, and estradiol

in, 297
Corticotropin-releasing hormone (CRH), 216
cos, see Cohesive (cos) ends
Cosmids, 79
COX-2, see Cyclooxygenase-2 (COX-2)

Coxsackie-adenovirus receptor (CAR)
binding, 122
cells expressing, 121

CREB, see cAMP-responsive element binding (CREB) protein
CREB binding protein (CBP), 265
CREB gene, 58
CREM, see cAMP-responsive element modulator (CREM)
CRH, see Corticotropin-releasing hormone (CRH)
Cri-du-chat syndrome, 70
cRNA probes

advantages of, 98
drawback of, 99

Cryptic receptors, 21
Cryptocrine signaling, 6
CTC-binding factor (CTCF), 53
CTCF, see CTC-binding factor (CTCF)
CTF, see CAAT-binding transcription factor (CTF)
Curvilinear plots, 19
Cyclic AMP response element binding protein (CREB)

overexpression and StAR promoter activity, 178
Cyclic guanosine monophosphate (cGMP), 9
Cyclin-dependent kinases (Cdks), 293
Cyclooxygenase-2 (COX-2), 293

cis-acting regulatory elements for, 198
role in ovulation, 197

CYP11A1 mRNA, expression, gonadotropin stimulation
of, 179

CYP11A1 promoter
human 5’-flanking region of, 179–180
proximal region of, 179

GATA and CREB/AP-1, 181
SF-1 and LRH-1, 180

Cys, see Cysteine (Cys)
Cysteine (Cys), 68
Cytidine 5-monophosphate (CMP), 41
Cytokines, 7–8

defined, 7
in luteolysis, 303–304

Cytosine, 41
react with bisulfite ion, 91

Cytotrophoblasts, hCG in, 219

D
Darwin’s theory

of natural selection, 67
Data retrieval systems

Entrez, 113
GenBank, 113–114
OKdb, 114
UniProt, 114

DDSB, see DNA double-strand breaks (DDSB)
Deacetylation, of histone lysine residues, 271–272
Degradation, of basement membrane, 294
Dehydroepiandrosterone (DHEA), 229

anxiolytic, 232
chronic treatment with, 233
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